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1. INTRODUCTION

This thesis deals with symbolic sequences generated by semigroups of substitutions acting on finite al-
phabets.

First, we study the underlying structure of some such sequences by considering the appearance of a
fixed symbol in arithmetic progression within the sequence considered. The objective is to determine the
length of these arithmetic progressions and to find sequences of such arithmetic progressions with fast
growing length. The work is motivated by Ramsey theory, which is concerned with aspects of order in
substructures of given structures of a known size [75], and it touches on aspects from combinatorics [111]
and theoretical computer science [11].

Next, we consider semigroups generated by finite families of substitutions acting on a finite alphabet.
We study sets of symbolic sequences obtained by iterating elements of an alphabet under given semi-
groups of substitutions. The objective is to characterise these sets and determine their size. The work
is motivated by the theory of s-adic sequences, which is concerned with the dynamics of compositions
of sequences of substitutions, and it is inspired by semigroup theory in other disciplines of dynamical
systems, such as complex dynamics, hyperbolic dynamics, and hyperbolic geometry [12, 56, 66, 68].

In this introduction we give a selection of our most significant results and their motivation and sur-
rounding context. Some terms will be informally defined in this chapter; formal definitions and back-
ground results from the literature will be given in Chapter 2, and the more advanced techniques will be
introduced as necessary in the subsequent chapters.

1.1 Monochromatic arithmetic progressions in automatic sequences

An alphabetA is a finite set of symbols, customarily chosen among the non-negative integers or the Latin
alphabet, and the elements of A are called letters, regardless of the set of symbols used. We denote the
set of finite words overA byA+ and the set of infinite words or sequences overA byAℕ. For example,
101 is a finite word over the alphabet {0, 1} of length 3, meaning that it consists of three letters, and
101010⋯ is an infinite word over {0, 1}. We denote the nth letter of a finite or infinite word w by wn.

A substitution of A is a map f ∶ A+ ⟶ A+ with the property f (xy) = f (x)f (y), for every finite
words x and y over A , which is specified uniquely by the images of the letters of A . A substitution f
acts on an infinite word x = x1x2x3⋯ over A as f (x) = f (x1)f (x2)f (x3)⋯. Most of the times we use
either Latin letters (f , g, ℎ) or Greek letters (%, �) to name substitutions. An example of a substitution
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of the alphabet {0, 1} is
0 ⟼ 0 1 ,
1 ⟼ 1 0 .

This substitution is called the Thue–Morse substitution [17, Section 4.6] and will play an important role
in Chapter 3. It is an example of a constant-length substitution, which means that the images of all the
letters have the same length. In this case, the length of the substitution is 2.

In this work, a fixed point of a substitution f is a word x (finite or infinite) with f (x) = x. Let f be
the Thue–Morse substitution. By iterating f starting from the initial word 0 we obtain the Thue–Morse
sequence [6, 8]

0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0⋯ ,

which is a fixed point of f . For now, ignore the underlined letters. Fixed points of constant-length
substitutions (and more specifically their images under a substitution of constant length one) are called
automatic sequences.

We say that a sequence x over an alphabet A contains a monochromatic arithmetic progression of
difference d and length l if there exist a starting position s and a letter a ∈ A such that

xs = xs+d = … = xs+(l−1)d = a.

We refer to a as the colour of the arithmetic progression. Similarly, a sequence x contains an infinite
monochromatic arithmetic progression of difference d if there exist s and a such that xs = xs+kd = a, for
k = 1, 2, 3,… . For example, the underlined letters in the Thue–Morse sequence above show an arith-
metic progression of 0s of difference 3 and length 7; notice that it cannot be extended to a monochromatic
arithmetic progression of length 8 with the same starting position and difference. In Chapters 3 and 4 we
study monochromatic arithmetic progressions within automatic sequences to give insight into the order
underlying their structure.

Our research is inspired by van der Waerden’s theorem [109], a milestone result in Ramsey theory,
which says that, for every fixed positive integers c and l, one can find a positive integer n such that
any colouring of the segment {1, 2,… , n} with at most c colours contains a monochromatic arithmetic
progression of length l. For example, if c = 2 and l = 3, one can choose n = 9, since any colour-
ing of {1, 2,… , 9} with one or two colours contains a monochromatic arithmetic progression of length
three (there are colourings of {1, 2,… , 8} which do not contain monochromatic arithmetic progressions
of length three). A consequence of this result is that every sequence over a finite alphabet contains
monochromatic arithmetic progressions of every positive integer length. It is then natural to ask what
happens if the difference of the arithmetic progressions is fixed.

Given a sequence x over a finite alphabet, we want to know whether, for a fixed difference d, there
exist infinite monochromatic arithmetic progressions of difference d within x, and if not, whether the
length of the longest monochromatic arithmetic progression of difference d is bounded above. To study
these questions, we define Ax ∶ ℕ ⟶ ℕ ∪ {∞} to be the function that, for each positive integer d,
assigns to Ax(d) the length of the longest monochromatic arithmetic progression of difference d within
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x, and if such a longest length does not exist, then we define Ax(d) = ∞. If the sequence x is clear from
the context, we often write A(d) rather than Ax(d).

We show that, for a whole family of automatic sequences, Ax(d) is finite, for every sequence x in the
class and positive integer d; this result extends the result in [80] for the Thue–Morse sequence to a larger
class of automatic sequences. All the sequences studied in this thesis have the property Ax(d) < ∞ and
consequently, Ax maps the set of positive integers into itself.

In Chapter 3 we deal with the Thue–Morse sequence and with other generalised Thue–Morse se-
quences. We give exact values ofA(d), for specific differences d. The case of the Thue–Morse sequence,
which we denote by x in the following two theorems, has previously been studied by Parshina [90], who
determined the value of Ax(2n − 1), for all positive integers n, and showed also that Ax(d) < Ax(2n − 1)
for all d < 2n − 1.

Theorem (Parshina [90]). Let x be the Thue–Morse sequence. Then, for all positive integers n,

max
d<2n

Ax(d) = Ax(2n − 1) =

{

2n + 4, if n is even,
2n, otherwise.

Parshina’s proof relies on a case-by-case study and makes heavy use of binary arithmetic. Using
different methods, which rely on the substitution structure of the Thue–Morse sequence and which have
a strong visual component, we reprove Parshina’s theorem. We also identify another family of differences,
specifically differences of the form 2n+1, for which the monochromatic arithmetic progressions are long.

Theorem. Let x be the Thue–Morse sequence. Then Ax(2n+1) = 2n + 2, for all integers n ⩾ 2.

Illustrative plots of our results can be found in Section 3.2.6. These plots show that the longest
monochromatic arithmetic progressions appearing in the Thue–Morse sequence are, precisely, those of
the differences we have obtained exact values for, namely, differences of the form 2n ± 1.

Next, we extend the results for the Thue–Morse sequence to a class of generalised Thue–Morse
sequences [14, 16, 70], which are fixed points of substitutions of the form

0 ⟼ 0p 1q ,
1 ⟼ 1p 0q ,

for positive integers p and q. The main change compared to the Thue–Morse case is that, rather than
working modulo 2, we now have to work modulo Q = p + q. For convenience, we write Ap,q(d) rather
than A(d). In analogy with the Thue–Morse case, we give exact values of Ap,q(d) for differences of the
form Qn + 1 and, when p = q, for Qn − 1 too. The equality p = q is necessary to establish Ap,q(Qn − 1)
because only in this case are all the symmetries of the Thue–Morse case preserved. We illustrate our
results with computer plots of A(d), both for the p = q and p ≠ q situations.

In Chapter 4 we consider automatic sequences arising from constant-length substitutions others than
the previously considered. In particular, we work with two classes of constant-length substitutions with
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an explicit group structure that provides direct access to boundingA(d) for some specific values of d and
allows some asymptotic estimates.

The first class of substitutions considered in Chapter 4 is the class of aperiodic, primitive, and bi-
jective constant-length substitutions (these terms will be formally defined in Chapter 2). We prove that
there exists a sequence of differences d along which A(d) grows at least polynomially in d. In the fol-
lowing theorem, for non-zero functions f, g, ℎ∶ ℕ → ℝ, we write f (n) ≳ g(n) if f (n) ⩾ ℎ(n) and
|ℎ(n)∕g(n)| → 1 as n→ ∞.

Theorem. Let f be an aperiodic, primitive, bijective substitution. For any fixed point of f , there exist
an increasing sequence (dn) in ℕ and a real number � in (0, 1] for which A(dn) ≳ d�n .

We introduce the notion of g-palindromicity and show that, for g-palindromic substitutions, one gets
� = 1 in the previous theorem, that is, the asymptotic growth of A(d) is at least linear in d.

The next substitutions we consider in Chapter 4 are spin substitutions [4, 31, 52, 96], which are a
particular type of non-bijective constant-length substitutions. Given a length-L spin substitution f of
the alphabet A = {0, 1,… , L − 1} with an associated spin group G, the automatic sequence we study
is obtained from a fixed point of f under a spin projection A ⟶ G mapping each letter to a group
element. We prove the following result.

Theorem. Let f be a spin substitution arising from an L×L Vandermonde matrix. For the spin coding
of any fixed point of f , there exist an increasing sequence (dn) in ℕ and a real number � in (0, 1] for
which A(dn) ≳ d�n∕L.

In particular, for the Rudin–Shapiro substitution, which is the simplest of the spin substitutions with
L = 2, we have � = 1, that is, the asymptotic growth of A(d) is at least linear in d.

The previous two theorems deal with lower bounds for A(d). Under some mild assumptions on
the substitutions, we also obtain upper bounds for A(d). In particular, we give sufficient conditions
for A(d) < ∞ to hold, for all d (see Propositions 4.1.4 and 4.4.23), and, for a subclass of bijective
substitutions, we compute explicit upper bounds for A(d) (see Corollary 4.2.31 and Proposition 4.2.34).

1.2 Forward limit sets of semigroups of substitutions

In Chapter 5 we no longer focus on individual infinite words. Instead, we study sets of infinite words
that arise as forward limit sets of semigroups of substitutions. Given a family ℱ of substitutions of an
alphabetA , we consider the semigroupS generated byℱ under functional composition. More precisely,

S =
{

f1◦f2◦⋯◦fn ∶ fi ∈ ℱ , n ∈ ℕ
}

.

We say that such a semigroup is a substitution semigroup.

We denote by Ã the set A+ ∪ Aℕ of all finite and infinite words over A . A metric can be chosen
that makes Ã a complete, compact metric space. We write S(X) for the set {s(x) ∶ s ∈ S, x ∈ X} and
denote the closure of a set Y in Ã by Y . We can now define the central objects of interest.
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Definition. The forward limit set of a subset A of A for the substitution semigroup S is the set

Λ(A) = S(A) ⧵ S(A),

and the forward limit set of S is the set Λ = Λ(A ).

For example, consider the substitution semigroup generated by the Thue–Morse substitution f and
the reversed Thue–Morse substitution g, which are given by

f ∶
0 ⟼ 0 1 ,
1 ⟼ 1 0 ,

and g∶
0 ⟼ 1 0 ,
1 ⟼ 0 1 .

The substitution f has two fixed points, both aperiodic, namely the Thue–Morse sequence x = 011010…
and ℎ(x), where ℎ is the substitution given by ℎ(0) = 1 and ℎ(1) = 0, hence ℎ interchanges 0 and 1 in
any word. Observe that f , g and ℎ satisfy the functional equation g = ℎ◦f = f◦ℎ and consequently,
S = {f n ∶ n ∈ ℕ} ∪ {ℎ◦f n ∶ n ∈ ℕ}. It follows that Λ = {x, ℎ(x)}.

Let us consider another example of a forward limit set, this time one associated with the substitution
semigroup S generated by the three substitutions

f ∶
0 ⟼ 0 1 ,
1 ⟼ 0 ,

g∶
0 ⟼ 1 0 ,
1 ⟼ 0 ,

ℎ∶
0 ⟼ 1 ,
1 ⟼ 0 .

The substitutions f and g are known as the Fibonacci substitution and the reversed Fibonacci substitution,
respectively [17, Example 4.6, Remark 4.6]. It is known that S is the collection of all so-called Sturmian
substitutions (others than the identity) (see [78, Chapter 2] or [57, Chapters 6 & 9]). The forward limit
set of S is equal to the set of all balanced infinite words over {0, 1}; these are infinite words x over {0, 1}
with the property that the number of 0s (or 1s) in any two subwords of x of the same length differs by
at most one. The proof of this result is not included in this thesis and will appear in a future preprint, as
explained in (vi) in the Declaration of Authorship on page i.

We are usually concerned with fixed-letter-free substitution semigroups; a semigroupS is of this type
if each substitution f in S satisfies f (a) ≠ a, for all a ∈ A . One of our main results relates forward limit
sets to s-adic limits under the fixed-letter-free assumption. An infinite word x overA is an s-adic limit of
a family of substitutionsℱ if there exist sequences (fn) inℱ and (an) inA with f1◦f2◦⋯◦fn(an)→ x
as n→∞ (see, for example, [24, Section 4.11]).

Theorem. Let S be a fixed-letter-free substitution semigroup with finite generating set ℱ . The forward
limit set of S is equal to the set of all s-adic limits of ℱ .

The forward limit set Λ(A) of a subset A ⊆ A is (by definition) the boundary of S(A) in Ã , and it
lies within Aℕ because A+ has the discrete topology and so S(A) does not accumulate in A+. A subset
X ofAℕ is S-invariant if S(X) ⊆ X, and it is strongly S-invariant if S(X) = X. The set Λ(A) is closed
and, among other properties, it is always S-invariant. Sometimes it is also strongly S-invariant. This
brings us to classifying forward limit sets by means of the action of S on Aℕ.
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Theorem. Let S be a finitely-generated fixed-letter-free substitution semigroup. A subset ofAℕ is closed
and strongly S-invariant if, and only if, it is the forward limit set of some subset of A for S.

A consequence of this theorem is another characterisation of Λ, which says that Λ is the greatest
element in the poset of closed and strongly S-invariant subsets of Aℕ.

In other branches of dynamics forward limit sets and related sets can often be described in terms of
fixed points. In this workwe show how the forward limit set of a substitution semigroupS is characterised
by the collection of all fixed points of substitutions from S, which we denote by fix(S).

Theorem. The forward limit set of a finitely-generated fixed-letter-free substitution semigroup S is equal
to S(X), where X = fix(S).

The results stated so far concern characterisations of forward limit sets. Next, we move towards de-
termining their size and prove two main theorems. The first theorem says that, under mild assumptions,
the forward limit set of a substitution semigroup is uncountable (see Theorem 5.5.2 in Chapter 5). The
second theorem says that forward limit sets cannot be too large. This theorem is framed using logarith-
mic Hausdorff dimension, which can be used to quantify the size of sets for which the usual Hausdorff
dimension is zero. In this theorem the length of a finite set of substitutionsℱ is the least number of letters
of f (a), among all letters a ∈ A and substitutions f ∈ ℱ ; the size of ℱ is the number of substitutions
it consists of.

Theorem. The forward limit set of a substitution semigroup S of A generated by a finite set of substitu-
tions ℱ of length r and size s, where r > 1, has logarithmic Hausdorff dimension at most logr s.

Furthermore, given any pair of positive integers r and s with r > 1 and s ⩽ |A |

r−1, there exists a
substitution semigroup S with these parameters for which the bound logr s is attained.

The assumption that r > 1 is not as prohibitive as it may seem, and we will see examples where it
can be circumvented. The idea is to consider a different substitution semigroup S′ of length r′ > 1 the
forward limit set of which is equal to the forward limit set of the original semigroup S of length r = 1.

The (left) shift map � ∶ Aℕ ⟶ Aℕ is defined, for any infinite word a1a2a3⋯ with ai ∈ A , as
�(a1a2a3⋯) = a2a3⋯. We define the hull Ω of a substitution semigroup S with forward limit set Λ as
the closure of the orbit of Λ under �. We say that S is irreducible if, for any letters a, b ∈ A , there exists
a substitution f ∈ S such that the word f (a) contains the letter b. We say that S is primitive if there
exists a positive integer n such that, for all letters a, b ∈ A , all the words f1◦f2◦⋯◦fn(a) with fi ∈ ℱ
contain the letter b, where ℱ is a generating set of S.

We finish Chapter 5 with a theorem characterising the hull of irreducible substitution semigroups,
and a theorem for primitive substitution semigroups. We show that the hull of an irreducible substitution
semigroupS is the least element in the poset of closed, S-invariant and shift-invariant non-empty subsets
of Aℕ (see Theorem 5.6.5). Also, we show that the hull of a primitive substitution semigroup S is
equal to its subshift (which will be defined in Section 2.5.7) and it is uniquely determined by the set
of fixed points of S (see Theorem 5.6.6). This result generalises a well-known similar result for single
substitutions [96, Proposition 5.3] to substitution semigroups.
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2. BACKGROUND

In this chapter, we introduce the mathematical background needed for the remainder of the thesis. Most
of the material of this chapter can be found, for example, in [17, 24, 57, 96, 98].

The sets of integers, positive integers and non-negative integers are denoted by ℤ, ℕ and ℕ0, respec-
tively. The set of real numbers is denoted by ℝ.

2.1 Asymptotic notation

In Chapters 4 and 6wewill use standard asymptotic notation, which can be found, for example, in [63,75].
Let f, g∶ ℕ → ℝ be non-zero functions. We write

f (n) ≻ g(n) ⟺ |f (n)∕g(n)| →∞ as n→∞,

f (n) ∼ g(n) ⟺ |f (n)∕g(n)| → 1 as n→ ∞,

f (n) ≳ g(n) ⟺ there exists a non-zero function ℎ∶ ℕ → ℝ such that f (n) ⩾ ℎ(n) and ℎ(n) ∼ g(n),

f (n) = O(g(n)) ⟺ there exists a a positive real constant C such that |f (n)| < C|g(n)|,

for all but finitely many values of n.

2.2 Spaces of words

2.2.1 Finite and infinite words

Throughout this thesis A will denote a non-empty finite set of size at least two, called an alphabet. The
elements of A are called letters of A . The number of letters in A is denoted by |A |. Any symbols can
be chosen to be letters of an alphabet, but typically we choose lower case letters or non-negative integers.
Examples of alphabets that we will use are the binary alphabet {0, 1} or the ternary alphabet {a, b, c}.

A finite word over A is a finite sequence of letters of A . We write the finite word a1, a2,… , an as
a string a1a2⋯ an. The length of the finite word w = a1a2⋯ an, denoted |w|, is the length n of the
sequence. We denote by A n the set of all finite words over A of length n. A subword of the finite word
w = a1a2⋯ an is any substring aiai+1⋯ aj , where 1 ⩽ i ⩽ j ⩽ n; when i = 1, the subword is said to
be a prefix of w. The concatenation of k copies of the finite word w is written as wk; we consider w0 to
be the empty word. The collection of all finite words over A forms a semigroup A+ with composition
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given by concatenation of finite words. We exclude the empty word from A+. We denote by A ∗ the
union of A+ and the set containing the empty word.

A infinite word or infinite sequence over A is a one-sided infinite sequence of letters of A . The
collection of all infinite words over A is denoted Aℕ. A typical element of this set is written in the
form a1a2a3⋯, for letters ai. We define subwords of infinite words similarly as for finite words. If
w1, w2, w3,… are finite words over A , then w1w2w3⋯ denotes the infinite word over A+ with the
obvious meaning.

We define Ã = A+ ∪Aℕ, the collection of all finite and infinite words. We often refer to an element
w of Ã simply as a word over A , and, if needed, we specify whether w is finite or infinite.

For a non-empty setX of infinite words overA and a positive integer n, we defineℒn(X) to be the set
of all subwords of elements ofX of length n, andwe define the language ofX to beℒ (X) =

⋃∞
n=1ℒn(X).

The complexity function of X is the function p∶ ℕ → ℕ defined by p(n) = |ℒn(X)|. If X = {x}, for an
infinite word x, we writeℒn(x) rather thanℒn(X), andℒ (x) rather thanℒ (X).

There are occasions on which it is more appropriate to consider the first letter of a word to be indexed
by 0 rather than 1 (Example 2.2.2 illustrates this idea). In these circumstances, we use ℕ0 instead of ℕ
and we write the set of infinite words as Aℕ0 . In Chapters 3 and 4 we use Aℕ0 , and in Chapter 5 we use
Aℕ.

Let T be a set of functions that maps the set Ã into itself and let X be a subset of Ã . We define
T (X) to be the set {t(x) ∶ t ∈ T , x ∈ X}. X is invariant under T or T -invariant if X ⊆ T (X), and X
is strongly invariant under T or strongly T -invariant if X = T (X). We will consider sets of words that
are invariant under the shift map and sets of words that are invariant under substitutions and substitution
semigroups, concepts that will be defined in due course.

2.2.2 The word metric

Given any word w of Ã , we write wk for the kth letter in the sequence w, providing that w has length
at least k. If w has length less than k, then we define wk = �, where � is some additional letter not in A
(this additional letter is only needed for the definition of the metric, to follow). We writew[k,l) to denote
the subwordwkwk+1⋯wl−1 ofw, with the conventionw[k,k+1) = wk. For the sake of readability, there
are occasions on which we prefer to write the kth letter of w as �k(w) rather than wk. For example, if
w is the nth iterate of a word u under a map f , we write �k(f n(u)) rather than (f n(u))k. This notation is
mainly used in Chapter 5.

We define a metric d on Ã by the formulas d(u, u) = 0 and

d(u, v) = 1
2n−1

, where n = min{k ∈ ℕ ∶ �k(u) ≠ �k(v)},

for distinct elements u and v of Ã . We call this metric the the word metric on Ã . The exponent n−1 has
been chosen so that 0 ⩽ d(u, v) ⩽ 1. With this definition (Ã , d) is a complete, compact metric space,
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and the associated topology is the product topology of the discrete topology on A . Informally speaking,
two words are close to each other if they have a large common prefix.

Example 2.2.1. One of the most celebrated infinite words is the Thue–Morse word, also known as the
Prouhet–Thue–Morse word after the authors who, independently, discovered it [81, 95, 106]. We refer
the reader to [6, 8] for surveys of its properties. There are many ways to define the Thue–Morse word,
one of which we describe in this example (alternative definitions will be given in Example 2.2.2 and
Example 2.4.17).

Letw be aword over a two-letter alphabetA . Wewritew for theword obtained fromw by exchanging
the two letters of A . For example, given the word w = 0110 over {0, 1}, we obtain w = 1001. Observe
that with this alphabet one has a = 1 − a, for a ∈ {0, 1}. This ‘bar operation’ that exchanges the two
letters of the alphabet is referred to as a ‘bar-swap symmetry’ in [13].

We set w0 = 0 and, for each n ⩾ 1, we define wn = wn−1wn−1. Observe that |wn| = 2n. The first
few terms of this sequence are 0, 01, 0110, 01101001,… . Since each term in the sequence is a prefix of
the next term, the distance between them, given by

d(wn, wn+1) =
1

2|wn|
= 1
22n

,

tends to 0 as n→∞. Consequently, the sequence converges to the infinite word

0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0 1 1 0⋯ ,

which is the Thue–Morse word. v

2.2.3 Representation of integers in integer bases

Integers (and more generally real numbers) can be represented in different number bases, in particular, in
integer bases. Let us fix an integer b greater than 1 and call it the base. The canonical alphabet associated
with b is Ab = {0, 1,… , b − 1}. The integer b together with Ab defines the base b numeral system. For
every non-negative integer n, there are k + 1 digits a0, a1,… , ak in Ab, with ak ≠ 0, such that n can be
written uniquely as

n = ak ⋅ bk + ak−1 ⋅ bk−1 +…+ a1 ⋅ b + a0 .

We say that [ak, ak−1,… , a1, a0] is the representation of n in base b. If i > j, the digit ai is said to be
more significant than the digit aj . Thus, the most significant digit and the least significant digit of the
representation are ak and a0, respectively. An introduction to representations of real numbers in integer
bases can be found, for example, in [24, Chapter 2].

Example 2.2.2. The Thue–Morse word introduced in Example 2.2.1 admits an alternative definition
through the sum of digits in the binary representation of the integers indexing the word. More precisely,
for each n ⩾ 0, the nth term of the Thue–Morse word is determined by summing all the digits in the binary
representation of n and taking this sum modulo 2. In other words, the nth term is 0 if the aforementioned
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sum is even, and it is 1 otherwise. Notice that, with this definition, the Thue–Morse word belongs to
{0, 1}ℕ0 . Let us denote the Thue–Morse word by v. We compute the value of v25, the 25th term of v.
The binary representation of 25 is [1, 1, 0, 0, 1], with digit sum 3, an odd integer. So v25 = 1. This can be
corroborated by direct inspection in Example 2.2.1, where the first few terms of the Thue–Morse word
are given. v

2.2.4 Periodic and aperiodic words

We say that an infinite word w = a1a2a3⋯, for letters ai ∈ A , is periodic if there exists a positive
integer p such that ai = ai+p, for all i ⩾ 1. The integers p satisfying this condition are the periods of
w; we call the smallest period of w its minimum period. We say that an infinite word w = a1a2a3⋯,
for letters ai ∈ A , is eventually periodic it there exist two positive integers k and p such that ai = ai+p,
for all i ⩾ k. For example, the word ababab⋯ (with obvious continuation to the right) is periodic with
minimum period equal to 2, while the word aababab⋯ is only eventually periodic.

An infinite word that is not eventually periodic is said to be aperiodic. The Thue–Morse sequence
introduced in Example 2.2.2 is an aperiodic word. We say that a setX of infinite words is aperiodic if all
thewords inX are not eventually periodic. Some hulls and subshifts (notions introduced in Section 2.4.9),
such as the hull defined from the Thue–Morse sequence, are good examples of aperiodic sets of infinite
words.

2.2.5 Recurrent sequences

An infinite word w is called recurrent if every one of its subwords appears in w infinitely many times.
An infinite wordw is called uniformly recurrent if every one of its subwords appears inw infinitely many
times with bounded gaps. More precisely, w is uniformly recurrent if, for each subword u of w, there
exists a positive integer k, depending on u, such that u appears in every subword ofw of length k. Notice
that periodic words are uniformly recurrent.

Example 2.2.3. Consider the infinite two-letter word

w = a b a2 b2 a b a3 b3 a2 b2 a b a4 b4 a3 b3 a2 b2 a b⋯ .

To construct it set v1 = ab and vn = an bn vn−1, for every n ⩾ 2, and then w = v1v2v3⋯. The recurrent
construction of w makes it clear that it is a recurrent word, which is not uniformly recurrent because the
gaps between consecutive appearances of subwords get arbitrarily large. v

Example 2.2.4. Chacon’s sequence (see [29] and [57, Sections 1.2, 5.5]) is the aperiodic infinite word

w = 0 0 1 0 0 0 1 0 1 0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 1 0 1 0⋯

defined as the limit of the sequence v1, v2, v3,… of finite words given by v1 = 0 and, for all n ⩾ 2,
vn = vn−1 vn−1 1 vn−1. From this structure, using an inductive argument, it follows that every subword of
vn−1 appears in every subword of w of length |vn| and so Chacon’s sequence is uniformly recurrent. v
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The Thue–Morse word introduced in Example 2.2.2 is not only uniformly recurrent, but also ‘linearly
recurrent’ (see [37, 40, 42]). We say that an infinite word w is linearly recurrent for the constant k (or
that k is a linear recurrence constant for w) if w is recurrent and, for any subword u of w, the greatest
gap between successive occurrences of u is k|u|. Some literature use the term ‘repetitive’ rather than
recurrent for single infinite words, and use the term ‘recurrent’ for subshifts generated by repetitive words
(compare [40,42] and [37]); here we will use the term recurrent for infinite words as well as for subshifts
(see Section 2.4.9).

2.3 Arithmetic progressions and colourings

A finite arithmetic progression of difference d and length l, where d and l are positive integers, is a
sequence a1, a2,… , al, where a1 is a fixed integer and an = a1+(n−1)d, for all 2 ⩽ n ⩽ l. Similarly, an
infinite arithmetic progression of difference d, where d is a positive integer, is a sequence a1, a2, a3,… ,
where a1 is a fixed integer and an = a1 + (n − 1)d, for all n ⩾ 2. For example, 1, 7, 13 is a (finite)
arithmetic progression of difference 6 and length 3, and 2, 4, 6, 8,… is an infinite arithmetic progression
of difference 2.

We can interpret the letters of an alphabet A to be colours and then any word over A is a coloured
sequence of letters. We say that a (finite) monochromatic arithmetic progression of difference d and
length l appears in a word w, where d and l are positive integers, if there exists an integer n such
that wn = wn+id , for all 0 ⩽ i ⩽ l − 1. Similarly, we say that an infinite monochromatic arithmetic
progression of difference d appears in an infinite word w, where d is a positive integer, if there exists an
integer n such that wn = wn+id , for all i ⩾ 0.

Example 2.3.1. The Champernowne word [30], also known as the Barbier word [8], is the infinite word
obtained by concatenating the decimal representation of the positive integers, that is,

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0⋯ .

Since the Champernowne word has arbitrarily long strings of the form aa⋯ a, for every decimal digit a,
it contains arbitrarily long finite arithmetic progressions of any difference and colour. v

Example 2.3.2. Consider the aperiodic sequence

010 110 0100 1100 01000 11000⋯

with obvious continuation to the right. This sequence contains finite monochromatic arithmetic progres-
sions of any desired length, and yet contains no monochromatic arithmetic progression which is infinitely
long. v

In Chapters 3 and 4, we consider monochromatic arithmetic progressions in certain automatic se-
quences (we define automatic sequences in Section 2.4.5). Our results draw inspiration from one of the
best-known Ramsey-type theorems, proved in 1927 by van der Waerden in his seminal paper [109].
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Theorem 2.3.3. For every two positive integers k and l, there exists a positive integer n such that any
colouring of the segment {1, 2,… , n} with no more than k colours contains a monochromatic arithmetic
progression of length l.

The smallest threshold of n, for given values of k and l, is the van derWaerden number that we denote
byW (k,l). Determining these numbers is complex. Apart from the trivial cases, namely,W (1,l) = l
andW (k, 2) = k + 1, only seven other van der Waerden numbers are known exactly [21, 22, 27, 32, 72,
73, 104]. In Chapter 4 we define van der Waerden-type numbers for automatic sequences arising from
primitive bijective substitutions, and provide explicit upper bounds for them.

The following result is significantly stronger than Theorem 2.3.3. It was conjectured by Erdős and
Turán [46] in 1936, and it was first proved by Szemerédi [105] in 1975.

Theorem 2.3.4. For every � > 0 and positive integers l, there exists a positive integer n such that every
subset of {1, 2,… , n} with at least �n elements contains an arithmetic progression of length l.

It is not hard to see that Szemerédi’s theorem implies van der Waerden’s theorem. A colouring of
the set {1, 2,… , n} with no more than k colours partitions this set into at most k colour classes. At
least one of these classes, call it X, must contain at least n∕k elements. Then, if we choose � = 1∕k
in Szemerédi’s theorem, the monochromatic class X contains an arithmetic progression of length l and
van der Waerden’s theorem follows.

Example 2.3.5. The characteristic sequence of the prime numbers [85] is the infinite wordw, whose nth
letter is 1 if n is a prime and 0 otherwise. So it can be regarded as a 2-colouring of the positive integers.
The first few terms of w are as follows.

w = 0 1 1 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1⋯ .

One can easily find infinite arithmetic progressions of 0’s inw. For instance, all indexes that are multiples
of 4 have the colour 0 assigned. However, we cannot find infinite arithmetic progressions of 1’s in w.
This follows from the fact that there are arbitrarily large gaps between primes. Whether w contains
arbitrarily large finite arithmetic progressions of 1’s is a significantly harder questions. It is not implied
by Szemerédi’s theorem because there are too few primes in the set {1, 2,… , n}, for any n. The answer
turns out to be thatw does contain arbitrarily long arithmetic progressions of 1’s. This result was proved
in 2008 by Green and Tao [62] who showed that the prime numbers contain an arithmetic progression of
any positive integer length. v
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2.4 Substitutions

2.4.1 General properties

One way of generating new words out of other existing words is by means of substitutions. A substitution
of an alphabet A is a function f from A+ to A+ with the property

f (uv) = f (u)f (v) ,

for any two finite words u and v. These functions are called non-erasing morphisms in some literature.
A substitution is specified uniquely by the images of the letters of the alphabet. We often display a
substitution f of an alphabet {a1, a2,… , ak}, where k = |A | is the cardinality of the alphabet, as

f ∶

a1 ⟼ f (a1) ,
a2 ⟼ f (a2) ,

⋮

ak ⟼ f (ak) .

A substitution f can be extended to a function from Aℕ to Aℕ by

f (w) = f (w1)f (w2)f (w3)⋯ ,

for any infinite word w = w1w2w3⋯, where wi ∈ A for all i ∈ ℕ.

Sometimes it is convenient to work with injective substitutions. The following result, which can be
found in [78, Proposition 6.1.3], characterises injective substitutions.

Lemma 2.4.1. A substitution f of A is injective on finite words if, and only if, the letters of A are
mapped to distinct words and, for all words u1, u2,… , un, v1, v2,… , vm in f (A ), the equality u1u2… un =
v1v2… vm implies n = m and ui = vi, for i = 1, 2,… , n.

Given two substitutions f and g of the alphabet A , we denote by f◦g the functional composition of
first g and then f , and we denote by f n = f◦f◦⋯◦f the n-fold composition of f with itself.

We say that a substitution f of A is irreducible if, for any letters a and b in A , there exists a positive
integer n such that the word f n(a) contains the letter b. If n does not depend on the letters considered, we
say that f is primitive. In other words, f is primitive if there is a positive integer n such that, for every
letter a, all the letters in A appear in the word f n(a).

Testing a substitution for primitivity can always be done in a finite number of steps. The following
theorem gives an upper bound for the substitution power to be inspected (see, for example, [100] or [94,
Theorem 37.4.2]). This bound is known as Wielandt’s bound [110].

Theorem 2.4.2. Let f be a primitive substitution of the alphabet A . For every letter a ∈ A , all the
letters in A are subwords of the word f k2−2k+2(a), where k = |A |.

13



Let f be a substitution of an alphabet {a1, a2,… , ak} containing k letters. The incidence matrix of
f is the k × k matrix whose (i, j)th entry is equal to the number of times the letter ai appears in the
word f (aj). If we want to determine whether a substitution f is irreducible or primitive, we can use its
incidence matrix. Let us denote the incidence matrix of f by M . The substitution f is irreducible if,
and only if, for each pair i and j there exists a positive integer n such that (Mn)i,j > 0. The substitution
f is primitive if, and only if, there exists a positive integer n such that every entry ofMn is positive.

Example 2.4.3. Consider the substitution f of the alphabet {a, b} given by

f ∶
a ⟼ b b ,
b ⟼ a a .

It is easy to see that, for any positive integer n, the nth power of the incidence matrix of f is
(

0 2n

2n 0

)

or

(

2n 0
0 2n

)

,

depending on whether n is odd or even, respectively. It follows that f is irreducible but not primitive. v

Example 2.4.4. The Fibonacci substitution f of the alphabet {a, b}, which is given by

f ∶
a ⟼ a b ,
b ⟼ a ,

is a primitive substitution. Indeed, both letters a and b appear in each of the words f 2(a) and f 2(b). The
primitivity of f also follows from the square of the incidence matrixM of f , which is given by

M2 =

(

2 1
1 1

)

.

The substitution f has a unique fixed point w, which means that f (w) = w. The fixed point w of the
Fibonacci substitution is known as the Fibonacci word and can be obtained under the iteration of f as

w = lim
n→∞

f n(a) = a b a a b a b a a b a a b a b a a b a b a⋯ .

v

An infinite word w = w1w2w3⋯ which is a fixed point of a substitution f can be written, for each
non-negative integer n, asw = f n(w1)f n(w2)f n(w3)⋯. We suppose that f 0 is the identity substitution.
Each of the words f n(wk) in the sequence, for k = 1, 2, 3,… , is called a level-n superword of w.

The language of a substitution f , denoted ℒf , is the set of all subwords of the words of the form
f n(a), where n is a positive integer and a is a letter from A . A word that belongs to ℒf is said to be
legal for f . The following well-known lemma can be found, for example, in [96, Section 5.2].

Lemma 2.4.5. For every primitive substitution f and every positive integer n, the languages of f and
f n are equal.
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2.4.2 Periodic points of a primitive substitution

In Example 2.4.4, we introduced the fixed point of the Fibonacci substitution. More generally, given a
substitution f , we consider fixed points of f n, for positive integers n, that is, words w (finite or infinite)
such that f n(w) = w. We say that these words are periodic points of f or, if n = 1, fixed points of f .
Periodic points of a substitution must not be confused with periodic sequences over an alphabet. In this
section we present some well-known results concerning periodic points of primitive substitutions.

It is straightforward to see that any periodic point of a primitive substitution must be an infinite word.
The following two lemmas, the proof of which we omit, are well-known facts that can be found, for
example, in [96, Section 5.1].

Lemma 2.4.6. Let f be a substitution of A . Assume that, for some letter a ∈ A , the first letter of the
word f (a) is a and its length is greater than 1. Then, the sequence of finite words f (a), f 2(a), f 3(a),…
converges to an infinite word over A , which is the unique fixed point of f with first letter equal to a.

Lemma 2.4.7. Every primitive substitution has a non-zero finite number of periodic points.

It is not difficult to show that any periodic pointw of a primitive substitution f is a uniformly recurrent
sequence. It can also been shown that w is linearly recurrent [40].

Theorem 2.4.8. If f is a primitive substitution, then any periodic point of f is linearly recurrent.

Therefore the Fibonacci word (see Example 2.4.4) is uniformly recurrent. However, a substitution f
can have uniformly recurrent periodic points and not be a primitive substitution. For example, the infinite
fixed point of the non-primitive substitution

0 ⟼ 0 0 1 0 ,
1 ⟼ 1 ,

is Chacon’s sequence which, as we saw in Example 2.2.4, is uniformly recurrent.

The Perron–Frobenius’ theorem (see, for example, [17, Section 2.4] or [96, Section 5.3.1]) implies
that the incidence matrixM of a primitive substitution f has a simple positive (real-valued) eigenvalue
that is larger in modulus than any other eigenvalue ofM . This eigenvalue is called the Perron–Frobenius
eigenvalue ofM or f . The following theorem (which can be found, for example, in [17, Section 4.4])
provides a criterion for the aperiodicity of a fixed point of a primitive substitution.

Theorem 2.4.9. Let f be a primitive substitution and w a periodic point of f . If the Perron–Frobenius
eigenvalue of f is irrational, then w is an aperiodic infinite word.

Note that it is the Perron–Frobenius eigenvalue of f that matters, not that of f n, which can be rational.
For example, the Perron–Frobenius eigenvalue of the Fibonacci substitution of Example 2.4.4 is the
golden ratio 1

2

(

1 +
√

5
)

which is an irrational number. So the Fibonacci word is an aperiodic infinite
word.

There exist other aperiodicity tests that can be used when the Perron–Frobenius eigenvalue is rational
(see, for example, Theorem 2.4.28 in Section 2.4.7).
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2.4.3 Forward limit set of a substitution

In this section we define the forward limit set of a substitution f and show that, when there is not any
letter that is fixed by any power of f , the forward limit set of f coincides with the set of periodic points
of f . In Section 2.5.6 we will generalise the notion of forward limit set of a substitution to the forward
limit set of a semigroup of substitutions.

Definition 2.4.10. The forward limit set of a subset A of A for a substitution f is the set

Λf (A) =
{

u ∈ Aℕ ∶ f nk(a)→ u for some letter a in A and strictly increasing sequence (nk) in ℕ
}

.

The forward limit set of f is the set Λf (A ). We denote this set by Λf .

Observe that the forward limit set of a substitution f is, by definition, a closed subset of Aℕ which
is invariant under f .

We say that a substitution f ofA is periodic-letter-free if f n(a) ≠ a, for all letters a ∈ A and positive
integers n.

Lemma 2.4.11. A substitution f of a finite alphabet A has the periodic-letter-free property if, and only
if, |f n(a)| →∞ as n→∞, for each letter a ∈ A .

Proof. If f is not periodic-letter-free, then there exist a positive integer k and a letter a ∈ A such that
f k(a) = a, so |f kn(a)| = 1, for all positive integers n. Hence |f n(a)| ↛ ∞ as n → ∞. Conversely,
suppose that |f n(a)| ↛∞ as n→∞, for some letter a ∈ A . The sequence (|f n(a)|) cannot be decreasing
with n, so it must be eventually constant. Since A is finite, we can find positive integers r and s (with
r > s) for which |f r(a)| = |f s(a)| and �1(f r(a)) = �1(f s(a)). Let u = f s(a), v = f r(a), l = |u| = |v|,
b = �1(u) = �1(v), and g = f r−s. The fact that v = g(u) and |v| = |u| implies that �i(v) = g(�i(u)), for
i = 1, 2,… ,l. In particular, g(�1(u)) = �1(v), so g(b) = b. Hence b is a periodic letter of f .

It can easily be shown that any periodic point of a periodic-letter-free substitution is an infinite word.
The following lemma characterises the forward limit set of a periodic-letter-free substitution in terms of
its periodic points.

Lemma 2.4.12. The forward limit set of a periodic-letter-free substitution f is equal to the set of all
periodic points of f .

Proof. Since f is periodic-letter-free, any periodic point of f is an infinite word. Let u ∈ Aℕ be a
periodic point of f . Then there exists a positive integerm such that fm(u) = u. Since f is periodic-letter-
free, |fmn(�1(u))| → ∞ as n → ∞, so the sequence of words fm(�1(u)), f 2m(�1(u)), f 3m(�1(u)),… is a
sequence of prefixes of u of increasing length. Therefore fmn(�1(u))→ u as n→∞, hence u ∈ Λf .

Conversely, let u be a point in Λf and let b = �1(u). Then there exist a letter a ∈ A and a sequence
(nk) of increasing positive integers such that f nk(a)→ u as k→∞. Since A is finite, by restricting to a
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subsequence of (nk), we can assume that �1(f nk(a)) = b, for all positive integers k. Then, for all positive
integers i and j with i < j,

�1
(

f nj−ni(b)
)

= �1
(

f nj−ni
(

�1
(

f ni(a)
)))

= �1
(

f nj−ni◦f ni(a)
)

= �1
(

f nj (a)
)

= b,

so �1(fm(b)) = b, where m = nj − ni. Since f is periodic-letter-free, |fm(b)| → ∞ as m → ∞. Con-
sequently there exists a non-empty finite word x over A such that fm(b) = bx. Then, by Lemma 2.4.6,
fm(b)→ u and u is the unique fixed point of fm with �1(u) = b.

Example 2.4.13. Consider the three-letter substitution

f ∶
a ⟼ a b ,
b ⟼ c a ,
c ⟼ b a .

Since f is periodic-letter-free, Λf is equal to the set of periodic points of f . The substitution f has only
one fixed point x = ab⋯. But the substitution f 2, given by

f 2 ∶
a ⟼ a b c a ,
b ⟼ b a a b ,
c ⟼ c a a b ,

has three fixed points, x, y = baab⋯ and z = caab⋯. It then follows that Λf = {x, y, z}. v

The following example shows that we cannot relax the periodic-letter-free property in Lemma 2.4.12.

Example 2.4.14. Consider the two-letter substitution

f ∶
a ⟼ a b ,
b ⟼ b .

For every increasing sequence (nk) of positive integers, f nk(b)→ b and f nk(a)→ u, where u = abbb⋯.
So the forward limit set of f contains only the point u. The set of infinite words that are periodic (in fact
fixed) points of f is {bnabbb⋯ ∶ n ∈ ℕ0}. v

2.4.4 Substitutive sequences

Lemma 2.4.6 says that, given a substitution f , if there is a letter a for which the word f (a) starts with a
and the sequence of lengths |a|, |f (a)|, |f 2(a)|,… is unbounded as n→∞, then the sequence of words
a, f (a), f 2(a),… converges to an infinite word that is the unique fixed point of f starting with the letter a.
Such an infinite word is called purely substitutive. The image of a purely substitutive infinite word under
a letter-to-letter substitution, namely, a substitution that maps each letter to a letter, is called substitutive.
(These notions are also called purely morphic and morphic in some of the literature.) Clearly, if an
infinite wordw is purely substitutive then it is substitutive, sincew is mapped to itself under the identity
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substitution. The following example illustrates that there are substitutive infinite words that are not purely
substitutive.

Example 2.4.15. Consider the infinite word

w = a b a2 b a3 b a4 b a5 b⋯ .

whose reading presents, separated by the letter b, the increasing powers of the letter a. This sequence is
substitutive. To see this, consider the substitution of the alphabet {a, b, c, d} given by

g∶

a ⟼ a ,
b ⟼ b a ,
c ⟼ c d ,
d ⟼ a a b a .

It is straightforward to show that gn(d) = a2ban, for all positive integers n. It follows from the proof of
Lemma 2.4.6 that the fixed point of g starting with the letter c is

v = lim
n→∞

gn(c) = c d g(d) g2(d)⋯ = c d a2 b a3 b a4 b a5 b⋯ ,

which coincides with w from the third letter on. Now, let ℎ be the letter-to-letter substitution given by

ℎ∶ a⟼ a , b⟼ b , c ⟼ a , d ⟼ b .

Then w = ℎ(v) and so w is substitutive. If w is also purely substitutive, then it must be the fixed point
of some substitution f satisfying f (a) = ax, for some word x ∈ A+. Observe thatw contains subwords
aa⋯ a of arbitrary length, which are not preserved under f because �1(x) = b. Then, w is not fixed by
f , which is a contradiction. So w is not purely substitutive. v

2.4.5 Constant-length substitutions and automatic sequences

Among the substitutive words, the class of automatic sequences has been widely studied. In 1972, Cob-
ham introduced and studied automatic sequences as sequences generated by ‘uniform tag systems’ [34],
also known as ‘finite automata with output function’ (background on automata theory can be found, for
example, in [7, 93, 98]). Cobham showed that automatic sequences can also be defined using constant-
length substitutions. This is the approach we take in this section.

We say that a substitution f ofA has constant length l if, for every letter a, f (a) is a word of length
l. In such a case, we can describe the substitution with l functions

[

f
]

0,
[

f
]

1,… ,
[

f
]

l−1 from A to A
such that

f (a) =
[

f
]

0(a)
[

f
]

1(a) ⋯
[

f
]

l−1(a) ,

for all a ∈ A . We say that the functions
[

f
]

i are the columns of f .

Remark 2.4.16. Columns of constant-length substitutions will always be written with square brackets.
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For a constant-length substitution f ,
[

f
]

k denotes the kth column of f ,
[

f
]n
k or

([

f
]

k

)n denote the n-fold
composition of

[

f
]

k with itself, and
[

f n
]

k denotes the kth column of the substitution f n. On the other
hand, f nk or (fk)n denote the n-fold composition of a substitution called fk with itself. Expressions of
the form

[

f
]n and

[

fk
]n will not be used. v

The columns of a constant length substitution are examples of substitutions of constant length 1 or
letter-to-letter substitutions, which are also known as codings. An automatic sequence is an infinite word
that is the image, under a coding, of a fixed point of a constant-length substitution. If this last substitution
has constant length l, for some integer l greater than 1, we say that the infinite word is l-automatic.

Example 2.4.17. In Examples 2.2.1 and 2.2.2 we defined the Thue–Morse word v, first by using the bar
operation that replaces 0s with 1s and 1s with 0s and second by taking the sum of the binary digits of the
non-negative integers (modulo 2). The infinite word v also admits a definition as a 2-automatic sequence,
since it can be obtained as one of the two fixed points of the Thue–Morse substitution �, given by

�∶
0 ⟼ 0 1 ,
1 ⟼ 1 0 .

The Thue–Morse word is the fixed point of � starting with the letter 0. The other fixed point of � is u. v

Example 2.4.18. Consider folding a piece of paper onto itself n times and unfolding it afterwards, and
code the “up” folds and “down” folds in a binary word wn over two symbols, say 0 and 1. The sequence
of finite words obtained for n = 1, 2, 3,… , namely,

w1 = 0 , w2 = 0 0 1 , w3 = 0 0 1 0 0 1 1 , w4 = 0 0 1 0 0 1 1 0 0 0 1 1 0 1 1 , … ,

converges to the infinite word

0 0 1 0 0 1 1 0 0 0 1 1 0 1 1 0 0 0 1 0 0 1 1 1 0 0 1 1 0 1 1 0⋯ ,

known as the paper-folding sequence. This sequence is a 2-automatic sequence, which can be obtained
by considering the fixed point of the substitution

a ⟼ a b ,
b ⟼ c b ,
c ⟼ a d ,
d ⟼ c d ,

known as the paper-folding substitution, and computing the image of that fixed point under the coding

a⟼ 0 , b⟼ 0 , c ⟼ 1 , d ⟼ 1 ,

(see, for example, [5, Part I, Seccion 3] and [17, Section 4.5.2]). v

A sequence can be l-automatic and k-automatic for two different integers l and k. For instance,
Eilenberg showed that a sequence is l-automatic if, and only if, it is ln-automatic for every positive
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integer n [45]. Thus the Thue–Morse word is 2n-automatic for all n ∈ ℕ. Another important result is due
to Cobham. We say that two real numbers k and l greater than one aremultiplicatively independent if the
only integers n andm such that kn = lm are n = m = 0, otherwise k and l aremultiplicatively dependent.
Equivalently, k and l are multiplicatively independent if log k∕ logl is irrational and multiplicatively
dependent otherwise. Cobham showed that if an infinite word is both k-automatic and l-automatic, for
multiplicatively independent positive integers k and l, then it is eventually periodic [33].

Example 2.4.19. The periodic infinite word w = ababa⋯ is l-automatic, for every integer l greater
than one. Indeed, for all positive integers n, w is a fixed point of each of the binary substitutions

a ⟼ (a b)n ,
b ⟼ (a b)n ,

and
a ⟼ (a b)n a ,
b ⟼ (b a)n b .

v

The following example is interesting because it shows the non-trivial fact that the fixed point of a
non-constant-length substitution can be automatic.

Example 2.4.20. For every positive integer n, let un be the number of 1s between the nth and (n + 1)st
occurrence of 0 in the Thue–Morse word. Then, the infinite word u defined as

u = u1 u2 u3 ⋯ = 2 1 0 2 0 1 2 1 0 1 2 0 2 1 0 2 0 1⋯

is the unique fixed point of the substitution

0 ⟼ 1 ,
1 ⟼ 2 0 ,
2 ⟼ 2 1 0 ,

as shown by Brestel in [26]. He also showed that u is 2-automatic. Indeed, it can be obtained as the
image of the fixed point beginning with 0 of the substitution

0 ⟼ 0 1 ,
1 ⟼ 2 0 ,
2 ⟼ 2 3 ,
3 ⟼ 0 2 ,

under the coding
0⟼ 2 , 1⟼ 1 , 2⟼ 0 , 3⟼ 1 .

v

There are also fixed points of non-constant-length substitutions which are not automatic, such as the
Fibonacci word of Example 2.4.4 or the following example.
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Example 2.4.21. The substitution
a ⟼ c a c ,
b ⟼ a c c a c ,
c ⟼ a b c a c ,

has no fixed point, but its square has two fixed points, neither of which are l-automatic for any value of
l ⩾ 2 (see [5, Part I, Section 4]). v

In a recent paper by Allouche and Shallit [9] we find an interesting counterpoint to the previous
examples. Their result shows that any l-automatic sequence, with l ⩾ 2, can be obtained as the fixed
point, under a coding, of a non-constant-length substitution. In the paper, no explicit example is given.
Following the steps in their proof, we have constructed the following example to illustrate this result.

Example 2.4.22. The Thue–Morse word (Example 2.2.2) can be obtained as the image of the fixed point
beginning with 0 of the non-constant-length substitution

0 ⟼ 0 1 1 2 3 0 0 1 ,
1 ⟼ 1 0 0 1 0 1 1 0 ,
2 ⟼ 0 ,
3 ⟼ 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 ,

under the coding
0⟼ 0 , 1⟼ 1 , 2⟼ 0 , 3⟼ 1 .

v

2.4.6 Coincidences admitted by a constant-length substitution

We say that a substitution f of constant length l admits a coincidence at order n, for some positive
integer n, if the substitution f n has a column all of whose entries are equal. In other words, f admits a
coincidence at order n if there exists an integer 0 ⩽ k ⩽ ln − 1 such that

[

f n
]

k(a) =
[

f n
]

k(b), for all
letters a and b inA (see, for example, [38] and [96, Section 6.3.1]). If

[

f n
]

k(a) =
[

f n
]

k(b), for all letters
a and b in a subset A ⊆ A with 1 < |A| < |A |, then we say that f admits a partial coincidence at order
n.

Example 2.4.23. One of the simplest substitutions admitting coincidences is the two-letter substitution
f given by

f ∶
0 ⟼ 0 1 ,
1 ⟼ 0 0 ,

which is known as the period-doubling substitution (see, for example, [17, Section 4.5.1]). This substi-
tution is also known as Feigenbaum’s substitution, as it is related to the itinerary of the critical value of
Feigenbaum’s interval map (see, for example, [74]). The unique fixed point of f ,

0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 1 0 1 0 0⋯ ,
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is known as the period-doubling word. Let us call it w and index its first entry with 1, that is, w =
w1w2w3⋯. Then, for each n ⩾ 1, we can determinewn by taking, modulo 2, the exponent of the largest
power 2k dividing n. In other words,

wn ≡ max{k ⩾ 0 ∶ 2k ∣ n} mod 2 .

For example, w96 = 1 because 96 = 25 ⋅ 3 and 5 ≡ 1 (mod 2). The period-doubling word is an
example of a Toeplitz sequence, namely, an infinite word every one of whose letters is part of an infinite
monochromatic arithmetic progression. More precisely, for each position n ⩾ 1, there exists a difference
d ⩾ 1 such that wn = wn+dk holds for all k ⩾ 0 (see [55, 67]). v

Example 2.4.24. Consider the paper-folding substitution introduced in Example 2.4.18, which we recall
is given by

f ∶

a ⟼ a b ,
b ⟼ c b ,
c ⟼ a d ,
d ⟼ c d .

Observe that there are two partial coincidences in each of the leftmost and rightmost columns of f .
Consequently, f admit (total) coincidences at order 2, explicitly displayed here

f 2 ∶

a ⟼ a b c b ,
b ⟼ a d c b ,
c ⟼ a b c d ,
d ⟼ a d c d .

v

2.4.7 Column group of a bijective substitution

We say that a substitution f of constant length l is bijective if each of the functions
[

f
]

i defining a
column is a bijection, that is, if

[

f
]

i(a) ≠
[

f
]

i(b) whenever a and b are different letters of A . Therefore,
each of the columns of a bijective substitution can be interpreted as a permutation ofA . Consequently, a
bijective substitution admits no coincidences at any order. We refer to the group generated by the columns
of a bijective substitution f as the column group of f , referred to as the ‘group automaton’ in [96] (other
uses of the column group include [19, 28], where generalised symmetries of shift spaces are studied,
and [71], where the column group of f is related to the Ellis semigroup of the subshift generated by f ).

Example 2.4.25. The Thue–Morse substitution defined in Example 2.4.17 is a bijective substitution. Its
columns correspond to the two permutations of the binary alphabet {0, 1}, so the column group of the
Thue–Morse substitution is isomorphic to S2, the symmetric group of order 2. v

22



Example 2.4.26. Consider the substitution f of the alphabet {a, b, c} given by

f ∶
a ⟼ a b b ,
b ⟼ b a c ,
c ⟼ c c a .

The columns of f are the permutations
[

f
]

0 = id,
[

f
]

1 = (ab) and
[

f
]

2 = (abc), which we write using
disjoint cycle notation. The group generated by these columns is the symmetric group S3. v

Example 2.4.27. Let f be the substitution of the alphabet {a, b, c, d} given by

f ∶

a ⟼ a b b ,
b ⟼ b c a ,
c ⟼ c a d ,
d ⟼ d d c ,

whose columns are
[

f
]

0 = id,
[

f
]

1 = (abc) and
[

f
]

2 = (ab)(cd). It is straightforward to show that the
group generated by the columns of f is the alternating group A4. v

In Chapter 4, wewill use the column group of bijective substitutions to obtain results aboutmonochro-
matic arithmetic progressions in the fixed points of these substitutions. We will need that the fixed points
considered are aperiodic infinite words. Theorem 2.4.9 introduced in Section 2.4.2 says that a fixed point
of a primitive substitution is aperiodic, if the Perron–Frobenius eigenvalue of the substitution is irrational.
However, we cannot determine whether the fixed point is aperiodic, if the Perron–Frobenius eigenvalue
is rational. If the infinite words considered are fixed points (or, in general, substitution periodic points)
of bijective substitutions, there exist sufficient and necessary conditions for aperiodicity, as the following
theorem states (see [71, Proposition 4.1]).

Theorem 2.4.28. Let f be a primitive, bijective substitution of a finite alphabet A . Then a fixed point
of f is aperiodic if, and only if, there exist distinct legal words of length 2 which either share the same
starting or ending letter.

Example 2.4.29. Consider the Thue–Morse substitution � introduced in Example 2.4.17. The incidence
matrix of � is

(

1 1
1 1

)

,

and one can easily check that its Perron–Frobenius eigenvalue is rational. So the Perron–Frobenius
criterion cannot be used to check whether the Thue–Morse sequence w, the fixed point of � starting
with 0, is aperiodic. Nonetheless, since 00 and 01 are both subwords of w, the Thue–Morse sequence is
aperiodic, by Theorem 2.4.28. v
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2.4.8 Height of a constant-length substitution

Consider a substitution f ofA of constant length l, which has an infinite fixed pointw ∈ Aℕ0 . Observe
that the first letter of w is assumed to be at position 0. The height of f is the greatest integer that is
coprime with l and divides every position i with wi = w0. We denote it by ℎ(f ). In other words, the
height of f is

ℎ(f ) = max
{

n ⩾ 1 ∶ gcd(n,l) = 1, n ∣ gcd{i ∶ wi = w0}
}

.

It can be shown that 1 ⩽ ℎ(f ) ⩽ k, where k is the cardinality of A , and if ℎ(f ) = k, then w
is periodic. Moreover, for a given substitution f , ℎ(f ) can be algorithmically computed. Details can
be found, for instance, in [38] and [96, Section 6.1]. It can also be shown that the height of a primitive
constant-length substitution f is independent of the fixed point chosen for its definition. In other words, if
f is primitive, ℎ(f ) is uniquely defined. This may not be the case if f is not primitive, as Example 2.4.30
shows. Consequently, we shall only be concerned about the height of primitive substitutions of constant
length.

Example 2.4.30. Consider the two-letter substitution f of constant length l = 3 given by

f ∶
a ⟼ a b a ,
b ⟼ b b b .

Let w ∈ Aℕ0 be the fixed point of f that starts with the letter a, which is given by

w = a b a b3 a b a b9 a b a b3 a b a b⋯ .

It is not difficult to see that the a letters come precisely at even positions and so

gcd{i ⩾ 1 ∶ wi = w0} = 2 ,

which, together with the fact that gcd{2,l} = 1, gives a height of 2. On the other hand, the fixed point
of f starting with the letter b is the infinite word bbb⋯, which leads to a height of 1. v

Let f be a primitive substitution of a finite alphabetA that has constant length l and height ℎ = ℎ(f ),
and letw ∈ Aℕ0 be a fixed point of f . We can splitw into words overA of length ℎ and use these words
as the symbols to define an alphabetℬ. More precisely,

ℬ =
{

w[nℎ,(n+1)ℎ) ∶ n ⩾ 0
}

.

Notice thatℬ is finite because the number of words over A of length ℎ is always finite. Since a ‘letter’
in ℬ is a word of the form x ∈ Aℎ, the word f (x) has length ℎl over A and it has length l over ℬ.
We can then define a substitution g overℬ of constant length l by setting g(x) equal to the splitting of
f (x) into words of length ℎ, for each x ∈ℬ. The new substitution g is called the pure base of f . It can
be shown that the height of g is always 1. Moreover, g = f if ℎ(f ) = 1, because in this caseℬ = A .
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We do not give more details, which can be found, for instance, in [38] and [96, Section 6.3.1]. Instead,
let us consider an example.

Example 2.4.31. Consider the substitution f of the alphabet A = {a, b, c} given by

f ∶
a ⟼ a b a ,
b ⟼ b a c ,
c ⟼ c a b ,

which has length l = 3. Since, as one can easily check, f is a primitive substitution, ℎ(f ) does not
depend on the fixed point employed in its definition. So, among the fixed points of f , we can choose
u ∈ Aℕ0 that starts with a, which looks like

u = a b a b a c a b a b a c a b a c a b a b a b a c a⋯ .

It is not difficult to see, from the substitution itself, that the only words of length 2 occurring in the
language of f , hence in u, are ab, ba, ac and ca. It then follows that un = a if, and only if, n is even.
Therefore,

gcd{i ⩾ 1 ∶ ui = u0} = gcd{i ⩾ 1 ∶ i ∈ 2ℕ} = 2

and since 2 and l are relatively prime integers, then ℎ(f ) = 2.

Let us now obtain the pure base g of f . The words of length ℎ(f ) = 2 that appear in the positions
where the a letters occur in u are ab and ac. Thus, we can split u as follows

u = ab ab ac ab ab ac ab ac ab ab ab ac⋯ .

Since
f (ab) = ab ab ac and f (ac) = ab ac ab ,

we can identify ab and ac with two new symbols x and y, respectively, and write the pure base of f as

g∶
x ⟼ x x y ,
y ⟼ x y x .

This new substitution is obviously primitive and it has height 1. Indeed, let v ∈ {x, y}ℕ0 be the fixed
point of g starting with the letter x. The beginning of v, which look like v = xxyxxyxyx⋯, shows that
v3 = v4 = v0 and since 3 and 4 are coprime, the result follows. v

2.4.9 Hull and subshift of a substitution

Consider the shift map � ∶ Ã → Ã given by �(a1a2…) = a2a3… with ai ∈ A . More precisely, � is
the self-map of Ã that, for any w ∈ Ã , satisfies

�k(�(w)) = �k+1(w),
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for all k ∈ ℕ (with k < |w| if w is finite). This map is continuous.

We now define the hull and the subshift of a substitution f . The closure of a subset Y ⊆ Ã in Ã is
denoted by Y . We write Λf (a) for Λf ({a}), where a is a letter ofA . Recall that, moreover, �(Y ) denotes
the set {�(y) ∶ y ∈ Y }.

Definition 2.4.32. The hull of the letter a of A for the substitution f is the set

Ωf (a) =
∞
⋃

n=0
�n
(

Λf (a)
)

.

The hull of f is the set
⋃

a∈A Ωf (a). We denote this set by Ωf .

For a setX of infinite words, the set
⋃∞
n=0 �

n(X) is called the shift-orbit of X. So the hull of a letter
a of A for the substitution f is the closure of the shift-orbit of Λf (a) and, since A is a finite set, the hull
of f is the closure of the shift-orbit of its forward limit set, that is, Ωf =

⋃

n �n(Λf ).

From Section 2.2.1, we recall that the language ℒ (w) of an infinite word w over A is the set of all
subwords of w. From Section 2.4.1, we recall also that the languageℒf of a substitution f is the set of
all subwords of the words of the form f n(a), where n is a positive integer and a is a letter from A .

Definition 2.4.33. The subshift of a substitution f of A is the set

Xf =
{

w ∈ Aℕ ∶ ℒ (w) ⊆ ℒf
}

.

Example 2.4.34. Consider the substitution

f ∶
a ⟼ b a b ,
b ⟼ b .

It is straightforward to see that f n(a) = bnabn, for all positive integers n. So f nk(a)→ uwhere u = bbb⋯,
for all increasing sequences (nk) in ℕ. Then, Λf = {u} and therefore, the hull of f is Ωf = {u}. On the
other hand, the subshift of f is Xf = {bbb⋯} ∪ {bnabbb⋯ ∶ n ∈ ℕ0}. v

The hull of a substitution is necessarily included in its subshift, that is, Ωf ⊆ Xf , and in general
equality does not hold (consider the previous example). Nevertheless, Ωf and Xf are equal when f is a
primitive substitution (see, for example, [96, Proposition 5.3]).

Theorem 2.4.35. The hull and the subshift of a primitive substitution f are equal to each other, and they
are uniquely given by the closure of the shift-orbit of any periodic point of f .

A shift dynamical system (Y , �) consists of a closed subset Y of Ã that is invariant under �. It is easy
to verify that both Ωf and Xf are closed and shift-invariant subsets of Aℕ, hence (Ωf , �) and (Xf , �)
are shift dynamical systems. We say that a shift dynamical system (Y , �) is aperiodic if each y ∈ Y is an
aperiodic infinite word, and we say that a substitution f is aperiodic if (Xf , �) is aperiodic. For example,
the Fibonacci and the Thue–Morse substitutions are aperiodic.
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A shift dynamical system (Y , �) is linearly recurrent if each y ∈ Y is a linearly recurrent infinite
word. Durand proved the following result in [40] (see also [42]).

Theorem 2.4.36. If a substitution f is primitive, then (Xf , �) is linearly recurrent.

Furthermore, there are non-primitive substitutions f for which (Xf , �) is linearly recurrent.

A shift dynamical system (Y , �) is minimal if, for all y ∈ Y , the shift-orbit of y is dense in Y . This
implies that the only closed subsets of Y that are invariant under � are the empty set and Y itself. In
2006, Damanik and Lenz proved the following result [37].

Theorem 2.4.37. (Xf , �) is linearly recurrent if, and only if, it is minimal.

For example, the dynamical systems associated with the Fibonacci substitution and with the Thue–
Morse substitution are aperiodic, minimal and linearly recurrent. Background in subshifts and hulls can
be found, for example, in [17, Chapter 4] and [96, Chapter 5].

2.4.10 Recognisability

For a substitution f and a long enoughwordw in the language of f , recognisability is a form of injectivity
of f that allows one to uniquely desubstitute the word w to another word v in the language of f , that is,
to express w as a concatenation of substitution words dictated by the letters of v. The precise definition
is the following.

Definition 2.4.38. A substitution f of A is recognisable if there is a positive integer n such that every
word in the language of f of length at least n can be uniquely written as xf k(u)y, where k is a positive
integer, x is a suffix of f k(a) with a ∈ A or the empty word, y is a prefix of f k(b) with b ∈ A or the
empty word, and u is a word over A such that aub belongs to the language of f .

Background material in recognisability can be found, for example, in [96, Section 5.5.2] and [74,
Section 4.3], and references therein. For the latest advances regarding recognisability we refer the reader
to [20,25]. In Chapter 3 wewill use the fact that the Thue–Morse substitution, as well as some generalised
Thue–Morse substitutions, are recognisable.

Example 2.4.39. Let � be the Thue–Morse substitution of Example 2.4.17, which we recall is given by

�∶
0 ⟼ 0 1 ,
1 ⟼ 1 0 .

Consider, for example, the word w = 0010, which belongs to the language of �. This word can be
written as x�k(u)y with k = 1 and u = x = y = 0, where x is the rightmost letter of �k(a) with a = 1
and y is the leftmost letter of �k(b) with b = 0. Also, note that the word aub belongs to the language
of �. Furthermore, there is no other way to write w as in Definition 2.4.38; otherwise we could write
w as a concatenations of two substitution words from {�(0), �(1)}, which is not possible since 00 is not
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a substitution word. Similarly, it can be shown that every word of length at least 4 in the language of �
can be written as in Definition 2.4.38 in a unique way. So the Thue–Morse substitution is recognisable
(see [96, Section 5.5.2, Example 1] for further details). v

Example 2.4.40. The Fibonacci substitution of Example 2.4.4, which we recall is given by

f ∶
a ⟼ a b ,
b ⟼ a ,

can easily be seen to be recognisable, since each letter a in a word that belongs to the language of f is
the beginning of some substitution word f (0) or f (1) [96, Section 5.5.2, Example 2]. v

2.5 Semigroups of substitutions

In the previous sections we introduced the notions of forward limit set, hull and subshift of a substitution.
Now, we consider the semigroup generated by a given family of substitutions and define its forward limit
set (Section 2.5.6) and its hull and subshift (Section 2.5.7). Throughout this thesis ℱ will denote a non-
empty collection of substitutions defined over the same alphabet, which will typically be finite. We can
form words over ℱ , just as we formed words over A (see Section 2.2.1), giving rise to a semigroup ℱ +

with composition given by concatenation of words. This is not the semigroup of primary interest though;
our main focus is the semigroup obtained from ℱ through composition of functions, which we will call
the substitution semigroup generated by ℱ .

The dynamics of compositions of sequences of substitutions is studied by the theory of s-adic se-
quences, so we first introduce the notion of s-adic sequence (Section 2.5.1). In Chapter 5 we will see
that the forward limit set of a substitution semigroup generated by a finite set of substitutionsℱ typically
coincides with the set of all possible s-adic limits of ℱ , and thus gives a global view of s-adic systems.

2.5.1 s-adic sequences

We recall from Section 2.4.4 that a purely substitutive sequence x over an alphabetA is the limit of f n(a)
as n goes to infinity, for some substitution f of A and letter a in A . In other words,

x = lim
n→∞

f n(a) .

The limit exists because f (a) is a word of length at least 2, which has a as its first letter. A purely
substitutive sequence is an example of an s-adic sequence. More precisely, we say that x is an s-adic
limit of f . The ‘s’ in s-adic stands for ‘substitutive’ and the term ‘adic’ refers to an inverse limit for
a product of substitutions. Background theory of s-adic sequences can be found, for example, in [24,
Section 4.11], [108, Chapter 3], and [23].

Definition 2.5.1. An infinite word x overA is an s-adic limit of a family of substitutionsℱ if there exist
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sequences (fn) in ℱ and (an) in A with f1◦f2◦⋯◦fn(an)→ x as n→∞. In other words,

x = lim
n→∞

f1◦f2◦⋯◦fn(an) .

The sequence f1, f2, f3,… is called the directive sequence for x.

There is a more general definition of s-adic limit where the substitutions in the directive sequence
are defined on possibly different alphabets. A usual requirement is that either the sizes of those alpha-
bets are bounded or, as in our case, that all the substitutions are defined on the same alphabet (see, for
instance, [23]). Typically one considers a finite family of substitutions, and sometimes further require-
ments may be necessary in order for the limit to make sense.

Example 2.5.2. Consider the Fibonacci substitution and the Thue–Morse substitution introduced in Ex-
amples 2.4.4 and 2.4.17, respectively, which using the alphabet A = {a, b} are given by

f ∶
a ⟼ a b ,
b ⟼ a ,

and g∶
a ⟼ a b,
b ⟼ b a .

The unique fixed point of the substitution f◦g is the s-adic limit of {f, g} given by

lim
n→∞

(f◦g)n(a) = a b a a a b a b a a b a a b a a a b⋯ .

Observe that the directive sequence for this infinite word is periodic, namely, f, g, f , g, f , g,… .

We can also consider a directive sequence (fn) that is not periodic, such as, fn = g if n is prime
and fn = f otherwise. This is the directive sequence for the infinite word obtained as the limit of the
sequence (Fn(a)), where Fn = f1◦f2◦⋯◦fn,

F1(a) = f (a) = a b ,

F2(a) = f◦g(a) = a b a,

F3(a) = f◦g◦g(a) = a b a a a b,

F4(a) = f◦g◦g◦f (a) = a b a a a b a a b a b a,

F5(a) = f◦g◦g◦f◦g(a) = a b a a a b a a b a b a a b a a a b,

… .

Since f (a) = g(a) = ab, we see that

Fn+1(a) = Fn◦fn+1(a) = Fn(ab) = Fn(a)Fn(b),

for every positive integer n. Since |Fn(a)| →∞ as n→∞, we see that

d
(

Fn(a), Fn+1(a)
)

= 1
2|Fn(a)|

→ 0,

so the sequence (Fn(a)) converges to a word x ∈ Ã , by completeness of the metric space (Ã , d). In fact,
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x ∈ Aℕ because |Fn(a)| →∞, so x is an s-adic limit of {f, g}.

If instead we choose the sequence of letters (an) with an = b if n is prime and an = a otherwise, and
we consider the same sequence of substitutions (fn), then

F1(a1) = f (a) = a b ,

F2(a2) = f◦g(b) = a a b,

F3(a3) = f◦g◦g(b) = a a b a b a,

F4(a4) = f◦g◦g◦f (a) = a b a a a b a a b a b a,

F5(a5) = f◦g◦g◦f◦g(b) = a b a a a b a b a a a b a a b a b a,

… ,

Next, we show that this sequence does not converge. Assume, to the contrary, that (Fn(an)) is a convergent
sequence. Then, for all large enough n, Fn(an) is a prefix of Fn+1(an+1). For every prime n ⩾ 3,

Fn(an) = Fn(b) and Fn+1(an+1) = Fn◦f (a) = Fn(a)Fn(b).

Observe that both fn(a) = g(a) and fn(b) = g(b) consists of one a letter and one b letter. This implies
that |Fn(a)| = |Fn(b)|. Furthermore, the last letter of f (a) and the last letter of f (b) are different, and
similarly, the last letter of g(a) and the last letter of g(b) are different. This implies that the last letter of
Fn(a) and the last letter of Fn(b) are different. So Fn(b) is not a prefix of Fn(a). Consequently, Fn(an) is
not a prefix of Fn+1(an+1), which contradicts the assumption wemade. Hence (Fn(an)) does not converge,
as required. v

2.5.2 General properties of substitution semigroups

Definition 2.5.3. The substitution semigroup generated by a set of substitutions ℱ is the set of all finite
compositions of functions from ℱ . We denote it by S. In other words,

S =
{

f1◦f2◦⋯◦fn ∶ fi ∈ ℱ , n ∈ ℕ
}

.

We say that S is finitely-generated if it has a finite generating set.

The language of a substitution semigroupS, denotedℒ , is the set of all words appearing as subwords
of f (a), for some letter a ∈ A and substitution f ∈ S. Any of these words is said to be legal for S. If
S is generated by a single substitution, this definition coincides with the definition of the language of a
substitution given in Section 2.4.

We say that a substitution semigroup S is irreducible if, for any two letters a, b ∈ A , there exists a
substitution f ∈ S such that the word f (a) contains the letter b. If S is generated by a single substitution,
this definition coincides with the definition of an irreducible substitution given in Section 2.4.

The definition of a primitive substitution, however, cannot so easily be extended to multiple substi-
tutions. Observe that the functional composition of non-primitive substitutions may result in a primitive
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substitution. For example, neither

f ∶
a ⟼ a b ,
b ⟼ b ,

nor g∶
a ⟼ a ,
b ⟼ b a ,

is primitive, but

f◦g∶
a ⟼ a b ,
b ⟼ b a b ,

is primitive. The opposite is also true; the composition of primitive substitutions may result in a non-
primitive substitution. Consider, for example,

f ∶
a ⟼ a b ,
b ⟼ a ,

and g∶
a ⟼ b ,
b ⟼ b a ,

both of which are primitive substitutions, whereas

f◦g∶
a ⟼ a ,
b ⟼ a a b ,

is not primitive.

We will define primitive substitution semigroups as an extension of primitive directive sequences in
the theory of s-adic sequences [23]. We say that a substitution semigroup S with generating set ℱ is
primitive if there exists a positive integer n such that, for all letters a, b ∈ A , all the words of the form
f1◦f2◦⋯◦fn(a), where fi ∈ ℱ , contain the letter b. If S is generated by a single substitution, this
definition coincides with the definition of a primitive substitution given in Section 2.4. Note that S being
primitive implies that every f ∈ S is a primitive substitution (in particular, every generator from ℱ is
primitive) and that S is irreducible.

Example 2.5.4. The substitution semigroup S generated by the Fibonacci substitution f and the Thue–
Morse substitution g, which are given by

f ∶
a ⟼ a b ,
b ⟼ a ,

and g∶
a ⟼ a b,
b ⟼ b a ,

is primitive (hence it is also irreducible). v

Example 2.5.5. Consider the substitution semigroup S generated by

f ∶
a ⟼ a b ,
b ⟼ a ,

and g∶
a ⟼ b ,
b ⟼ b a ,

both of which are primitive substitutions. The semigroup S is irreducible. However, it is not primitive.
For example, the substitution

f◦g∶
a ⟼ a ,
b ⟼ a a b ,
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is not primitive. v

2.5.3 Presentation of a substitution semigroup

Let S be a substitution semigroup generated byℱ . As we mentioned earlier, we must distinguish a word
over ℱ from the element of S it represents.

Definition 2.5.6. Let F be the map from ℱ + onto S that sends the n-letter word f1f2⋯ fn over the
alphabet ℱ to the substitution f1◦f2◦⋯◦fn in S. In other words,

F
(

f1f2⋯ fn
)

= f1◦f2◦⋯◦fn .

We say that the word f1f2⋯ fn represents the substitution f1◦f2◦⋯◦fn.

Let ℛ be a subset of ℱ + × ℱ + and let f and g be two words over ℱ . We say that g is obtained
from f by one application of one pair fromℛ if there exist u, v ∈ ℱ ∗ and (s, t) ∈ℛ such that f = usv
and g = utv. We say that g is obtained from f by applications of pairs from ℛ if there exists a finite
sequence ℎ1, ℎ2,… , ℎn in ℱ + such that ℎ1 = f , ℎn = g and ℎi is obtained from ℎi−1 by one application
of one pair fromℛ, for all i = 2, 3,… , n.

We say that ⟨ℱ ∣ℛ⟩ is a presentation of a substitution semigroup S ifℱ is a generating set of S and
ℛ is a set of pairs (u, v) ∈ ℱ + ×ℱ + such that, for any pair (f, g) ∈ ℱ + ×ℱ + for which F (f ) = F (g),
f is obtained from g by applications of pairs fromℛ. The setℛ is called a set of defining relations for
S. Ifℛ is empty, which means that the semigroup S is free, we write the presentation ⟨ℱ ∣ ⟩ as ⟨ℱ ⟩.
We say that S is finitely presented if ℱ andℛ are finite sets. In other words, S is finitely presented if
ℱ = {f1, f2,… , fn} andℛ = {(g1, ℎ1), (g2, ℎ2),… , (gm, ℎm)}, for some positive integers n and m. In
that case, we write the presentation of S as

⟨

f1, f2,… , fn ∣ g1 = ℎ1, g2 = ℎ2,… , gm = ℎm
⟩

.

Example 2.5.7. Consider the substitution semigroup S generated by the pair of substitutions

f ∶
a ⟼ a b ,
b ⟼ b a ,

and g∶
a ⟼ b a ,
b ⟼ a b .

The substitution f is the Thue–Morse substitution of Example 2.4.17 (using different symbols) and the
substitution g is called the reversed Thue–Morse substitution. It can be shown that a presentation for S
is given by

⟨

f, g ∣ fg = gf , f 2 = g2
⟩

.

v

Example 2.5.8. Consider the semigroup S generated by the pair of substitutions

f ∶
a ⟼ a b ,
b ⟼ a ,

and g∶
a ⟼ b a ,
b ⟼ a .
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The substitution f is the Fibonacci substitution introduced in Example 2.4.4 and the substitution g is
called the reversed Fibonacci substitution. A presentation for S is

⟨

f, g ∣ f 2g = g2f
⟩

.

A sketch of the proof is as follows. Since both f and g are injective on finite words, S is a left and right
cancellative semigroup, meaning that, if �, �, � ∈ S, then each of �◦� = �◦� and �◦� = �◦� imply that
� = �. It then follows that any two finite words overℱ representing the same substitution in S must have
the same length, say n ∈ ℕ. We check directly that, if n ⩽ 3, the only existing relation is f 2◦g = g2◦f .
Finally, the proof can be completed by induction on the length n. v

The previous example and the next example are related to Sturmian words. A Sturmian sequence
or Sturmian infinite word is an infinite word that has precisely n + 1 different subwords of length n, for
each positive integer n. A Sturmian finite word is a finite subword of a Sturmian sequence. Observe that
every Sturmian word is a binary sequence because it has exactly two subwords of length one (or letters).
Let the alphabet be {a, b}. A Sturmian substitution is a substitution f of {a, b} that preserves Sturmian
words, both finite and infinite. Survey chapters on Sturmian words and substitutions can be found, for
instance, in [78, Chapter 2] and [57, Chapter 6].

Example 2.5.9. Sturmian substitutions are closed under functional composition and the semigroup of all
Sturmian substitutions, which we denote by S in this example, is called the Sturmian semigroup. There
are different sets of substitutions one can use to generate S, one example being the trio of substitutions
f , g and ℎ, where f and g are the substitutions of Example 2.5.8 and ℎ is the substitution that exchanges
the letters a and b. Séébold showed in [101] that S has the presentation

⟨

f, g, ℎ ∣ ℎ2 = id, g(gℎ)nℎf = f (fℎ)nℎg for all n ∈ ℕ0
⟩

.

Restricting ourselves to the subsemigroup of S generated by {f, g} we recover the presentation of Ex-
ample 2.5.8. v

One of the properties of Sturmian words is balanceness. A (finite or infinite) word w over {a, b} is
balanced if for every letter c ∈ {a, b}, the number of c’s in any two subwords ofw of equal length differ
by at most one. A word w ∈ {a, b}+ is a Sturmian finite word if, and only if, it is balanced [41]. A word
w ∈ Aℕ is a Sturmian infinite word if, and only if, it is balanced and not eventually periodic [78, Theorem
2.1.5]. The set of all Sturmian infinite words is not closed in {a, b}ℕ, and its closure is equal to the set
of all balanced infinite words [57, Theorem 6.1.8].

On the other hand, one of the properties of Sturmian substitutions is that they are precisely the invert-
ible automorphisms of the free semigroup of words generated by {a, b, a−1, b−1} under concatenation.
More precisely, an automorphism of {a, b, a−1, b−1}+ is a function f satisfying f (uv) = f (u)f (v), for
all words over {a, b, a−1, b−1}. We say that an automorphism f of {a, b, a−1, b−1}+ is invertible if both
f (a) and f (b) are words over {a, b}.
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2.5.4 Actions of a substitution semigroup

The elements of a substitution semigroup S are substitutions ofA , which are functions fromA+ to itself.
Consequently, S has been defined by its action on A+. There are, however, two other actions of S of
interest to us. The first is on the collection of infinite words Aℕ. Given a substitution f in S and an
infinite word a1a2a3… , where ai ∈ A , we define

f (a1a2…) = f (a1)f (a2)… .

As promised, this defines an action of the semigroup S on Aℕ. Notice that if f ∈ S, and if u, v ∈ Ã

share the same first letter (that is, �1(u) = �1(v)), then

d(f (u), f (v)) ⩽ d(u, v).

Hence the semigroup action is continuous.

The second action of S that we consider is an action on the alphabetA itself. For f ∈ ℱ and a ∈ A ,
we define

f [a] = �1(f (a)).

Thus f [a] is the first letter of f (a). The square brackets in f [a] distinguish this single letter f [a] from
the word f (a).

2.5.5 First-letter graph of a substitution semigroup

The second of these two actions can be visualised using the finite directed graph Gℱ with vertex set A
and, for each f ∈ ℱ and a ∈ A , a directed edge from a to f [a]. Note that Gℱ may include multiple
edges between any pair of vertices and edges from any vertex to itself (loops). We callGℱ the first-letter
graph for ℱ . This graph is used to frame some of our later results in Chapter 5.

Example 2.5.10. Consider the semigroup S generated by the three substitutions

f ∶

a ⟼ e a ,
b ⟼ d e ,
c ⟼ c e ,
d ⟼ d a ,
e ⟼ e b ,

g∶

a ⟼ b c ,
b ⟼ b d ,
c ⟼ c e ,
d ⟼ d b ,
e ⟼ e c ,

ℎ∶

a ⟼ c a ,
b ⟼ c b ,
c ⟼ c c ,
d ⟼ e d ,
e ⟼ d c .

The first-letter graph for {f, g, ℎ} is shown in Figure 2.5.1, with labels for loops omitted.

34



e d

c

a b

ℎ

ℎ

f

g

ℎ

f

Figure 2.5.1: First-letter graph for {f, g, ℎ}. Blue for f -edges, red for g-edges, and green for ℎ-edges.

v

Example 2.5.11. The first-letter graph for the Thue–Morse substitutions {f, g} of Example 2.5.7 is
displayed in Figure 2.5.2.

a bf
g

f

Figure 2.5.2: First-letter graph for {f, g}, where f is the Thue–Morse substitution and g is the reversed
Thue–Morse substitution.

v

Example 2.5.12. The first-letter graph for the Fibonacci substitutions {f, g} of Example 2.5.8 is dis-
played in Figure 2.5.3.

a bf

g

f

Figure 2.5.3: First-letter graph for {f, g}, where f is the Fibonacci substitution and g is the reversed
Fibonacci substitution.

v

Two vertices a and b of a first-letter graph Gℱ (for some finite set of substitutions ℱ ) are said to be
strongly connected if there is a directed walk from a to b and another directed walk from b to a. In other
words, a and b are strongly connected if there exists f, g ∈ S with f [a] = b and g[b] = a. LetA0 denote
the subset ofA comprising those vertices ofGℱ that are strongly connected to themselves. The property
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of being strongly connected is an equivalence relation on A0; the equivalence classes are called strongly
connected components of Gℱ .

A terminal component of Gℱ is a strongly connected component A for which every walk with initial
vertex in A also has final vertex in A. In other words, a terminal component is a strongly connected
component A with the property that if a ∈ A and g ∈ S, then the vertex g[a] also belongs to A.

Example 2.5.13. For example, in Figure 2.5.1 we have A0 = {b, c, d, e} and the strongly connected
components of Gℱ are {b}, {c} and {d, e}. The terminal components are {c} and {d, e}. v

2.5.6 Forward limit set of a substitution semigroup

In this section we introduce the forward limit set of a substitution semigroup S. From the last paragraph
in Section 2.2.1, we recall that, if Y is a subset of Ã , the set {s(y) ∶ s ∈ S, y ∈ Y } is denoted by S(Y ).

Definition 2.5.14. The forward limit set of the subset A of A for the substitution semigroup S is the set

Λ(A) = S(A) ⧵ S(A) .

The forward limit set of S is the set Λ(A ). We denote this set by Λ.

If the semigroupS is generated by a single substitution f , this definition coincides with the definition
of the forward limit set of f given in Section 2.4.3. Recall in particular that, if f is periodic-letter-free,
the forward limit set of f is equal to the set of all periodic points of f (Lemma 2.4.12).

Example 2.5.15. Consider the substitution semigroup S generated by the pair of substitutions

f ∶
a ⟼ a ,
b ⟼ a b ,

and g∶
a ⟼ a ,
b ⟼ b a .

It is straightforward to check that f and g commute (f◦g = g◦f ), so every element of S can be written
as f n◦gm, where n and m are non-negative integers that are not simultaneously equal to 0. Noticing that

f n ∶
a ⟼ a ,
b ⟼ an b ,

gn ∶
a ⟼ a ,
b ⟼ b an ,

and f n◦gm ∶
a ⟼ a ,
b ⟼ an b am ,

it is also easy to see that a presentation for S is

⟨f, g ∣ fg = gf⟩.

Indeed, suppose that there are u, v ∈ ℱ + such that F (u) = F (v). Then, F (u) = fm◦gn and F (v) =
f p◦gq, where m and n are the number of f and g letters in u, respectively, and p and q are the number of
f and g letters in v, respectively. Since the equality fm◦gn = f p◦gq holds only when m = p and n = q,
we get no new relations. It follows from the previous expressions that the forward limit set of S is

Λ = {aaaa⋯ , anbaaa⋯ ∶ n ∈ ℕ0},
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that is, Λ consists of the infinite words over {a, b} containing a single b or no b at all. It is easy to see
that the set of all periodic points of elements of S is {an ∶ n ∈ ℕ} ∪ Λ. v

Example 2.5.16. Consider the substitution semigroup of Example 2.5.7, namely, the semigroup S gen-
erated by the Thue–Morse substitution f and the reversed Thue–Morse substitution g. The substitution
f has two fixed points, both aperiodic, namely

x = abbabaa… and ℎ(x),

where ℎ is the substitution given by ℎ(a) = b and ℎ(b) = a. We notice that g = ℎ◦f = f◦ℎ. Con-
sequently every element of S can be written either as f n or as ℎ◦f n, for some positive integer n. This
implies that the forward limit set of S is Λ = {x, ℎ(x)}. v

Example 2.5.17. Consider the Sturmian semigroup S which, as we saw in Example 2.5.9, can be gen-
erated by the Fibonacci substitution f , the reversed Fibonacci substitution g and the letter-exchange
substitution ℎ. Since Sturmian substitutions, elements of S, preserve Sturmian words, one may expect
that the set of all s-adic sequences of {f, g, ℎ} is the set of all Sturmian infinite words. However, this is
not true, as we can easily see by an example. Consider the substitution s = ℎ◦g, which is given by

s∶
a ⟼ a b ,
b ⟼ b .

Then sn(a)⟶ aaa⋯ as n→∞, which is not an Sturmian infinite word, since it is not aperiodic; recall
from the paragraph following Example 2.5.9 that Sturmian sequences are aperiodic and balanced. Hence
the set of all s-adic sequences of {f, g, ℎ} contains and is larger than the set of all Sturmian infinite
words. v

2.5.7 Hull and subshift of a substitution semigroup

In this section, we introduce the hull and the subshift of a substitution semigroup S. Here and henceforth
we write Λ(a) for Λ({a}), where a is a letter of A .

Definition 2.5.18. The hull of the letter a of A for the substitution semigroup S is the set

Ω(a) =
∞
⋃

n=0
�n
(

Λ(a)
)

.

The hull of S is the set
⋃

a∈A Ω(a). We denote this set by Ω.

The hull of a substitution semigroup S can be written as the closure of the shift-orbit of the forward
limit set of S. In other words, Ω =

⋃

n �n(Λ).

The hull Ω of a substitution semigroup S is closed and invariant under the shift map �, as can eas-
ily be verified. In Chapter 5, we will see that Ω is also invariant under the semigroup S. When S is
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generated by a single substitution, Definition 2.5.18 coincides with its single-substitution counterpart,
Definition 2.4.32.

Definition 2.5.19. The subshift of a substitution semigroup S with languageℒ is the set

X =
{

w ∈ Aℕ ∶ ℒ (w) ⊆ ℒ
}

.

It is not difficult to verify that the subshift X of a substitution semigroup S is closed, invariant under
� and invariant under S. When S is generated by a single substitution, Definition 2.5.19 coincides with
its single-substitution counterpart, Definition 2.4.33.

Example 2.5.20. Consider the substitution semigroup S of Example 2.5.15. We saw that the forward
limit set Λ of S consists of the infinite words over {a, b} containing a single b or no b at all. In other
words, Λ = {aaaa⋯ , anbaaa⋯ ∶ n ∈ ℕ0}. Then it is easy to see that the hull Ω of S is equal to Λ. We
also saw that every element of S is a substitution of the form

f n◦gm ∶
a ⟼ a ,
b ⟼ an b am ,

where n and m are non-negative integers that are not simultaneously equal to 0. Therefore, the language
of S is the set of all finite words over {a, b} containing a single b or no b at all. This implies that the
subshift X of S is contained in Ω, hence they are equal. In summary, Λ = Ω = X. v

Example 2.5.21. Consider the substitution semigroup S generated by the Thue–Morse substitution f
and the reversed Thue–Morse substitution g, as in Examples 2.5.7 and 2.5.16. The forward limit set of S
has two points, the Thue–Morse sequence u and ℎ(u), where ℎ is the substitution that exchanges the two
letters of the alphabet. Both points are periodic points of f and also of g. This implies that the hull of f
and the hull of g are equal. Moreover, since f is a primitive substitution, by Theorem 2.4.35, its hull and
subshift are equal, and they are uniquely determined by any periodic point of f . Obviously, the same is
true for g. These results imply that the hull Ω and the subshift X of S are equal, and they are given by
the closure of the shift-orbit of u. Since the dynamical system (X, �) is equal to the dynamical system
(Xf , �), whereXf is the subshift of f , it is a linearly recurrent and minimal system, by Theorems 2.4.36
and 2.4.37. v

Example 2.5.22. Consider the substitution semigroup S generated by the Fibonacci substitution f and
the reversed Fibonacci substitution g, as in Example 2.5.8. In Section 5.4.1.1 we will prove that the
forward limit set Λ, the hull Ω and the subshift X of S are all equal, and that they are given by the
closure of the shift-orbit of the Fibonacci word, the fixed point of f . This is again a linearly recurrent
and minimal dynamical system. v

Observe that in the previous examples the hull and the subshift of each substitution semigroup consid-
ered are equal. In Chapter 5 we will see that this is a general result for primitive substitution semigroups
(see Theorem 5.6.6).
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3. MONOCHROMATIC ARITHMETIC PROGRESSIONS

IN THUE–MORSE-LIKE SEQUENCES

This chapter and Chapter 4 are devoted to the study of monochromatic arithmetic progressions that we
can find in infinite words. In this chapter, we explore the Thue–Morse word and a class of generalised
Thue–Morse words over a two-letter alphabet. In Chapter 4, we will consider automatic sequences over
larger alphabets.

First, we recall from Section 2.3 the notion of a ‘monochromatic arithmetic progression’. Identifying
each letter from an alphabet A with a colour, we interpret an infinite word w ∈ Aℕ0 as a coloured
sequence of letters from A . We say that a monochromatic arithmetic progression of difference d ∈ ℕ
and length M ∈ ℕ appears in w, if there exists a starting position n ∈ ℕ0 such that wn = wn+kd , for
k = 0, 1,… ,M − 1. The arithmetic progression has colour a ∈ A , if wn = a. The monochromatic
arithmetic progression is infinite if wn = wn+kd , for k = 0, 1,… .

The study of the monochromatic arithmetic progressions appearing in an infinite word w gives in-
formation about the order or global structure of w. Periodic sequences always contain infinitely long
monochromatic arithmetic progressions. Instead, we consider w to be aperiodic and ask how long
monochromatic arithmetic progressions occurring inw can be. We have adapted the following definition
from [90,91].

Definition 3.0.1. For an infinite wordw, we define a functionAw ∶ ℕ ⟶ ℕ∪{∞} as follows. For each
positive integer d,Aw(d) is the length of the longest monochromatic arithmetic progression of difference
d withinw, or if there exists an infinite monochromatic arithmetic progression of difference d withinw,
then Aw(d) = ∞.

If the sequence w is clear from the context, we often write A(d) rather than Aw(d). We will see that
all the sequences studied in this thesis have the property that Aw(d) < ∞ and consequently, Aw is a
well-defined function with values in ℕ.

As mentioned in Section 2.3, our research is inspired by van der Waerden’s theorem. For any finite
coulouring of ℕ, van der Waerden’s theorem says that, for any given positive integer M , there always
exists a long enough initial segment of ℕ which contains a monochromatic arithmetic progression of
length M (see Theorem 2.3.3, or van der Waerden’s original paper [109]). This implies that, given
an infinite word w over a finite alphabet, w contains monochromatic arithmetic progressions of every
positive integer length M . Van der Waerden’s theorem says nothing, however, about the difference d
of the arithmetic progressions. In our research, we fix d and consider whether there are monochromatic
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arithmetic progressions in w of difference d. In the affirmative case, we are interested in determining
the maximum length of these progressions, namely, the magnitude Aw(d) introduced in the previous
paragraph.

It is known that for some infinite words, for a fixed difference d, the lengths of the monochromatic
arithmetic progressions of difference d cannot be as large as desired. Morgenbesser et al. [80] showed
this in the case of the Thue–Morse sequence, and Parshina [90, 92] studied the longest monochromatic
arithmetic progressions that it contains for some fixed differences. In this chapter, we reprove some of
these results using a completely different approach, and we extend them for other differences. We also
prove similar results for some generalisations of the Thue–Morse word, which are fixed points of binary
bijective substitutions.

This chapter is structured as follows. In Section 3.1, we prove, for a family of infinite words which
includes the Thue–Morse word, that the maximum length A(d) of a monochromatic arithmetic progres-
sion of difference d is finite, for any positive integer d (see Proposition 3.1.4 and Corollary 3.1.6). This
generalises the result in [80]. In Section 3.2, we set out our main technique and we use it to study
monochromatic arithmetic progressions in the Thue–Morse word. Our main results determine the exact
values of A(d) for differences of the form 2n ± 1, thus reproving the results in [90] (see Theorem 3.2.12,
Proposition 3.2.13, and Corollary 3.2.16). In Section 3.3, we apply our techniques to generalise some of
the previous results to other binary sequences with a similar substitution structure (see Theorems 3.3.8
and 3.3.9). Appropriate plots illustrate the results both for the Thue–Morse sequence and for the gener-
alised Thue–Morse sequences (see Sections 3.2.6 and 3.3.6, respectively). In Section 3.4, we consider
fixed points of any primitive, bijective, binary substitution and establish upper bounds for A(d), for cer-
tain differences d (see Propositions 3.4.1 and 3.4.2).

3.1 Finiteness of the length of monochromatic arithmetic progressions

The goal of this section is to show that the infinite words that we will study in the rest of the thesis
do not contain arbitrarily long monochromatic arithmetic progressions of any fixed difference. To be
more precise, consider a fixed point w ∈ Aℕ0 of a primitive constant-length substitution %. We want to
know whether every monochromatic arithmetic progression that appears inw is finite, and, if this is true,
we want to determine, for each positive integer d, whether the length of the monochromatic arithmetic
progressions of difference d can be arbitrarily large. To answer these questions, we will use results
from the spectral theory of substitution dynamical systems; the following paragraphs give the minimum
background to state these results.

A bi-infinite word over A is a two-sided infinite sequence of letters of A ; the collection of all bi-
infinite words over A is denoted Aℤ. Let % a primitive substitution of A and let w ∈ Aℕ0 and x ∈ Aℤ

be an infinite and a bi-infinite fixed point of %, respectively. Since % is primitive, both w and x have the
same language (see, for example, [17, Remark 4.1]), so every monochromatic arithmetic progression that
appears inw appears in x, and the other way round. Therefore, rather than considering one-sided infinite
fixed points of %, we can consider bi-infinite fixed points of %, and study the monochromatic arithmetic
progressions that appear in the latter.
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All definitions introduced for infinite words in Chapter 2 apply to bi-infinite words directly or with
obvious minor modifications. In particular, the two-sided subshift X of a substitution % is the set of all
bi-infinite words x such that every subword of x is an element of the language of %. The subshift X is a
closed subset of Aℤ that is invariant under the shift map � (with ℤ-action), so the pair (X, �) is a shift
dynamical system.

For a primitive substitution %with two-sided subshiftX, the system (X, �) is uniquely ergodic, which
means that there is a unique �-invariant Borel probability measure � on X (this was proved in [79]; see
also [96, Theorem 5.6]). The measure � measures the frequency of words; unique ergodicity implies that
every word in the language of % occurs with a well-defined positive frequency in every element of X.
The shift map � induces a unitary operator U on L2(X, �), the Hilbert space of complex-valued square
integrable functions on X, which is given by f (x) ⟼ f (�(x)), for all x ∈ X and f ∈ L2(X, �). The
dynamical spectrum of the measure-theoretic dynamical system (X, �, �) is defined to be the spectrum
of the operator U . This spectrum is also referred to as the dynamical spectrum of the substitution %. The
dynamical spectrum has, in general, a discrete component and a continuous component, the latter sep-
arated into a singular component and an absolutely continuous component. If the dynamical spectrum
of % is purely discrete (the continuous components are null), then we say that % has pure point dynam-
ical spectrum. For general background material on the spectral theory of dynamical systems, see, for
example, [96]; a brief summary can be found in [17, Appendix B].

A bi-infinite word has a corresponding geometric counterpart which is a tiling of the real line. In
this setting, the alphabet A is no longer a finite set of letters, but a finite set of intervals of ℝ called
prototiles. A substitution can be interpreted as an inflation rule for these prototiles. Similarly to the
symbolic case, we can define the two-sided subshift X of an inflation rule as the set of all tilings of the
real line by prototiles from A , the language of which is contained in the language of the inflation rule.
This is a closed subset of Aℝ that is invariant under ℝ-translations. Then (X, �) is a shift dynamical
system, where the shift map � is now defined by ℝ-translations. For an extensive development of the
theory of tilings (in particular, substitution-tilings) we refer the reader to [17].

It is known that the subshift (with ℤ-shift action) of a constant-length substitution has pure point
discrete spectrum if, and only if, the corresponding tiling dynamical system (with ℝ-translation action)
has pure point dynamical spectrum [44, 76]. Using this fact, Theorem 5.1 in [84] by Nagai, Akiyama,
and Lee can be reformulated in the following form.

Theorem 3.1.1. A bi-infinite fixed point of a primitive constant-length substitution % contains infinitely
long monochromatic arithmetic progressions if, and only if, % has pure point dynamical spectrum.

We recall from Section 2.4.6 that a constant-length substitution admits a coincidence, if there is a
power of the substitution that has a column with all entries given by the same letter. In Section 2.4.8,
we introduced the height of a primitive constant-length substitution. In the case of a primitive constant-
length substitutions % of height 1, having pure point dynamical spectrum is equivalent to admitting a
coincidence, as the following theorem states, which was proved by Dekking (we refer the interested
reader to Dekking’s original paper [38] and, for an exposition closer to our approach, to [96, Section 6.3.1,
Theorem 6.6]).
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Theorem 3.1.2. A primitive constant-length substitution of height 1 has pure point dynamical spectrum
if, and only if, it admits a coincidence.

Dekking used this theorem to design an algorithm to check if % has pure point dynamical spec-
trum [38]. Dekking’s paper also relates % with its pure base. We introduced the pure base %′ of a primi-
tive constant-length substitution % in Section 2.4.8 (in Example 2.4.31 we showed how %′ can be directly
derived from %). Dekking proved that %′ is primitive, that its height is 1, and that it has pure point dynam-
ical spectrum if, and only if, % has pure point dynamical spectrum [38]. We can use these facts together
with Theorems 3.1.1 and 3.1.2 to prove the following result.

Proposition 3.1.3. Every monochromatic arithmetic progression in a fixed point of a primitive constant-
length substitution % has finite length if, and only if, the pure base of % does not admit any coincidence.

Proof. Let %′ be the pure base of %. Since %′ is a primitive constant-length substitution of height 1, by
Theorem 3.1.2, it does not admit any coincidence if, and only if, its dynamical spectrum is not pure point.
Since the dynamical spectrum of %′ is not pure point if, and only if, the dynamical spectrum of % is not
pure point, we see that %′ does not admit any coincidence if, and only if, the dynamical spectrum of %
is not pure point. Then, by Theorem 3.1.1, every monochromatic arithmetic progression in a bi-infinite
fixed point of % has finite length if, and only if, %′ does not admit any coincidence, as required.

We observe that the previous proposition holds for all elements that belong to the (one-sided or two-
sided) hull of % because, as we said earlier, since % is primitive, all the elements in its hull have the same
language and consequently, they all contain the same monochromatic arithmetic progressions.

Let % be a primitive constant-length substitution whose pure base does not admit any coincidence, let
w be a fixed point of %, and let d be a positive integer. By the previous proposition, every monochromatic
arithmetic progression of difference d within w has finite length. In the next proposition we show that
the lengths of the monochromatic arithmetic progressions of difference d that appear in w are bounded
above. In other words, it is impossible to find ever longer monochromatic arithmetic progressions of
difference d within w.

Proposition 3.1.4. Let % be a primitive constant-length substitution whose pure base admits no coinci-
dences. For each positive integer d, there exists a positive integer Nd such that every monochromatic
arithmetic progression of difference d within a fixed point of % has length less than or equal toNd .

Proof. Letw ∈ Aℕ0 be a fixed point of % and let Pd be the set of monochromatic arithmetic progressions
of difference d withinw. Wewill first prove that, for each sequence s ∶= (pn) in Pd , there exists a positive
integerMs such that |pn| → Ms as n → ∞, where |pn| denotes the length of the arithmetic progression
pn. Notice that, for each n, |pn| <∞, by Proposition 3.1.3.

To the contrary, assume that there exists a sequence s = (pn) in Pd such that |pn| →∞ as n→∞. For
each arithmetic progression pn, there exists a non-negative integer kn such that pn occurs in �kn(w) start-
ing from the origin, where � is the shift map. Notice that (�kn(w)) is a sequence in the hullΩ% of %. Since
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Ω% is a compact space, there exist a sequence (ln) of non-negative integers and an infinite word v ∈ Ω%
such that (�kln (w)) → v as n → ∞. Since |pln| → ∞, we see that v contains a monochromatic arith-
metic progression of difference d which is infinitely long. But this is not possible, by Proposition 3.1.3.
Therefore, |pn| ↛∞, so there must existMs ∈ ℕ such that |pn| →Ms as n→∞.

Now, let X be the set {Ms ∶ s is a sequence in Pd}. Notice that for every sequence (Msn) in X,
Msn ↛ ∞ as n → ∞. Otherwise there exists a sequence (pn) in Pd , where pn is an element of sn with
|pn| = Msn , such that |pn| → ∞, which is not possible. Therefore, there must exists Nd ∈ ℕ such that
Msn → Nd as n→∞, as required.

Corollary 3.1.5. Let % be a primitive constant-length substitution whose pure base does not admit any
coincidence and let w be a fixed point of %. Then Aw(d) = Nd <∞.

Proof. The claim is an immediate consequence of Proposition 3.1.4.

With the previous proposition, we directly recover the following fact regarding the Thue–Morse se-
quence, which was initially proved in [80] (which is based on [58]). Notice that the Thue–Morse substi-
tution is its own pure base and it does not admit any coincidence.

Corollary 3.1.6. The Thue–Morse word does not contain arbitrarily long monochromatic arithmetic
progressions of any fixed difference d.

Observe that Proposition 3.1.4 allows one to do the same analysis on larger classes of automatic
sequences not covered by [80], for example, those which are codings of fixed points of constant-length
substitutions which are a priori known to have mixed spectrum. This will be addressed in Chapter 4.

For the remainder of this chapter, we will always consider infinite words generated by substitutions
which satisfy the conditions of Proposition 3.1.4.

3.2 Monochromatic arithmetic progressions in the Thue–Morse word

The study of monochromatic arithmetic progressions appearing in the Thue–Morse word has been pre-
viously address by Parshina, who proved the following result [90], as well as a generalisation to similar
sequences over larger alphabets [91,92]. Her proofs for the Thue–Morse case [90] are based on a detailed
analysis of binary arithmetic.

Theorem 3.2.1 (Parshina [90]). Consider the Thue–Morse word. Then, for all positive integers n,

max
d<2n

A(d) = A(2n − 1) =

{

2n + 4, if n is even,
2n, otherwise.

In this section, we obtain exact expressions for A(d), for the Thue–Morse word, for certain values
of d. In Section 3.3, we obtain similar results for generalised Thue–Morse words, which are different
generalisations from those considered in [90–92]. In particular, all our sequences are over a two-letter
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alphabet. Our results include a simple proof of the value of A(2n − 1) stated in Theorem 3.2.1, but also
identify a second series of long monochromatic arithmetic progressions in the Thue–Morse word, which
becomes the ‘longest’ in some cases, provided one considers the maximum over a different range for d.

3.2.1 Properties of the Thue–Morse word and the Thue–Morse substitution

Let v be the Thue–Morse word over the alphabet {0, 1}. We have previously considered the Thue–Morse
word in Chapter 2 (see Examples 2.2.2, 2.2.1 and 2.4.17). Recall that v arises from the substitution

�∶
0 ⟼ 0 1
1 ⟼ 1 0 ,

(3.2.1)

as the fixed point v = limn→∞ �n(0). Throughout the whole Section 3.2, � and v will always be given as
here.

Notice that � is a bijective substitution and symmetric under the ‘bar’ operation that exchanges the
two letters, namely, a = 1− a for a ∈ {0, 1} (we used this notation in Example 2.2.1). This also implies
that v = limn→∞ �n(1) is another fixed-point word.

We say that a wordw over {0, 1} is symmetric under reflection if it is read exactly equally from left to
right and the other way round; in other words, it is a palindrome. We say that w is antisymmetric under
reflection if the right-to-left reading gives the word w.

Lemma 3.2.2. For all a ∈ {0, 1}, the word �n(a) is symmetric if n is even, and antisymmetric if n is odd.

Proof. Notice that �(a) = aa, for a = 0, 1. So, �(0) and �(1) are antisymmetric words. It suffices to prove
that � maps symmetric words to antisymmetric words, and the other way round. For every symmetric
wordw, there are letters a1,… , ak and a possibly empty letter b in {0, 1} such thatw = a1⋯ akbak⋯ a1.
Then �(w) = a1a1⋯ akakbbakak⋯ a1a1 , which is an antisymmetric word. Similarly, for every anti-
symmetric word w, there are letters a1,… , ak in {0, 1} such that w = a1⋯ akak⋯ a1 . Then �(w) =
a1a1⋯ akak akak⋯ a1a1, which is a symmetric word.

We recall from Example 2.2.2 that, for each non-negative integer n, vn is 0 if the binary representation
of n contains an even number of 1s, and 1 otherwise. Since multiplying by 2 does not change the number
of 1s in the binary representation of an integer, then

v2n = vn and v2n+1 = vn , (3.2.2)

for all non-negative integers n.

We should also mention that v is overlap-free, which means that, for any non-empty finite word w,
v does not contain www0 as a subword, where w0 denotes the first letter of w (this result is due to
Thue [106, 107]; see also [8, Theorem 1.6.1]). In particular, v is cube-free, that is, it does not have any
subword of the form www.
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For all non-negative integers n and a ∈ {0, 1}, we have the well-known recursions

�n+1(a) = �n(a) �n(a) = �n(a) �n(a), (3.2.3)

where the first equality is due to �n+1(a) = �n(�(a)) = �n(aa) and the second equality holds because �
is a binary bijective substitution. This implies the following property.

Lemma 3.2.3. For all n, m ∈ ℕ0 with n < m and all a ∈ {0, 1}, the word �m(a) consists of a sequence
of the two words �n(a) and �n(a), arranged according to the sequence that corresponds to �m−n(b) with
the letters b and b replaced by the words �n(a) and �n(a), respectively.

Proof. Clearly, �(a) = �0(a) �0(a) = aa. Now, letw = �n(a) and w = �n(a). Then, �(w) = ww by the
recursion (3.2.3), which is the same form as the Thue–Morse substitution, now on the alphabet {w, w}.
Hence �m(a) = �m−n(�n(a)) = �m−n(w) is the sequence �m−n(b) with b and b replaced by w and w,
respectively.

3.2.2 Monochromatic arithmetic progressions of difference d = 2n

Lemma 3.2.4. For the Thue–Morse word v, A(2nd) = A(d), for all positive integers d and n.

Proof. The claim will follow from A(2nd) = A(2n−1d), which we prove next.

Let vm+k2n−1d = a be amonochromatic arithmetic progression of difference 2n−1d and lengthA(2n−1d)
appearing in v, for k = 0, 1,… , A(2n−1d) − 1, a non-negative integer m and a ∈ {0, 1}. By Equa-
tion (3.2.2), vm+k2n−1d = v2m+k2nd , which implies that A(2nd) ⩾ A(2n−1d).

Conversely, let vm+k2nd = a be a monochromatic arithmetic progression of difference 2nd and length
A(2nd) appearing in v, for k = 0, 1,… , A(2nd) − 1, a non-negative integer m, and a ∈ {0, 1}. There
exist a unique non-negative integer i and j ∈ {0, 1} for which m = 2i + j, so vm+k2nd = v2(i+k2n−1d)+j .
By Equation (3.2.2), we see that either vm+k2nd = vi+k2n−1d or vm+k2nd = vi+k2n−1d . Hence, there exists
a fixed element b ∈ {0, 1} such that vi+k2n−1d = b, for k = 0, 1,… , A(2nd) − 1. This implies that
A(2n−1d) ⩾ A(2nd). Therefore A(2nd) = A(2n−1d), as required.

Lemma 3.2.4 is a consequence of �n(v) = v and the fact that the length of a word is doubled under
the action of �. In particular, since v is cube-free, it follows that A(1) = 2, so Lemma 3.2.4 implies that
A(2n) = 2, for all non-negative integers n. The following results show that A(d) = 2 holds only for
differences d that are powers of 2.

Lemma 3.2.5. For the Thue–Morse word v, A(d) ⩾ 3, for every odd integer d > 1.

Proof. Assume first that the binary representation of d contains an even number of 1s. Since multipli-
cation by 2 preserves the number of 1s, we have v0 = vd = v2d = 0 and so A(d) ⩾ 3.

Now consider the case that the binary representation of d contains an odd number of 1s, and hence
contains at least three 1s. Write d = 2m+2n+k, withm > n and k < 2n, so k again contains an odd number
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of 1s in its binary representation. Let i = 2m+1 + 2n, with vi = 0. Then i + d = 2m+1 + 2m + 2n+1 + k.
If m > n + 1, the number of 1s in the binary representation of i + d is even. If m = n + 1, then
i + d = 2n+3 + k and so the number of 1s in its binary representation is even too. Hence vi+d = 0.
Furthermore, i+ 2d = 2m+2 + 2n+1 + 2n + 2k. If 2k < 2n, the number of 1s in the binary representation
of i + 2d is even. If 2n ⩽ 2k < 2n+1, we write 2k = 2n + t, where the number of 1s in the binary
representation of t is even, so i+ 2d = 2m+2 + 2n+2 + t and its binary representation has an even number
of 1s. Hence vi+2d = 0. Consequently, vi = vi+d = vi+2d = 0, so A(d) ⩾ 3.

Corollary 3.2.6. Consider the Thue–Morse word. Then A(d) = 2 if, and only if, d = 2n, for some
n ∈ ℕ0.

Proof. By Lemma 3.2.4, A(2n) = A(1) = 2, for all n ∈ ℕ0. Conversely, if A(d) = 2, then d does not
have any odd prime factor, by Lemma 3.2.5, so d = 2n, for some n ∈ ℕ0.

3.2.3 Monochromatic arithmetic progressions of difference d = 2n + 1

To prove our main results, we will use a two-dimensional block substitution of the alphabet {0, 1} (for
an introduction to block substitutions we refer the reader to [17, Section 4.9] and references therein). In
our case, a two-dimensional block substitution of the alphabetA is a mapA ⟶ A (0,1,…,n)×(0,1,…,m), for
some non-negative integers n and m, not both equal to 0.

Definition 3.2.7. Let Θ be the block substitution of the alphabet {0, 1} defined by

Θ∶ 0 ⟼
0 1
1 0

, 1 ⟼
1 0
0 1

.

Iterating Θ on a single letter produces square blocks of size 2n×2n. For instance,

0 ⟼
0 1
1 0

⟼

0 1 1 0

0 1 1 0

1 0 0 1
1 0 0 1

⟼

0 1 1 0 1 0 0 1
0 1 1 0 1 0 0 1

0 1 1 0 1 0 0 1

0 1 1 0 1 0 0 1

1 0 0 1 0 1 1 0

1 0 0 1 0 1 1 0

1 0 0 1 0 1 1 0
1 0 0 1 0 1 1 0

⟼ … ,

where we used black (for 0) and white (for 1) squares to emphasise the block structure. Notice that the
blocks along both diagonals are always of the same colour.

Lemma 3.2.8. The block Θn(a), read row-wise from left to right, from top to bottom, is the word �2n(a),
for every a ∈ {0, 1} and non-negative integer n.
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Proof. This follows by induction from noticing that

Θ∶ 0 ⟼
�(0)
�(1)

, 1 ⟼
�(1)
�(0)

,

so that, read row-wise from the top, the image of a under Θ is �(a) �(a) = �2(a).

The images of letters under Θn have the following properties.

Lemma 3.2.9. Let n be a non-negative integer and let a ∈ {0, 1}. The block Θn(a) consists of only two
types of row and column words, and it is symmetric under reflection in either diagonals. Furthermore, all
entries of the main diagonal are a, while entries of the second diagonal are a if n is even and a otherwise.

Proof. As shown in Lemma 3.2.8,Θn(a)when read row-wise from the top is the word �2n(a) = �n(�n(a)).
By Lemma 3.2.3, this consists of 2n words from {�n(0), �n(1)}. So each row is one of these two words.

The symmetry in the diagonals follows from the symmetry of the block substitution Θ, which also
implies that all columns are either �n(0) or �n(1).

It is obvious from the block substitution that the elements of Θn(a) on the main diagonal are always
a. Notice that, on the second diagonal, Θ(a) has a while Θ2(a) has a, which implies the claim.

Lemma 3.2.10. Consider the Thue–Morse word. Then A(2n±1) ⩾ 2n, for all positive integers n. Fur-
thermore, A(2n−1) ⩾ 2n + 2, for all even positive integers n.

Proof. Consider the blockΘn(a), which, when read row-wise from the top, is the word �2n(a). As shown
in Lemma 3.2.9, all elements on the main diagonal are a, so we find that A(2n+1) ⩾ 2n. Similarly, the
elements on the second diagonal are either all a or a, so we also have A(2n−1) ⩾ 2n. For even n, both
diagonals have a entries, so the first and last letter of �2n(a) are also part of the arithmetic progression of
a letters of difference 2n−1, which implies the claim.

Before we establish the values for A(2n±1), we prove a useful result, which exploits the recognis-
ability of the substitution (see [17] and references therein for general background).

Lemma 3.2.11. Let n be a non-negative integer and let a ∈ {0, 1}. The word w = �n(a) occurs in the
Thue–Morse word either as the level-n superword itself, or in the centre of the two level-n superwords
�n(a) �n(a). Furthermore, w is the level-n superword, if it is followed by the letter a, or if it is preceded
by the letter a for n odd, or a for n even.

Proof. Clearly w can occur as the level-n superword. The second possibility arises from

�n(aa) = �n(a) �n(a)

= �n−1(aa) �n−1(aa)

= �n−1(a) �n−1(a) �n−1(a) �n−1(a)

= �n−1(a)w�n−1(a).
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To show that these are the only two possibilities, we use that

�n(a) = �n−2(aaaa) = �n−2(a) �n−2(a) �n−2(a) �n−2(a),

which holds for all n ⩾ 2. By recognisability, the two adjacent level-(n−2) superwords �n−2(a) cannot
belong to the same level-(n−1) superword, so we know that �n(a) has to consist of two level-(n−1)
superwords, which only leaves the two possibilities, since the boundaries of all level-(n−1) superwords
are determined.

If w = �n−1(a) �n−1(a) is followed by a letter a, the next level-(n−1) superword is determined to be
�n−1(a), and the level-n superword boundary has to fall between w and the subsequent letter a, which
shows that w is the level-n superword. The same happens when w is preceded by the final letter of the
superword �n−1(a), which is a for odd n and a for even n.

Theorem 3.2.12. Consider the Thue–Morse word. Then A(2n+1) = 2n + 2, for all integers n ⩾ 2.

Proof. We first show that there exist monochromatic arithmetic progressions of length 2n + 2. From the
proof of Lemma 3.2.10, we already have a monochromatic arithmetic progression of length 2n in the
word w = �2n(a), with the first and final letter being part of the progression.

Now, consider how many letters can be added at either end of the progression of length 2n in the
superword w = �2n(a). From Lemma 3.2.11, we know that w = �2n−1(a) �2n−1(a) and that these are
the actual level-(2n−1) superwords. There are four possibilities how this superword can be bordered by
level-(2n−1) superwords: we can have �2n−1(b)w�2n−1(c) with b, c ∈ {a, a}.

Since d = 2n + 1, no element of the progression is in the level-n superwords adjacent at either end.
Since all superwords start or end with a level-2 superword bbbb, the next two members on either side
would have to be the first and the second letter of the same superword �n(b), which however are different
letters (where we use that n > 1). This shows that the progression can at most be extended by one in either
direction. Since all combinations of superwords on either side can appear, there are instances where the
progression can be extended by exactly one step in both directions, showing that A(2n+1) ≥ 2n + 2.

It remains to be shown that this is the maximum length of a progression. Assume that we have a
progression of lengthM > 2n. The elements in this progression hit each position in the superwords of
level-n at least once. Now, oncewe hit the first position of such a superword, the followingmembers of the
progression determine the sequence of level-n superwords uniquely, which is the same sequence as that of
the superword w. If there are at least 2n terms in the progression following this position, they determine
the level-(2n−1) superword by the second part of Lemma 3.2.11, and hence we are back considering the
word w from above. If there are fewer terms left, we can use the previous member of the progression
which hits in the last position of a level-n superword, and determine the sequence of level-n superwords
preceding it in the progression. Again, this determines the level-(2n−1) superword by the second part of
Lemma 3.2.11, and we are back in the case considered above, showing thatM ⩽ 2n + 2.

Observe that Theorem 3.2.12 does not hold for d = 1. This case is covered by Proposition 3.2.13 (to
follow); notice that 21 + 1 = 22 − 1.
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3.2.4 Monochromatic arithmetic progressions of difference d = 2n − 1

Similarly, as mentioned above, we can rederive the value of A(2n−1) stated in Theorem 3.2.1.

Proposition 3.2.13. Consider the Thue–Morse word. Then, for all positive integers n,

A(2n−1) =

{

2n + 4, if n is even,
2n, otherwise.

Proof. From Lemma 3.2.10, we already know that A(2n−1) ⩾ 2n for n odd and A(2n−1) ⩾ 2n + 2 for n
even.

Let us first consider the case that n is odd. Since the superwords �n(a) are antisymmetric under
reflection, their first and last letters differ. This means that once our progression hits the first letter of a
superword, it stops. Since addition by 2n − 1 means that the elements in the progression cycle through
all positions in the superword, we obtain the upper limit A(2n−1) ⩽ 2n, implying that A(2n−1) = 2n.

Now consider the case of n even. Here, the superwords are symmetric under reflection, so we can
have two elements of the progression within one superword. Assume that this occurs for a superword
�n(a) which has first and last letter a. If the progression continued to the left and to the right, the
neighbouring superwords are determined by having the letter a at the next two positions, which force
both of them to be a, and by symmetry this applies to either side of the superword, hence we obtain
�n(a) �n(a) �n(a) �n(a) �n(a). Clearly, the word aaaaa does not belong to the Thue–Morse language.
This means that once the progression hits the first and last letter, it can only be extended by at most one
in either direction, so we obtain A(2n−1) ⩽ 2n + 4. That this bound is attained can be seen by looking
at �2n(a), which by Lemma 3.2.10 contains a progression of length 2n + 2 starting and ending with a
superword �n(a) that contain two elements of the progression. The superwords either side of �2n(a) can
both be �2n(a), since aaa is in the Thue–Morse language. Hence the progression can be continued by
one additional step to either direction, and the bound is attained.

3.2.5 Longest monochromatic arithmetic progressions of difference d ⩽ 2n

The following two lemmas prove that there are no longer monochromatic arithmetic progressions for
differences up to powers of 2.

Lemma 3.2.14. Consider the Thue–Morse word. Then A(2n − k) ⩽ 2n, for all odd positive integers n
and k with 0 < k < 2n−1.

Proof. Let us assume that there are odd positive integers n and 0 < k < 2n−1 for which the Thue–Morse
word v contains a monochromatic arithmetic progression of difference d = 2n − k and length 2n + 1.
Such a progression lies within a subword of v of length 2nd + 1, so it lies within d + 1 consecutive
superwords of length 2n. Since d is odd and hence coprime with 2n, for each 0 ⩽ j ⩽ 2n − 1, the
monochromatic arithmetic progression visits one of the superwords at position j. In other words, for each
0 ⩽ j ⩽ 2n − 1, there exists a letter a ∈ {0, 1} such that �j(�n(a)) is an element of the monochromatic
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arithmetic progression. In particular, for j = k−1
2 , we have j + d = 2n − k+1

2 , so there exists a unique
superword �n(a), where a ∈ {0, 1}, whose jth and (j + d)th letters are elements of the monochromatic
arithmetic progression, that is,

�n(a)j = �n(a)j+d .

However, this is not possible because, for odd n, the superwords of length 2n are antisymmetric under
reflection, by Lemma 3.2.2. Therefore, our initial assumption is false, soA(2n−k) ⩽ 2n, as required.

Lemma 3.2.15. Consider the Thue–Morse word. Then A(2n − k) ⩽ 2n, for all integers n > 1 and odd
integers 2 < k < 2n−1.

Proof. Let us assume that there are a positive integer n and an odd integer 2 < k < 2n−1 for which
the Thue–Morse word v contains a monochromatic arithmetic progression of difference d = 2n − k and
length 2n + 1. Such a progression lies within a subword of v of length 2nd + 1, so it lies within d + 1
consecutive superwords of length 2n. Since

2n + 1
d + 1

= 1 + k
d + 1

,

there are precisely k instances where two elements of the progression appear within the same superword
of length 2n, and hence the corresponding letters within the superword have to agree. Since �n(a) =
�n(a), both superwords have to agree on all these positions. As a consequence, for a ∈ {0, 1} and the
superword �n(a), the word w consisting of its first k letters, namely,

w = �n(a)[0,k) ,

also has to appear at the end of the superword, so w = �n(a)[2n−k,2n). Since k ⩾ 3 and �n(a) starts
with aaa, the word w always contains a repeated letter and hence the level-1 superwords of length 2 are
uniquely determined. This results in a contradiction because the length of w is odd, and the superword
�n(a) thus cannot end in w, since the level-1 superword boundaries do not match. Hence A(d) ⩽ 2n, as
required.

Notice that, in contrast to Lemma 3.2.14, the result of Lemma 3.2.15 does not extend to the case
k = 1, since in this case there is only one instance of a word containing two elements of the arithmetic
progression and, for even n, the superwords �n(a) start and end on a, so this can (and does) appear in a
long monochromatic arithmetic progression.

Corollary 3.2.16. In the Thue–Morse word, for all n ∈ ℕ, we have that

max
d⩽2n+1

A(d) =

{

A(2n − 1) = 2n + 4, if n is even,
A(2n + 1) = 2n + 2, otherwise.

Proof. The result follows from Corollary 3.2.6, Lemma 3.2.14 and Lemma 3.2.15.
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3.2.6 Plot and histogram of A(d)

In Chapter 2, we mentioned that the Thue–Morse sequence v is linearly recurrent. We can take advantage
of this fact to obtain, experimentally, further values ofA(d). The key idea is that, by linear recurrence, we
can compute A(d) using a sufficiently long prefix of v. An algorithm can be defined to choose the length
of this prefix in a finite number of steps. For a rigorous explanation the reader is referred to Appendix A.

The data obtained with this method confirm our results, including Theorems 3.2.1 and 3.2.12. These
data are presented in Figure 3.2.1, which exhibits A(d) for d = 1, 2,… , 1100. A list of values of A(d)
can be found in the data underlying this thesis and also in [87].

The histogram in Figure 3.2.2 counts, for each value y taken byA(d), howmany d’s satisfyA(d) = y.
We observe that short monochromatic arithmetic progressions are more frequent than long ones. If the
range of differences d was larger, the peak of the histogram would be taller but roughly, situated in the
same place, due to linear recurrence of the Thue–Morse word. It seems that A(d) never takes certain
values, the smallest value among them being 3.

25 26 27 28 29 3 ⋅ 28 210

26
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210
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Figure 3.2.1: A(d), for d = 1, 2,… , 1100, for the Thue–Morse word.
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Figure 3.2.2: Histogram corresponding to the values of Figure 3.2.1.

3.3 Monochromatic arithmetic progressions in generalised Thue–Morse words

In this section, we extend the study on the Thue–Morse word to a class of generalised Thue–Morse words.
We note that Parshina also considered generalised Thue–Morse words [91], but in her work the gener-
alisation is to larger alphabets, whereas here, we consider a generalisation of the Thue–Morse sequence
along the lines of [14, 16, 70], restricting ourselves to the binary case. More precisely, we consider the
fixed points of the generalised Thue–Morse substitution rules �p,q defined, for positive integers p and q,
by

�p,q ∶
0 ⟼ 0p 1q ,
1 ⟼ 1p 0q .

(3.3.1)

The original Thue–Morse substitution corresponds to p = q = 1.

3.3.1 Properties of the generalised Thue–Morse words and Thue–Morse substitutions

The binary bijective substitutions given by rule (3.3.1) share many properties with the Thue–Morse sub-
stitution, given by rule (3.2.1). In particular, we still have the ‘bar-swap’ symmetry �n(a) = �n(a).
This implies that, once again, superwords are uniquely determined as soon as we know a single letters
at any position. Notice that, however, the symmetry of superwords is only preserved when p = q, with
superwords for even n being symmetric while those for odd n being antisymmetric under reflection. The
other main difference is that, rather than working modulo 2, we now have to work modulo

Q ∶= p + q.

Also, it is clear from the substitution rule (3.3.1) that the language of �p,q is (Q+1)-powerfree (in
fact, (Q + ")-powerfree for any integer " > 0), generalising the cube-freeness of the Thue–Morse case.
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Since the rule �2p,p is symmetric under reflection, the corresponding language is reflection symmetric
too. However, if p ≠ q, reflection swaps the languages defined by �p,q and �q,p. As we shall now show,
both of these languages are not reflection symmetric.

Lemma 3.3.1. For p ≠ q, the languages ℒp,q and ℒq,p defined, respectively, by the substitutions �p,q
and �q,p are different. In particular, for a ∈ {0, 1}, the words aq+1 ap a belong toℒq,p but not toℒp,q.

Proof. It is easy to verify that aaa ∈ ℒq,p, for any p, q ∈ ℕ. Now,

�p,q(aaa) = aq ap aq ap aq ap = aq ap−1 (aq+1 ap a) aq−1 ap,

so aq+1 ap a ∈ ℒq,p, for all p ≠ q. However, aq+1 ap a ∉ ℒp,q, which we are going to show now.

Noting that p ≠ q and that ℒp,q can only contain strings of the type aama for m ∈ {p, q, p+q}, it
follows by recognisability that apa in aq+1 ap a has to be the beginning of the level-1 superword �p,q(a).
However, it then has to be preceded by the level-1 superword that ends in a, which is again �p,q(a) = apaq.
This is clearly impossible, establishing the claim.

Remark 3.3.2. Similarly, considering the word aaa ∈ ℒq,p, with

�q,p(aaa) = aq ap aq ap aq ap = aq ap−1 (a aq ap+1) aq−1 ap,

we can show that a aq ap+1 belongs toℒq,p, but it does not belong toℒp,q, for p ≠ q. v

It is not difficult to show that, for positive integers p and q, the height of �p,q is 1, so �p,q is its own
pure base, by [38]. Furthermore, �p,q is bijective, so it does not admit any coincidence. Therefore, by
Proposition 3.1.4, themaximum length that a monochromatic arithmetic progression within a fixed points
wp,q of �p,q can have is finite, that is, Awp,q (d) <∞. From now on, Awp,q (d) will be written as Ap,q(d).

3.3.2 Monochromatic arithmetic progressions of difference d = Qn

As a consequence of the structure of the substitutions �p,q and recognisability, the following result can
be proved.

Lemma 3.3.3. Consider the generalised Thue–Morse word, which is a fixed point of the substitution �p,q.
Then Ap,q(Qnd) = Ap,q(d), for all positive integers d and n. In particular, Ap,q(Qn) = Ap,q(1) = Q.

3.3.3 Monochromatic arithmetic progressions of difference d = Qn + 1

We can again find long monochromatic arithmetic progressions by considering a block substitution.
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Definition 3.3.4. Let Θp,q be the block substitution of the alphabet {0, 1} defined by

Θp,q ∶ 0 ⟼

0p 1q

0p 1q

⋮

0p 1q

⎫

⎪

⎪

⎬

⎪

⎪

⎭

p

1p 0q

1p 0q

⋮

1p 0q

⎫

⎪

⎪

⎬

⎪

⎪

⎭

q

, 1 ⟼

1p 0q

1p 0q

⋮

1p 0q

⎫

⎪

⎪

⎬

⎪

⎪

⎭

p

0p 1q

0p 1q

⋮

0p 1q

⎫

⎪

⎪

⎬

⎪

⎪

⎭

q

.

The block substitution Θp,q maps a single letter a to a Q ×Q block of letters, which, when read line
by line, coincides with the word �2p,q(a). To illustrate the properties of Θp,q, let us consider a couple of
examples.

Example 3.3.5. We first consider an example where p = q, namely Θ2,2. The first two substitution steps
of the letter 0 are as follows,

0 ⟼
0 0 1 1
0 0 1 1

1 1 0 0
1 1 0 0

⟼

0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0

0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0

0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0

0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0

1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1

1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1

1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1

⟼ ⋯ ,

which has a similar structure to the Thue–Morse case arising from the block substitution of Defini-
tion 3.2.7. In particular, all squares along the diagonals are of the same colour.

The situation is different for p ≠ q. Here we consider the block substitution Θ2,1 as an example,
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which acts on the letter 0 as

0 ⟼ 0 0 1
0 0 1

1 1 0
⟼

0 0 1 0 0 1 1 1 0

0 0 1 0 0 1 1 1 0
0 0 1 0 0 1 1 1 0

0 0 1 0 0 1 1 1 0
0 0 1 0 0 1 1 1 0

1 1 0 1 1 0 0 0 1
1 1 0 1 1 0 0 0 1
1 1 0 1 1 0 0 0 1

1 1 0 1 1 0 0 0 1

⟼ ⋯ .

Notice that, while we retain the same letter along the main diagonal, this is no longer the case along the
diagonal from the lower left to the top right. Considering the second iteration (third block) shown above,
it appears that there is a long monochromatic progression of difference 32 − 1 = 8, starting from the
central black square on the top row and moving down diagonally, and then continuing on from the final
black square on the middle row. By a computer experiment, which applies the algorithm developed in
Appendix A, we find that for d = 8 the longest monochromatic arithmetic progressions have length 12,
and the first time one such progression occurs in the generalised Thue–Morse sequence starts at position
239. However, this pattern does not persist for further iterations. v

As in the Thue–Morse case, the image of a letter a has all entries a along the main diagonal of this
block. However, as illustrated in Example 3.3.5, in general this is no longer the case for the other diagonal,
except when p = q, in which case the entries of this diagonal are all a. This means that we obtain the
existence of long monochromatic arithmetic progressions, as in the Thue–Morse case, for d = Qn + 1
for all values of p and q, while long monochromatic arithmetic progressions for d = Qn − 1 may only
exist if p = q.

Noting that Lemma 3.2.8 and Lemma 3.2.9 generalise in a straightforward manner, we obtain the
following existence result for long monochromatic arithmetic progressions in generalised Thue–Morse
words, generalising the result of Lemma 3.2.10.

Lemma 3.3.6. Consider the generalised Thue–Morse word, which is a fixed point of the substitution �p,q.
ThenAp,q(Qn+1) ⩾ Qn andAp,p(Qn−1) ⩾ Qn, for all positive integers n, whereQ = p+q. Furthermore,
Ap,p(Qn−1) ⩾ Qn + 2, if n is even.

Proof. This follows by the same line of argument as for the Thue–Morse case in the proof of Lemma 3.2.10.

The following results implicitly use the fact that, as in the Thue–Morse case, a level-n superword
of �p,q within any word in ℒp,q only occurs in certain ways. We obtain the following generalisation of
Lemma 3.2.11.
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Lemma 3.3.7. Let be an integer n > 1 and a letter a ∈ {0, 1}. The word w = �np,q(a) occurs inside
sufficiently long words in ℒp,q either as the level-n superword itself, or, for p = q, in the centre of two
level-n superwords �np,p(a) �

n
p,p(a). Furthermore, for p = q, w is the level-n superword, if it is followed

by the letter a, or if it is preceded by the letter a for n odd, or a for n even.

Proof. The proof is a straightforward generalisation from that of Lemma 3.2.11. The only difference is
that, for p ≠ q, the wordw can only occur as the level-n superword, because the level-(n−1) superwords
are determined and with p ≠ q they can only be combined to the level-n superword in one way.

Theorem 3.3.8. Consider the generalised Thue–Morse word, which is a fixed point of �p,q. Then

Ap,q(Qn+1) =

⎧

⎪

⎨

⎪

⎩

Qn +Q − 2, if p > 1 and q > 1,
Qn +Q − 1, if q > p = 1 or p > q = 1,
Qn +Q, if p = q = 1,

for all positive integers n, p and q, with n > 1, where Q = p + q.

Proof. From the proof of Lemma 3.3.6, we have an arithmetic progression of lengthQn of the letter a in
the word

w = �2np,q(a) =
(

�np,q(a)
)p(�np,q(a)

)q…
(

�np,q(a)
)p(�np,q(a)

)q,

with the first and final letter being part of the progression (as before, because we are looking at an even
number of substitutions, the wordw starts and ends with the same letter). Notice that, since the elements
in the progression of differenceQn+1 visit successive positions in superwords �np,q(a) in order, we know
that, irrespective of where we start, once we hit the first letter of a superword �np,q(a) (which has to happen
for any progression of length Qn) the progression follows this same sequence, and the same backwards
from when we hit the final position in a level-n superword. Using the same argument as in the proof of
Theorem 3.2.12, we conclude that any progression of length larger thanQn has to include this superword.

Now consider how many letters can be added at either end of the progression of length Qn in the
superword w. For Q > 2, all four possibilities for this superword being bordered by level-n superwords
u = �np,q(a) or u = �

n
p,q(a) can occur, so we need to consider w followed or preceded by either u or u.

If w is followed by u, it is followed by up and we can extend the arithmetic progression by exactly
p − 1 to the right. If it is followed by u, we cannot extend at all unless p = 1. For p = 1, we can extend
by exactly one step.

Ifw is preceded by u (for n odd) or u (for n even), we cannot extend at all unless q = 1, in which case
we can extend by precisely one step. If it is preceded by u (for n odd) or u (for n even), we can extend
by exactly q − 1 steps to the left.

Choosing the combination with the longest available progression yields the result.

Notice that for p = q = 1 we recover the result of Theorem 3.2.12.
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3.3.4 Monochromatic arithmetic progressions of difference d = Qn − 1

Theorem 3.3.9. Consider the generalised Thue–Morse word, which is a fixed point of �p,p. Then

Ap,p(Qn−1) =

⎧

⎪

⎨

⎪

⎩

Qn, if n is odd,
Qn +Q, if n is even and p > 1,
Qn +Q + 2, if n is even and p = 1,

for all positive integers n and p, with n > 1, where Q = 2p.

Proof. From Lemma 3.3.6, we already know that long monochromatic arithmetic progressions of differ-
ence d = Qn − 1 exist, with Ap,p(d) ⩾ Qn, within the superword

w = �2np,p(a) =
(

�np,p(a)
)p(�np,p(a)

)p…
(

�np,p(a)
)p(�np,p(a)

)p.

Accordingly, such a long progression visits every position in level-n superwords (again because d and
Qn are coprime).

For odd values of n, the superwords �np,p(b) start with b and end on b, so it is not possible to have the
first and last letter in the same monochromatic arithmetic progression. This implies that Ap,p(d) ⩽ Qn,
and hence Ap,p(d) = Qn in this case.

For even values of n, all superwords �np,p(b) start and end in the same letter, so Ap,p(d) ⩾ Qn + 2,
as shown in Lemma 3.3.6, with the first and last letter in the superword w belonging to the arithmetic
progression. What is left to consider is how far this can be extended on either side. The word w can be
preceded and succeeded by level-n superwords u = �np,p(a) or u = �np,p(a); for p = 1 one has to ensure
cube-freeness.

If w is succeeded by u and hence by up, it can be extended by exactly p − 1 steps. If it is succeeded
by u, no extension is possible, unless p = 1 in which case we can extend by exactly one step. Due to
symmetry of all these words for even n, the same argument applies at the other end, which completes the
proof.

Proposition 3.3.10. Consider the generalised Thue–Morse word, which is a fixed point of the substitution
�p,q with p ≠ q. Then Ap,q(Qn−1) ⩽ Qn, for all positive integers n > 2, where Q = p + q.

Proof. Assume to the contrary that a long monochromatic arithmetic progression of difference Qn − 1
and length larger than Qn exists. Then this progression contains a level-n superword w = �np,q(a) with
two instances of this progression, implying that the first and last letter of w agree. If n is odd, this is not
possible, since w starts with a and ends on a.

If n > 2 is even, w starts and ends with

�2p,q(a) = �p,q(a
p) �p,q(aq) = (apaq)p (apaq)q.
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Since by bijectivity a single letter determines the superwords, we can read off the sequence of words to
the left and to the right of the word w with two instances of the progression, provided the progression
extends.

Consider first the case p > 1. Assume that the progression continues to the right of w. As we are
considering the difference d = Qn − 1, we are effectively reading the word w “backwards” to deter-
mine the sequence of superwords that is required. As mentioned above, w ends on �2p,q(a), which, read
backwards, is of the form

x (aq+1apa) y,

with x, y ∈ {0, 1}+ and |x| = qQ − 1. According to Lemma 3.3.1, the word aq+1apa does not occur
in ℒp,q, since we are considering the case that p ≠ q. This implies that the sequence of superwords
required to continue the progression to the right contains a subsequence that corresponds to the images
of a word under �p,q that is not in the language ℒp,q, which is a contradiction. From here it follows that
the progression cannot continue to the right for more than qQ − 1 steps at most.

An analogous argument holds if we assume that the progression extends to the left, showing that
it can at most continue for pQ − 1 steps to the left. So the total length of the progression is at most
(pQ − 1) + 2 + (qQ − 1) = Q2, which is less than Qn, for n > 2.

If p = 1 and hence q > 1, we can use the same arguments as above, based on the word a aq ap+1

from Remark 3.3.2, which occurs within the backwards reading of �2p,q(a) in this case.

3.3.5 Longest monochromatic arithmetic progressions of difference d ⩽ Qn + 1

We have established the existence of long monochromatic arithmetic progressions for all generalised
Thue–Morse sequences for differences d = Qn +1, as well as for differences d = Qn −1 in the case that
p = q. The obvious conjecture is that these are again the longest monochromatic arithmetic progressions
that one can find, up to the given difference, in these systems, which we state as a conjecture.

Conjecture 3.3.11. Consider the generalised Thue–Morse word. For all positive integers n > 1 and p,

max
d⩽Qn+1

Ap,p(d) =

{

Ap,p(Qn−1) = Qn +Q, if p > 1 and n even,
Ap,p(Qn+1) = Qn +Q − 2, if p > 1 and n odd,

where Q = 2p. Furthermore, for all positive integers n > 2, p and q,

max
d⩽Qn+1

Ap,q(d) =

{

Ap,q(Qn+1) = Qn +Q − 1, if p > q = 1 or q > p = 1,
Ap,q(Qn+1) = Qn +Q − 2, if p > q > 1 or q > p > 1,

where Q = p + q.

To establish this conjecture, we would need to generalise the results of Lemmas 3.2.14 and 3.2.15.
This is not straightforward, though, because we now have to consider differences d = Qn − k, where
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we may have that k is a non-trivial divisor of Q, in which case the argument that in a long arithmetic
progression all congruence classes modulo Qn appear is no longer applicable.

The following lemma details the relations within superwords arising from an assumed existence of
long monochromatic arithmetic progressions.

Lemma 3.3.12. Consider a fixed point of �p,q and let Q = p + q. For all positive integers n and k with
n > 1 and 1 < k < Qn−1, let s = gcd(k,Q) and assume that s ≠ Q. If there exists a monochromatic
arithmetic progression of difference d = Qn − k and length larger than Qn

s
, the level-n superwords

w = �np,q(a) have to satisfy wr+ls = wr+ls+d , for some 0 ⩽ r < s and for all 0 ⩽ l < k
s
.

Proof. We have gcd(d,Q) = gcd(k,Q) = s and r ≡ d mod Q, so any such arithmetic progression of
length larger than Qn

s
visits all positions

{

r′ ∶ 0 ⩽ r′ < Qn, r ≡ r′ mod Qn} =
{

r + ls ∶ 0 ⩽ l < Qn

s

}

in a superword w = �np,q(a), for some letter a ∈ {0, 1} and for some 0 ⩽ r < s. Whenever there are
two instances within a superword, the corresponding letters have to agree for either superword, since
�np,q(a) = �np,q(a). The condition for having two instances within a superword is r′ + d < Qn, which
implies r′ < k. With r′ = r + ls, this results in l < k−r

s
and, since r < s, this is equivalent to l < k

s
,

establishing the claim.

Proposition 3.3.13. Consider a fixed point of �p,q, for Q = p+ q prime. Then, for all positive integers n
(with n > 1) andQ < k < Qn−1, the length of every monochromatic arithmetic progression of difference
d = Qn − k is less than or equal to Qn.

Proof. Since Q is prime, gcd(k,Q) = 1. By Lemma 3.3.12, if there exists a monochromatic arithmetic
progression of length larger than Qn, the superwords w = �np,q(a) have to satisfy

w0⋯wk−1 = wQn−k⋯wQn−1.

If k > Q, this produces a contradiction, since the final Q letters of w0⋯wk−1 cannot be a valid level-1
superword, but w has to end on a level-1 superword.

Notice that this lemma does not cover the differences d = Qn − k, where 1 < k < Q, which we
would need to establish the conjecture for prime values of Q (except for Q = 2, which brings us back to
the Thue–Morse case). A partial result for min(p, q) = 1 is next, establishing Conjecture 3.3.11 for this
class.

Proposition 3.3.14. Consider a fixed point of �p,q, for Q = p+ q prime and min(p, q) = 1. Then, for all
positive integers n and any 1 < k < Qn−1, the length of every monochromatic arithmetic progression of
difference d = Qn − k is less than or equal to Qn.
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Proof. From Proposition 3.3.13, we know that the claim holds for k > Q.

If p = 1, the level-1 superwords are of the form aaq with a ∈ {0, 1}. This implies that, for 1 < k < Q,
the superwords w = �n1,q(a) start with w0⋯wk−1 = aak−1. Since 1 ⩽ k − 1 < q, this string of letters
cannot occur at the end of the superword w.

Similarly, if q = 1, the superwords w = �np,1(a) start with w0⋯wk−1 = ak. Since k > q = 1, this
string of letters cannot occur at the end of the superword w.

3.3.6 Plots of Ap,q(d)

We finish this section with plots ofAp,q(d). To depict the difference between the p = q case and the p ≠ q
case, we present Figures 3.3.1 and 3.3.2, the former for p = q = 2 and the latter for p = 3 and q = 1,
so Q = 4 in both cases. Experimental data, which can be found in the data underlying this thesis, agree
with our results, including Theorems 3.3.8 and 3.3.9, and also give credibility to Conjecture 3.3.11.

In Figure 3.3.1, the equality of p and q preserves the symmetry of superwords of the Thue–Morse
substitution and consequently, it is qualitatively similar to Figure 3.2.1. In particular, we observe the
large monochromatic arithmetic progressions at differences d = Qn ± 1 = 4n ± 1. It is interesting to
notice that there is another series of large peaks around differences d of the form 2n for odd n, similarly to
Figure 3.2.1 for the Thue–Morse case; however, the largest values are not at d = 2n±1, but at d = 2n−2.
On the other hand, when p ≠ q, the output differs qualitatively from the Thue–Morse case, as can be
seen in Figure 3.3.2.

42 43 27 44 29 3 ⋅ 28 45

43

44

45

A =
d

A = d∕2

d

A

Figure 3.3.1: A2,2(d), for d = 1, 2,… , 1100.

3.4 Upper bounds for A(d) for primitive binary bijective substitutions

In this section, we state a partial result for general primitive bijective (hence constant-length) substitutions
of the binary alphabet {0, 1}, which include those treated in Section 3.3.
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42 43 27 44 29 3 ⋅ 28 45

43

44

45

A =
d

d

A

Figure 3.3.2: A3,1(d), for d = 1, 2,… , 1100.

Let k be a positive integer and, for a non-negative integer n, let w = w0w1⋯wn be a word over
{0, 1} of length n+1. We say that a pattern P(w, k) is allowed within a long enough word v over {0, 1},
if there exists a non-negative integer s such that

vs = w0, vs+k = w1, vs+2k = w2, … , vs+nk = wn.

That is, P(w, k) is an arithmetic subword (not necessarily monochromatic) of difference k and length
n + 1 within v. A monochromatic progression corresponds to either case w = 0n+1 or 1n+1.

Proposition 3.4.1. Let % be a primitive bijective substitution of {0, 1} of length Q and let v ∈ {0, 1}ℕ0

be a fixed point of %. Let k, d and m be positive integers and, for a non-negative integer n, let w be a
word over {0, 1} of length n + 1. Suppose that

(i) Q and d are coprime,

(ii) P(w, k) is not allowed within v, and

(iii) P(w, d) is allowed within %m(0).

Then the pattern P(0n′ , d′) is not allowed within v, where n′ = Qm + n and d′ = Qmk + d. So v does
not contain any monochromatic arithmetic progressions of difference d′ and length n′. In other words,
Av(Qmk + d) < Qm + n.

Proof. The proof is by contradiction. Assume that P(0n′ , d′) is allowed within v. Then there exists a
non-negative integer t such that vt+sd′ = 0, for s = 0, 1,… , n′−1. By condition (iii) upright, there exists
a non-negative integer l0 such that the (l0 + jd)th letter of %m(0) is wj , for j = 0, 1,… , n, which implies
that 0 ⩽ l0 + jd ⩽ Qm − 1. By condition (i) upright, there must exists an integer 0 ⩽ s ⩽ Qm − 1 such
that l0 ≡ t + sd′ mod Qm, so t + sd′ = l0 + iQm, for some non-negative integer i. Then

t + (s + j)d′ = l0 + jd + (i + jk)Qm,
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for j = 0, 1,… , n. Since 0 ⩽ l0 + jd ⩽ Qm − 1, this implies that vt+(s+j)d′ is the (l0 + jd)th letter in a
superword, which we denote by %m(aj), where aj ∈ {0, 1}.

If wj = 0, then the (l0 + jd)th letter of %m(0) is 0, so the (l0 + jd)th letter of %m(0) and %m(aj)
coincide, which implies that aj = 0. Ifwj = 1, then the (l0 + jd)th letter of %m(0) is 1, so the (l0 + jd)th
letter of %m(0) and %m(aj) differ, which implies that aj = 1. In both cases wj = aj . Then vi+jk = wj , for
j = 0, 1,… , n, and the pattern P(w, k) occurs within v. However, this contradicts condition (ii) upright
and therefore, the assumption initially made is false.

Proposition 3.4.2. Let % be a primitive bijective substitution of {0, 1} of lengthQ and let v ∈ {0, 1}ℕ0 be a
fixed point of %. Let k, d andm be positive integers and, for a non-negative integer n, letw = w0w1⋯wn

be a word over {0, 1} of length n + 1. Suppose that

(i) Q and d are coprime,

(ii) P(w, k) is not allowed within v, and

(iii) P(wn⋯w1w0, d) is allowed within %m(0).

Then the pattern P(0n′ , d′) is not allowed within v, where n′ = Qm + n and d′ = Qmk − d. So v does
not contain any monochromatic arithmetic progressions of difference d′ and length n′. In other words,
Av(Qmk − d) < Qm + n.

Proof. A proof of this proposition can be obtained from the proof of Proposition 3.4.1 by judicious
replacement of j with n − j where necessary.

Example 3.4.3. Let % be the substitution

%∶
0 ⟼ 0 1 0 1 ,
1 ⟼ 1 0 1 0 ,

and let v be a fixed point of %, and set w = 101. The pattern P(w, 2) is not allowed within v. Moreover,
for each positive integer m, w occurs in %m(0), so the pattern P(w, 1) is allowed within %m(0). Therefore,
by Propositions 3.4.1 and 3.4.2 with Q = 4, d = 1 and k = n = 2, v does not contain monochromatic
arithmetic progressions of difference d′ = 2 ⋅ 4m ± 1 and length n′ = 4m + 2. This can also be written as
Av(2l ± 1) < 2l−1 + 2, for all odd integers l > 1. v
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4. MONOCHROMATIC ARITHMETIC PROGRESSIONS

IN AUTOMATIC SEQUENCES

In the previous chapter, we focused on long monochromatic arithmetic progressions appearing in Thue–
Morse-like infinite words. For some differences d, we determined A(d), namely, the maximum length
that a monochromatic arithmetic progression of difference d occurring in the considered infinite word
can have. Since these infinite words are automatic sequences arising from binary bijective substitutions,
it is natural to consider automatic sequences arising from other substitutions too.

In this chapter, we focus on fixed points of constant-length substitutions of alphabets of any finite
size, and their images under codings. We mainly consider two classes of substitutions with an explicit
group structure, which provides direct access to bounding A(d) for some specific values of d and allows
some asymptotic estimates. The first class is the class of bijective substitutions, which are generalisations
of the Thue–Morse substitution. To a bijective substitution, one can associate a finite group, namely, the
column group described in Section 2.4.7. The second class is the class of spin substitutions, which are
a particular type of non-bijective substitutions. To a spin substitution, one can associate a finite group
each of whose elements represents a different spin state that a letter of the associated alphabet can be
on (see Section 4.4). Apart from these two families, we also deal with non-bijective substitutions with a
‘supersubstitution’ structure; these are substitutions that are non-bijective but for which we can define a
bijective substitution of a different alphabet to obtain results about the original non-bijective substitution
(see Section 4.3).

In the case of fixed points of bijective substitutions, we prove the following result in Section 4.2.1.

Theorem 4.0.1. Let % be an aperiodic, primitive, bijective substitution. For any fixed point of %, there
exist an increasing sequence (dn) in ℕ and a real number � in (0, 1] for which A(dn) ≳ d�n .

In Section 4.2.2, we introduce the notion of g-palindromicity and show that, for g-palindromic sub-
stitutions, one gets � = 1 in Theorem 4.0.1, that is, the asymptotic growth of A(d) is at least linear in
d.

In the case of fixed points of spin substitutions we prove the following result in Section 4.4.4.

Theorem 4.0.2. Let � be a spin substitution arising from an L × L Vandermonde matrix. For the spin
coding of any fixed point of �, there exist an increasing sequence (dn) in ℕ and a real number � in (0, 1]
for which A(dn) ≳ d�n∕L.
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In particular, for the Rudin–Shapiro substitution, which is the simplest of the Vandermonde substi-
tutions with L = 2, we have � = 1, that is, the asymptotic growth of A(d) is at least linear in d.

Notice that Theorems 4.0.1 and 4.0.2 deal with lower bounds forA(d). Under somemild assumptions
on the substitution, one can also obtain upper bounds for A(d). In particular, sufficient conditions for
A(d) <∞ to hold, for all d, are given in Propositions 4.1.4 and 4.4.23. For a subclass of bijective substi-
tutions and for certain differences, explicit and computable upper bounds are given in Corollary 4.2.31
and Proposition 4.2.34.

The lower bounds we obtain depend only on the size c of the alphabet and the length L of the sub-
stitution. This allows one to associate a van der Waerden-type number W ((c, L),M) to a family of
bijective substitutions sharing these same attributes (this is done in Section 4.2.3).

This chapter is organised as follows. In Section 4.1 we introduce some preliminaries. In Section 4.2
we focus on bijective substitutions, extending the results on lower bounds in [2,90,91] and Theorems 3.3.8
and 3.3.9 in Chapter 3 to this family. This includes the class of symmetric morphisms in [54] and group
substitutions in [60]. In Section 4.2.3 we develop the notion of van der Waerden-type numbers for bi-
jective substitutions and provide explicit upper bounds. We use recurrence properties for substitutive
words and the results obtained in Section 4.2.1 to compute these bounds. Section 4.2.4 deals with up-
per bounds for A(d) for bijective substitutions with additional properties. Each result is illustrated with
examples, and Section 4.2.5 is completely devoted to the family of cyclic Thue–Morse substitutions. In
Section 4.3 we introduce non-bijective substitutions with supersubstitution structure. In Section 4.4, we
deal with spin substitutions. We begin with the case of the Rudin–Shapiro substitution in Sections 4.4.1
and 4.4.2, where we derive lower bounds using two combinatorial approaches, namely, the spin matrix
approach and the staggered substitution approach. The former extends to other automatic sequences de-
rived from other spin matrices. We carry this out in Section 4.4.3 in the case of a Hadamard matrix, and
in Section 4.4.4 in the case of a Vandermonde matrix.

4.1 Preliminaries

4.1.1 Column structure of constant-length substitutions

In this section we prove Proposition 4.1.1, which says how to determine the columns of a composition
of constant-length substitutions. In particular, for a composition of powers of a single substitution, we
obtain Proposition 4.1.2. These results are known (see [96, Section 5.1] and [77, Section 2]), but their
proof merits inclusion here because we will use them repeatedly.

Proposition 4.1.1. For a positive integer n, let %1, %2,… , %n be constant-length substitutions of lengths
L1, L2,… , Ln, respectively. Let l0 = 1 and, for i = 1, 2,… , n, let li = L1 ⋅ L2 ⋅ … ⋅ Li. Then,
for k = 0, 1,… ,ln − 1, the kth column of the substitution %1 ◦ %2 ◦ ⋯ ◦ %n is given by the functional
composition

[

%1 ◦ %2◦ ⋯ ◦ %n
]

k =
[

%1
]

k0
◦
[

%2
]

k1
◦⋯◦

[

%n
]

kn−1
,
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where the indices k0, k1,… , kn−1, which satisfy 0 ⩽ ki ⩽ Li+1 − 1, are the unique integers for which
k =

∑n−1
i=0 ki ⋅ li.

Proof. For n = 1 there is nothing to prove. We first prove the statement for n = 2. Observe that, for any
letter a ∈ A ,

%1
(

%2(a)
)

= %1
([

%2
]

0(a)
)

⋯ %1
([

%2
]

L2−1
(a)

)

and, for i = 0, 1,…L2 − 1,

%1
([

%2
]

i(a)
)

=
[

%1
]

0◦
[

%2
]

i(a) ⋯
[

%1
]

L1−1
◦
[

%2
]

i(a).

This implies that the kth column of %1 ◦ %2 is given by

[

%1 ◦ %2
]

k =
[

%1
]

k0
◦
[

%2
]

k1
,

where 0 ⩽ k0 ⩽ L1 − 1 and 0 ⩽ k1 ⩽ L2 − 1 are such that k = k1 ⋅L1 + k0, with a unique choice for k0
and k1. For n > 2, we define the substituion �n−1 = %1 ◦ %2◦ ⋯ ◦ %n−1, which has constant length ln−1,
and we write %1 ◦ %2◦ ⋯ ◦ %n as �n−1 ◦ %n. Then, using the result for n = 2, we see that the kth column
of �n−1 ◦ %n is given by

[

�n−1 ◦ %n
]

k =
[

�n−1
]

k0
◦
[

%n
]

k1
,

where 0 ⩽ k0 ⩽ ln−1 − 1 and 0 ⩽ k1 ⩽ Ln − 1 are such that k = k1 ⋅ ln−1 + k0, with a unique choice for
k0 and k1. An iterative application of the result for n = 2 completes the proof.

Proposition 4.1.2. Let % be a substitution of constant length L, and let n be a positive integer. For
k = 0, 1,… , Ln − 1, the kth column of the substitution %n is given by

[

%n
]

k =
[

%
]

k0
◦
[

%
]

k1
◦⋯◦

[

%
]

kn−1
,

where [kn−1,… , k1, k0] is the base-L representation of k (perhaps extended by non-significant 0’s).

Proof. The result follows directly from Proposition 4.1.1.

Example 4.1.3. Let %1 and %2 be the binary substitutions

%1 ∶
a ⟼ a b ,
b ⟼ a a ,

and %2 ∶
a ⟼ b a a ,
b ⟼ a b a ,

of constant length L1 = 2 and L2 = 3, respectively.

First, consider the substitution %41, which is a substitution of constant-length 16. Given that the binary
representation of 13 is [1, 1, 0, 1], the 13th column of %41 is given by

[

%41
]

13 =
[

%1
]

1 ◦
[

%1
]

0 ◦
[

%1
]

1 ◦
[

%1
]

1 ,
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by Proposition 4.1.2. This turns out to be

[

%41
]

13 ∶
a ⟼ b ,
b ⟼ b .

Now, consider the substitution %32, which is a substitution of constant length 27. Given that the ternary
representation of 7 is [0, 2, 1] (observe the non-significant 0), the 7th column of %32 is given by

[

%32
]

7 =
[

%2
]

1 ◦
[

%2
]

2 ◦
[

%2
]

0 ,

by Proposition 4.1.2. This turns out to be

[

%32
]

7 ∶
a ⟼ a ,
b ⟼ a .

Finally, consider the substitution %1◦ %2, which is a substitution of constant length 6. We can apply
Proposition 4.1.2 with l1 = L1 = 2 and l2 = L1L2 = 6. We obtain the unique representation of 5 in
the form k1l1 + k0l0, where 0 ⩽ k1 ⩽ 2 and 0 ⩽ k0 ⩽ 1, by choosing k1 = 2 and k0 = 1. Then, the 5th
column of the substitution %1◦ %2 is given by

[

%1 ◦ %2
]

5 =
[

%1
]

1 ◦
[

%2
]

2 ,

by Proposition 4.1.1. This turns out to be

[

%1 ◦ %2
]

5 ∶
a ⟼ b ,
b ⟼ b .

v

4.1.2 Monochromatic arithmetic progressions in substitution fixed points

We recall from Section 2.3 that an infinite word w ∈ Aℕ0 contains a monochromatic arithmetic pro-
gression of difference d and length M , if there exists a starting position n such that wn = wn+kd ,
for k = 0, 1,… ,M − 1. The monochromatic arithmetic progression is infinite if wn = wn+kd , for
k = 0, 1,… . The maximum length that a monochromatic arithmetic progression of difference d which
appears in w can have is denoted by Aw(d), or by A(d) if the infinite word is clear from the context.

We find convenient to adapt Corollary 3.1.5 from Section 3.1.4 for the purposes of this chapter. This
result gives sufficient condition for the finiteness of A(d), for all positive integers d, for a fixed point w
in terms of the columns of %.

Proposition 4.1.4. Let % be an aperiodic, primitive, constant-length substitution of height 1, and let w
be a fixed point of any power of %. Then, A(d) < ∞ for all positive integers d if, and only if, % does not
admit a coincidence.
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This finiteness result carries over to codings of certain substitution fixed points; see Section 4.4 for
the treatment of the Rudin–Shapiro substitution and its generalisations.

4.1.3 Notation

We recall from Section 2.1 the following notation concerning asymptotics of non-negative functions.
Let f, g∶ ℕ → ℝ be non-zero functions. We write f (n) ∼ g(n), if limn→∞ |f (n)∕g(n)| = 1. We write
f (n) ≳ g(n), if f (n) grows asymptotically at least as g(n) grows, or in other words, if there exists a
non-zero function ℎ∶ ℕ → ℝ with f (n) ⩾ ℎ(n) and ℎ(n) ∼ g(n).

4.2 Primitive bijective substitutions

Throughout this section, we will consider constant-length substitutions which are aperiodic, primitive
and bijective. We will also require that the leftmost column of the considered substitutions is equal to the
identity. This is a natural constraint for a bijective substitution % and can be achieved by taking a suitable
power of % (compare Examples 4.2.4 and 4.2.8). The primitivity condition implies that all the points in
the subshift of % have the same language, which in turns implies that our results apply to every point in
the subshift. The aperiodicity condition is natural for a primitive substitution %, otherwise every point in
the subshift of % contains infinitely long monochromatic arithmetic progressions, for certain differences.

The following is a version of Proposition 4.1.4 for bijective substitutions which does not need the
height-1 condition. The proof is based on results from [76, 84]. Recall from Section 3.1 that, for a
primitive substitution %, we can equivalently consider monochromatic arithmetic progressions in one-
sided or in two-sided fixed points of %, and that for any such fixed point there is a corresponding tiling of
the real line.

Proposition 4.2.1. Let % be an aperiodic, primitive and bijective substitution. Every monochromatic
arithmetic progression in a fixed point of a power of % has finite length.

Proof. Letw be a fixed point of a power of %. Sincew is not periodic, the corresponding tiling of the real
line is neither periodic and, by Lee–Moody–Solomyak’s overlap algorithm [76, Theorem 4.7, Lemma
A.9], % has not pure point dynamical spectrum. Then, by Theorem 3.1.1, w does not contain infinitely
long monochromatic arithmetic progressions.

4.2.1 Lower bounds and polynomial growth of A(d)

In this section, we provide lower bounds for A(d) for specific values of d. The main result is Proposi-
tion 4.2.2, which shows that, for fixed points of an aperiodic, primitive, bijective substitution, there exists
a sequence of differences d for which A(d) grows at least polynomially in d.
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Proposition 4.2.2. Let % be an aperiodic, primitive, bijective substitution of length L with
[

%
]

0 = id and
column group G. Then, for any fixed point of % and for every positive integer n,

Ln ⩽ A
(

Ln|G| − 1
Ln − 1

)

<∞.

Proof. To prove the lower bound for n = 1, we consider the substitution %|G|, which has length L|G|. Let
i0, i1,… , iL−1 be an arithmetic progression of difference

d = L|G| − 1
L − 1

=
|G|−1
∑

j=0
Lj ,

where ik = k d, for k = 0, 1,… , L − 1. Then the base-L representation of ik is [k, k,… , k], which
implies that the ikth column of %|G| is equal to the identity. Indeed,

[

%|G|
]

ik
=
[

%
]

k ◦ ⋯ ◦
[

%
]

k =
[

%
]

|G|
k = id,

where the first equality holds by Proposition 4.1.2, and the last equality holds because g|G| = id, for
every group element g ∈ G. Since %|G| has L columns equal to the identity substitution distributed
in arithmetic progression of difference d, any fixed point of % contains a monochromatic arithmetic
progression of difference d and length at leastL. This completes the proof for the lower bound for n = 1.

The previous argument extends to every positive integer n because, since % has a column which is
equal to the identity substitution (the leftmost column), the column group of % is equal to the column
group of %n (see [28]). This implies that, for a fixed positive integer n, we can consider the substitution
%n|G| and the arithmetic progression ik = k d, for k = 0, 1,… , Ln −1, where the difference is now given
by

d = Ln|G| − 1
Ln − 1

=
|G|−1
∑

j=0
Lnj .

Finally, the finiteness of A(d) follows by Proposition 4.1.4, for every positive integer n.

The following is an immediate consequence of Proposition 4.2.2.

Corollary 4.2.3. Let % be an aperiodic, primitive, bijective substitution of length L with
[

%
]

0 = id and
column group G. Then, for every fixed point of %, A(dn) ≳ d�n , where

� = 1
|G| − 1

and dn =
Ln|G| − 1
Ln − 1

,

for all positive integers n.

Theorem 4.0.1 follows directly from Corollary 4.2.3. In Section 6.1.3, we will prove a generalisation
of Proposition 4.2.2 andCorollary 4.2.3 in the context of higher-dimensional words, whichwill be defined
in that section (see Proposition 6.1.16 and Corollary 6.1.17).
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Example 4.2.4. Let % be the three-letter substitution of length L = 3 given by

%∶
a ⟼ a b b ,
b ⟼ b a c ,
c ⟼ c c a .

The columns of % are the permutations
[

%
]

0 = id,
[

%
]

1 = (ab) and
[

%
]

2 = (abc), written using disjoint
cycle notation. The group G generated by these columns is the symmetric group S3, so |G| = 6. Since
% satisfies the conditions in Proposition 4.2.2, we see that A(dn) ⩾ 3n, for all positive integers n, where

dn =
36n − 1
3n − 1

= 1 + 3n + 32n + 33n + 34n + 35n.

Hence, along this sequence of differences, A(dn) grows at least like d
1∕5
n . For instance, for n = 1 and

n = 2, Proposition 4.2.2 says that A(d1) ⩾ 3 and A(d2) ⩾ 9, respectively. A computer-assisted search
provided us with the exact values A(d1) = 8 and A(d2) = 12. Details on how to compute exact values
can be found in Appendix A. v

In the proof of Proposition 4.2.2, we used the fact that g|G| is equal to the identity, for every permuta-
tion g ∈ G. We note that replacing the group order |G| with the least common multiple of the elements
of the set {ord(g)∶ g ∈ G}, where ord(g) is the order of g as a group element, we get the same lower
bound. Thus, we have another immediate corollary of Proposition 4.2.2.

Corollary 4.2.5. Let % be an aperiodic, primitive, bijective substitution of lengthL with
[

%
]

0 = id. Then,
for any fixed point of % and for every positive integer n,

Ln ⩽ A
(

Ln� − 1
Ln − 1

)

<∞,

where � = lcm{ord(g)∶ g ∈ G} with G the column group of %.

Example 4.2.6. Consider the four-letter substitution of length L = 3

%∶

a ⟼ a b b ,
b ⟼ b c a ,
c ⟼ c a d ,
d ⟼ d d c ,

with columns given by the permutations
[

%
]

0 = id,
[

%
]

1 = (abc) and
[

%
]

2 = (ab)(cd). The group G
generated by these columns is the alternating group A4, which consists of |G| = 12 elements. Since %
satisfies the conditions in Proposition 4.2.2, we see that A(dn) ⩾ 3n, for all positive integers n, where

dn =
312n − 1
3n − 1

= 1 + 3n + 32n +…+ 311n.

Hence A(dn) ≳ d
1∕11
n . However, by Corollary 4.2.5, instead of the group order |G|, we can use the least

commonmultiple of the elements ofA4, which is 6. Then we see thatA(dn) ⩾ 3n, for all positive integers
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n, where
dn =

36n − 1
3n − 1

= 1 + 3n + 32n + 33n + 34n + 35n.

Consequently A(dn) ≳ d
1∕5
n . Observe that this asymptotic estimate is better, since d1∕5n > d1∕11n . v

Proposition 4.2.2 applies to aperiodic, primitive, bijective substitutions with the leftmost column
equal to the identity. As we mentioned earlier, the later condition is not restrictive for a bijective substi-
tution % because there always exist a positive integer n for which the leftmost column of %n is equal to
the identity. Consequently, Proposition 4.2.2 can be re-stated as follows.

Proposition 4.2.7. Let % be an aperiodic, primitive, bijective substitution of lengthL. Then, for any fixed
point of % and for every positive integer n,

Ln ⩽ A
(

Ln|G| − 1
Ln − 1

)

<∞,

where G is the column group of the least power of % with leftmost column equal to the identity.

Notice that Corollary 4.2.3 and Corollary 4.2.5, which follow from Proposition 4.2.2, can be con-
verted to corollaries of Proposition 4.2.7 considering thatG is the group generated by the columns of the
least power of % with leftmost column equal to the identity.

To illustrate Proposition 4.2.7 we consider a substitution that we found in [15, Example 3.8].

Example 4.2.8. Consider the four-letter substitution

%∶

a ⟼ a d ,
b ⟼ b c ,
c ⟼ d a ,
d ⟼ c b ,

which is aperiodic, primitive and bijective. Since
[

%
]

0 is not equal to the identity, we cannot apply
Proposition 4.2.2. Notice that the group generated by the columns of %, given by

[

%
]

0 = (cd) and
[

%
]

1 = (adbc), is isomorphic to the dihedral group D4, which has order 8 and it is not Abelian.

The first power of % with leftmost column equal to the identity is %2,

%2 ∶

a ⟼ a d c b ,
b ⟼ b c d a,
c ⟼ c b a d ,
d ⟼ d a b c .

The column group G of %2, generated by
[

%2
]

1 = (ad)(bc),
[

%2
]

2 = (ac)(bd) and
[

%2
]

3 = (ab)(cd), is
isomorphic to Klein’s four-group of order 4 (hence it is Abelian). Then, by Proposition 4.2.7, we see that
A(dn) ⩾ 2n, for all positive integers n and differences of the form

dn =
24n − 1
2n − 1

= 1 + 2n + 22n + 23n.
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So A(dn) ≳ d1∕3n . A better asymptotic behavior can be obtained by the obvious corollary of Proposi-
tion 4.2.7 which is analogous to Corollary 4.2.5. Since all the non-identity elements of G have order 2,
we have that A(dn) ⩾ 2n, for all positive integers n and differences

dn =
22n − 1
2n − 1

= 1 + 2n.

So A(dn) ≳ dn, and observe that dn > d
1∕3
n . v

4.2.2 Lower bounds and linear growth of A(d)

By Proposition 4.2.2 (and directly by Corollary 4.2.3), we notice that, for |G| = 2, there exists a sequence
of differences, namely, (Ln+1), for whichA(d) grows linearly in d. This is exactly the subfamily treated
in Chapter 3 for Thue–Morse-like substitutions. In Proposition 4.2.11, we provide another sufficient
condition for a bijective substitution (now of a possibly larger alphabet) to admit an infinite sequence of
differences along which A(d) grows linearly in d. We begin with the following definition.

Definition 4.2.9. Let % be a bijective substitution of length L with Abelian column group G. If there
exists g ∈ G such that

[

%
]

i◦
[

%
]

L−1−i = g, for all 0 ⩽ i ⩽ L−1, we say that % is g-palindromic. If g = id,
we say that % is inverse palindromic.

Example 4.2.10. Consider the Thue–Morse substitution %∶ 0 ⟼ 01, 1 ⟼ 10. For a ∈ {0, 1}, the
word %n(a) is symmetric or antisymetric under reflection if n is even or odd, respectively (see Lemma 3.2.2).
This implies that, for every positive integer n, %n is inverse palindromic if n is even, and g-palindromic
otherwise, where g = (0, 1) is the non-identity element of C2, the column group of %.

More generally, as we will see in Section 4.2.5, one can define an L-letter Thue–Morse substitution
%, for an integer L > 1 (for L = 2, we have the classical Thue–Morse substitution). We will see that,
for every positive integer n, %n is gn(L−1)-palindromic, or equivalently, g−n-palindromic, where g is the
generator of CL that corresponds to adding 1 (mod L). In particular, %L is inverse palindromic. v

Proposition 4.2.11. Let % be an aperiodic, primitive, bijective substitution of length L. Suppose that the
column group G of % is Abelian and that % is g-palindromic, for g ∈ G. Then, for any fixed point of %,

Ln ⩽ A
(

Lnl − 1
Ln + 1

)

<∞,

for every positive integer n and even positive integer l.

Proof. To prove the lower bound for n = 1 and l an even positive integer, we consider the substitution
%l, which has length Ll. Let i1, i2,… , iL be an arithmetic progression of difference

d = Ll − 1
L + 1

=
l−1
∑

j=0
(−1)j+1Lj ,
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where ik = k d, for k = 1, 2,… , L. Using the identity

k
l−1
∑

j=0
(−1)j+1Lj = (k − 1)

l−2
2
∑

j=0
L2j+1 + (L − k)

l−2
2
∑

j=0
L2j ,

we see that the base-L representation of ik is [k − 1, L − k, k − 1, L − k,… , k − 1, L − k], with all the
even digits equal to L − k, and all the odd digits equal to k − 1. Then, the ikth column of %l is given by

[

%l
]

ik
=

[

%
]

L−k ◦
[

%
]

k−1 ◦ ⋯ ◦
[

%
]

L−k ◦
[

%
]

k−1 =

=
[

%
]

L−k ◦
[

%
]

L−1−(L−k)
=g

◦ ⋯ ◦
[

%
]

L−k ◦
[

%
]

L−1−(L−k)
=g

= g
l
2 ,

where the first equality holds by Proposition 4.1.2, and the last equality holds because % is g-palindromic.
So %l has L equal columns distributed in arithmetic progression of difference d, which implies that any
fixed point of % contains a monochromatic arithmetic progression of difference d and length at least L.
Hence, for n = 1, A(d) ⩾ L, as required.

To prove the claim for an integer n ⩾ 2, it suffices to show that %n is gn-palindromic when % is
g-palindromic. Notice that %n has length Ln. Let [in−1,… , i1, i0] be the base-L representation of an
integer i ∈ {0, 1,… , Ln − 1}. It is easy to check that the base-L representation of Ln − 1 − i is
[L − 1 − in−1,… , L − 1 − i1, L − 1 − i0]. Then

[

%n
]

i ◦
[

%n
]

Ln−1−i =
([

%
]

i0
◦ ⋯ ◦

[

%
]

in−1

)

◦
([

%
]

L−1−i0
◦ ⋯ ◦

[

%
]

L−1−in−1

)

=

=
[

%
]

i0
◦
[

%
]

L−1−i0
=g

◦ ⋯ ◦
[

%
]

in−1
◦
[

%
]

L−1−in−1
=g

= gn,

where the first equality holds by Proposition 4.1.2, the second equality holds because G is Abelian, and
the last equality holds because % is g-palindromic. So %n is gn-palindromic. Then, following the same
steps as for n = 1, we see that, for k = 1, 2,… , Ln and

d = Lnl − 1
Ln + 1

,

the base-Ln representation of ik = kd is [k−1, Ln−k,… , k−1, Ln−k], which implies that
[

%nl
]

ik
= g

nl
2 .

This implies that any fixed point of %n contains a monochromatic arithmetic progression of difference d
and length at least Ln. Hence, for all integers n ⩾ 2, A(d) ⩾ Ln, as required.

Finally, the finiteness of A(d) follows by Proposition 4.1.4, for every positive integer n.

Notice that if we pick l = 2|G| in Proposition 4.2.11, we get an analogue of Proposition 4.2.2 for
another family of differences.

Remark 4.2.12. We observe that there are substitutions for which the monochromatic arithmetic progres-
sion found in Proposition 4.2.11 can be extended by one or by two. From the base-L representations of 0d
and (L+1)d, which are [0,… , 0] and [L−1,… , L−1], respectively, it is easy to see that

[

%l
]

0d =
[

%
]l
0
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and
[

%l
]

(L+1)d =
[

%
]l
L−1. This implies that, if either

[

%
]2
0 or

[

%
]2
L−1 is equal to g, then A(d) ⩾ Ln + 1,

and if furthermore
[

%
]

0 =
[

%
]

L−1, then A(d) ⩾ Ln + 2, for every positive integer n. v

The following is an immediate consequence of Proposition 4.2.11.

Corollary 4.2.13. Let % be an aperiodic, primitive, bijective substitution of length L. Suppose that the
column group G of % is Abelian and that % is g-palindromic, for g ∈ G. Then, for every fixed point of %,
A(dn) ≳ d�n , where

� = 1
l − 1

and dn =
Lnl − 1
Ln + 1

,

for all positive integers n and even positive integers l. In particular, if l = 2, then A(dn) ≳ dn for
differences of the form dn = Ln − 1.

Example 4.2.14. Consider the following aperiodic, primitive and bijective substitution,

%∶
a ⟼ a c a b a ,
b ⟼ b a b c b ,
c ⟼ c b c a c .

Observe that the columns of % satisfy
[

%
]

0 =
[

%
]

2 =
[

%
]

4 = id and
[

%
]

1 =
[

%
]−1
3 = (acb). Hence, % is

inverse palindromic. The column group of %, which is generated by
[

%
]

1 and
[

%
]−1
1 , is isomorphic to C3,

which is Abelian. Then, by Proposition 4.2.11 and Remark 4.2.12 withL = 5, we see thatA(dn) ⩾ 5n+2,
where

dn =
5nl − 1
5n + 1

= 5(l−1)n − 5(l−2)n +⋯ + 5n − 1,

for every positive integer n and even positive integer l. In particular, A(dn) ≳ d for dn = 5n − 1, by
Corollary 4.2.13. v

We finish this section with an example that illustrates why the Abelian assumption is necessary in
Proposition 4.2.11.

Example 4.2.15. Consider the length-5 substitution % given by

%∶
a ⟼ a b b c a ,
b ⟼ b c a a b ,
c ⟼ c a c b c .

Since the columns of % are given by
[

%
]

0 =
[

%
]

4 = id,
[

%
]

1 =
[

%
]−1
3 = (abc) and

[

%
]

2 = (ab), we see that
% is inverse palindromic. Moreover, it can be easily verified that its column group is isomorphic to the
symmetric groupS3, which is not Abelian. Observe that the second part of the proof of Proposition 4.2.11
requires %n to be inverse palindromic, for every positive integer n. However, %2 is not inverse palindromic,
as can be verified by direct inspection. In fact, %2 is not g-palindromic for any g ∈ G, where G is
the column group of %2, which is equal to the column group of %. More precisely, one can check that
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[

%2
]

i ◦
[

%2
]

24−i = id, for all i ∈ {0, 1,… , 24} ⧵ {7, 11, 13, 17}, whereas

[

%2
]

7 ◦
[

%2
]

17 =
([

%2
]

17 ◦
[

%2
]

7

)−1 = (abc) ,
[

%2
]

11 ◦
[

%2
]

13 =
([

%2
]

13 ◦
[

%2
]

11

)−1 = (abc)−1 .

v

4.2.3 Van der Waerden-type numbers

In Section 2.3 we stated Van der Waerden’s theorem (Theorem 2.3.3), which says that, for every positive
integers c andM , there exists a positive integer n such that any colouring of {1, 2,… , n} with c many
colours contains a monochromatic arithmetic progression of lengthM . The smallest threshold of n, for
given values of c andM , is the van der Waerden number W (c,M). In this section, we define van der
Waerden-type numbers for automatic sequences arising from aperiodic primitive bijective substitutions,
and provide explicit upper bounds.

We recall from Section 2.2.5 that an infinite word x is linearly recurrent if all finite subword u of
x appears in x infinitely often, bounded by gaps that are linear in |u|, that is, there exists a positive
constant Rx such that the distance between any two occurrences of u is at most Rx|u|. We say that Rx
is a linear recurrence constant for x. Since the fixed points of a primitive substitution % are linearly
recurrent (Theorem 2.4.36), and moreover, one can find an Rx that is independent of x and depends only
on % [40, Theorem 18], we can associate a linear recurrence constant to %, and denote it by R = R%,
which is a linear recurrence constant for any fixed point x of %. In that case, we say that % is linearly
recurrent for the constant R.

Let x be an infinite word and u a subword of x. We say that a word v is a return word to u if vu is a
subword of x which has u as a prefix and contains exactly two occurrences of u. The following is a well
known result on the linear recurrence constant for primitive substitutions (see [40, 42]).

Theorem 4.2.16. An aperiodic, primitive substitution % of constant length L is linearly recurrent for the
constant R = LK , where K is the maximum length of a return word to a two-letter legal word for %.
Furthermore, every legal word of length n occurs in every legal word of length (R + 1)n.

Example 4.2.17. Consider the Thue–Morse substitution %∶ 0 ⟼ 01, 1 ⟼ 10. The words of length
2 in its language are 00, 01, 10 and 11. It can be checked that the longest return words to these four
words have length 8. So, by Theorem 4.2.16 with L = 2 and K = 8, % is linearly recurrent for the
constant R = 16. Using Walnut software [82] it is possible to show that the optimal constant is R = 9
(see [43, Example 3.13]). Therefore, every word in the language of % appears in every word that is 10
times longer, by Theorem 4.2.16. v

Definition 4.2.18. Consider the class of aperiodic, primitive, bijective substitutions of an alphabet of size
c which have length L and leftmost column equal to the identity, and denote the set of all fixed points of
substitutions from this class byℬ(c, L).
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Remark 4.2.19. Observe that Definition 4.2.18 implicitly assumes that c, L ⩾ 2, otherwise ℬ(c, L) is
not a well-defined class. Therefore, we will assume this condition whenever we refer toℬ(c, L), even if
we do not state it explicitly. v

One can compute R in Theorem 4.2.16, which works for all infinite words inℬ(c, L), by computing
an upper bound for the constant K that depends only on c and L. For this we introduce the notion of an
‘induced substitution’.

Let % be an aperiodic, primitive, bijective substitution of constant length L of an alphabet A , and let
ℒ be the language of %. For the remainder of this section (Section 4.2.3), we denote by A2 the set of
right-collared words given by

{ab ∶ a, b ∈ A and ab ∈ ℒ},

and we denote by %2 the level-2 induced substitution of constant length L of the alphabet A2 that arises
from % and respects the collaring. For an introduction to induced substitutions we refer the reader to [17,
Section 4.8.3]. We illustrate the idea with the following example.

Example 4.2.20. Consider the Thue–Morse substitution %∶ 0 ⟼ 01, 1 ⟼ 10. The level-2 induced
substitution arising from % is the substitution %2 of the alphabet A2 = {00, 01, 10, 11} given by

%2 ∶

00 ⟼ 01 10 ,
01 ⟼ 01 11 ,
10 ⟼ 10 00 ,
11 ⟼ 10 01 .

Since % is primitive, %2 is also primitive (see [17, Proposition 4.14]). The fixed points of %2 are

01 11 10 01 10 00 01 11⋯ and 10 00 01 10 01 11 10 00⋯ ,

which can be obtained from the fixed points of % by considering consecutive (overlapping) two-letter
subwords. v

Now, we recall Wielandt’s theorem on the upper bound for the index of primitivity of a primitive
substitution (Theorem 2.4.2). Let % be a primitive substitution of an alphabet A of size c. Wielandt’s
theorem implies that, for every letter a ∈ A , all the letters in A are subwords of the word %n(a), where
n = c2 − 2c + 2.

Combining Theorem 4.2.16with Theorem 2.4.2, we obtain a linear recurrence constant for the infinite
words in the classℬ(c, L).

Proposition 4.2.21. Let c and L be two integers with c, L ⩾ 2. A linear recurrence constant for every
word inℬ(c, L) is

R = 2Ln − L,

where n = c4 − 2c2 + 3.
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Proof. Let x ∈ ℬ(c, L) and let % be the corresponding substitution of which x is a fixed point. So % is
aperiodic, primitive and bijective with

[

%
]

0 = id, it has length L, and it is defined on an alphabet A of
size c. Let %2 be the level-2 induced substitution arising from %. Notice that A2, the alphabet on which
%2 is defined, has size at most c2. So, by Wielandt’s bound, for every ab ∈ A2, the word %

m
2 (ab) contains

all the collared words in A2, where m = c4 − 2c2 + 2. Then any two consecutive level-m superwords of
%2 contain two occurrences of each ab ∈ A2 (possibly at the borders), so the longest return word to ab
has length at most 2Lm − 1. Consequently, all level-m superwords of % admit at least one occurrence of
each two-letter word ab that is legal for %, and the longest return word to ab has length at most 2Lm − 1.
Notice that we can write x as a concatenation of level-m superwords of %. The claim then follows by
applying the formula in Theorem 4.2.16 with k = 2Lm − 1.

Remark 4.2.22. We comment on the generality of the proof of Proposition 4.2.21. First, notice that it
only depends on the size c of the alphabet and the length L of the substitution, and hence it gives a linear
recurrence constant for all substitutions in the class considered in this section, parametrised by c and L.
Second, since bijectivity is invoked nowhere in the proof, the bound found can be used for more general
classes of substitutions. v

Notice that, for any c and L (both ⩾ 2), the setℬ(c, L) is a non-empty proper subset of Aℕ0 . The
following result follows from van der Waerden’s theorem.

Proposition 4.2.23. For every positive integers c,L andM , where c, L ⩾ 2, there exists a positive integer
n such that every length-n subword of every element of ℬ(c, L) contains a length-M monochromatic
arithmetic progression.

Proof. For every infinite wordw0w1w2⋯ inℬ(c, L) and every non-negative integer k, the infinite word
wkwk+1wk+2⋯ has a prefix of lengthW (c,M) containing a monochromatic arithmetic progression of
lengthM , whereW (c,M) is the classical van der Waerden number. Hence, choosing n = W (c,M) we
fulfil the requirements of the proposition.

Definition 4.2.24. Let c, L andM be positive integers with c, L ⩾ 2. We call the smallest threshold for
the number n predicted by Proposition 4.2.23 a van der Waerden-type number forℬ(c, L). We denote it
byW (ℬ(c, L),M).

It is clear that an upper bound forW (ℬ(c, L),M) is the classical van derWaerden numberW (c,M).
As mentioned in Section 2.3, very few van der Waerden numbers are known, and furthermore, the best
known upper bound forW (c,M), which is due to Gowers, is superexponential [61]. Here we find better
upper bounds forW (ℬ(c, L),M), which depend on c, L andM .

Proposition 4.2.25. Let c, L andM be positive integers with c, L ⩾ 2. Then

W (ℬ(c, L),M) ⩽ (R + 1)Lkc!,

where k = ⌈logLM⌉ and R = 2Ln − L with n = c4 − 2c2 + 3.
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Proof. By Proposition 4.2.2, any x ∈ℬ(c, L) satisfies, for every positive integer n, A(dn) ⩾ Ln, where

dn =
Ln|G| − 1
Ln − 1

,

with G the column group of the corresponding substitution of which x is a fixed point. Let k be the least
non-negative integer n such that Ln ⩾M ; observe that we can write k as ⌈logLM⌉. Then

A(dk) ⩾ Lk ⩾M.

Since the monochromatic arithmetic progression from the proof of Proposition 4.2.2 starts at position 0,
the infinite word x has a prefix of length 1+(Lk−1) ⋅dk = Lk|G| containing a monochromatic arithmetic
progression of difference dk and lengthM .

From the discussion above, we know that x is linearly recurrent for some positive constant Rx. By
Theorem 4.2.16, all subwords of x of length Lk|G| (in particular the aforementioned prefix containing
the monochromatic arithmetic progression) appear in every subword of length (Rx + 1)Lk|G|. So every
subword of x of length (Rx + 1)Lk|G| contains a monochromatic arithmetic progression of difference dk
and lengthM . By Proposition 4.2.21, one can chooseRx to be 2Ln−L, where n = c4−2c2+3; notice that
this linear recurrence constant is valid for all elements ofℬ(c, L). Finally, since G is a subgroup of the
symmetric groupSc and |Sc| = c!, we have thatLk|G| ⩽ Lkc!. ThereforeW (ℬ(c, L),M) ⩽ (R+1)Lkc!,
as required.

Proposition 4.2.25 can be reformulated as follows: if % is an aperiodic, primitive, bijective substitution
of an alphabet of size c which has length L and

[

%
]

0 = id, andM is a positive integer, then every legal
word for % of length at least (R+ 1)Lkc! contains a monochromatic arithmetic progression of lengthM .

Example 4.2.26. Consider the case c = L = 2, generated by the Thue–Morse substitution, which has
two fixed points. In Example 4.2.17 we saw that 16 is a linear recurrence constant for this substitution,
and that the optimal linear recurrence constant is R = 9. Combining this result with Proposition 4.2.25
we obtainW (ℬ(2, 2),M) ⩽ 10 ⋅ 4k, where k = ⌈log2M⌉. Thus, the upper bounds for the first few van
der Waerden-type numbers are

W (ℬ(2, 2),M) ⩽ 640, forM = 6, 7, 8,
W (ℬ(2, 2),M) ⩽ 2560, for 8 < M ⩽ 16,
W (ℬ(2, 2),M) ⩽ 10240, for 16 < M ⩽ 32,
W (ℬ(2, 2),M) ⩽ 40960, for 32 < M ⩽ 64,
W (ℬ(2, 2),M) ⩽ 163840, for 64 < M ⩽ 128,

which are significantly lower than the respective known upper bounds for the general van der Waerden
numbersW (2,M). v

The bound for R established in Proposition 4.2.21 is far from optimal and hence, so is the bound for
ℬ(2, 2) given in Proposition 4.2.25. For example, for the familyℬ(2, 2) studied in Example 4.2.26, we
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obtain R ⩽ 212 − 2 = 4094 and consequently,

W (ℬ(2, 2),M) ⩽ 4095 ⋅ 4k, where k = ⌈log2M⌉,

which is a weaker bound than the bound obtained in Example 4.2.26 using the optimal value of the linear
recurrence constant (R = 9). It would be interesting to obtain a better method to compute the constant
R in Proposition 4.2.25 and hence, the upper bound forW (ℬ(c, L),M).

4.2.4 Upper bounds for A(d) for abelian bijective substitutions

The main result of this section is Proposition 4.2.30, where we establish an upper bound for A(d), for
aperiodic, primitive and bijective substitutions % with

[

%
]

0 = id. This upper bound holds for all substi-
tution lengths L and for all differences d not larger than some value that depends on %. We overcome
the restriction on d by restricting L to a subclass for which we provide an upper bound for A(d), for
all d (Proposition 4.2.34). We use this result to give lower bounds for van der Waerden-type numbers
W (ℬ(c, L),M), for certain values of L andM .

We start with the following lemma on transitive Abelian groups. The result follows easily from well-
known results on permutation groups, but we include a proof of the lemma as we did not find a reference
with the statement in the form given here. A group G of permutations of an alphabet A is transitive on
A if, for each a, b ∈ A , there exists g ∈ G such that g(a) = b.

Lemma 4.2.27. LetG be a group of permutations ofA that is transitive and Abelian, and let g1, g2 ∈ G.
If g1(a) = g2(a) for some a ∈ A , then g1 = g2.

Proof. We first show that the stabiliser in G of each letter a ∈ A , which is the subset of G given by
{f ∈ G ∶ f (a) = a}, is trivial. On the contrary, assume that, for each a ∈ A , there exists a permutation
f ∈ G different to the identity for which f (a) = a. By transitivity, for each b ∈ A , there is an element
ℎ ∈ G such that ℎ(a) = b and then, since G is Abelian,

f (b) = f (ℎ(a)) = ℎ(f (a)) = ℎ(a) = b.

This implies that f fixes every letter of A , which contradicts the fact f is not the identity.

Suppose now that, for some a ∈ A , there are g1, g2 ∈ G such that g1(a) = g2(a). Then g−12 g1(a) = a,
where g−12 is the inverse of g2, so g−12 g1 is an element of the stabiliser of a. Since the stabiliser contains
only the identity, we see that g1 = g2.

Next, we prove results regarding certain columns of a power of % under the existence of a monochro-
matic arithmetic progression of certain length in a fixed point of %.

Lemma 4.2.28. Let % be a primitive, bijective substitution of lengthLwith
[

%
]

0 = id and Abelian column
group. Let d and k be positive integers with d ⩽ Lk − 1 and let l = gcd (d, Lk). Suppose that a fixed
point of % contains a monochromatic arithmetic progression of difference d and length Lk

l
+1 starting at

position n. Then
[

%k
]

n+ml =
[

%k
]

n+ml+d , for all integersm for which 0 ⩽ n+ml < n+ml+d ⩽ Lk−1.
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Proof. Let w be a fixed point of % that contains a monochromatic arithmetic progression of difference d
and length Lk

l
+ 1 starting at position n. In other words, wn = wn+jd , for j = 0, 1,… , L

k

l
. Let S1 be the

set of equivalence classes mod Lk of integers that are congruent to n mod l. In other words,

S1 =
{

⟨m⟩Lk ∶ m ∈ ℤ, m ≡ n mod l
}

,

where ⟨ ⟩Lk denotes an equivalence class mod Lk. The fact that Lk is a positive multiple of l implies
that |S1| =

Lk

l
. Consider also the set S2 of equivalence classes mod Lk of integers of the form n + jd,

for all integers j ∈ X, where X = {0, 1,… , L
k

l
− 1}. In other words,

S2 =
{

⟨n + jd⟩Lk ∶ j ∈ X
}

.

Since d is a multiple of l, S2 ⊆ S1. In fact, S2 = S1. To prove this it suffices to show that |S2| =
Lk

l
, or

equivalently, that n + id ≢ n + jd mod Lk, for all distinct i, j ∈ X. On the contrary, assume that there
exists an integer t such that (j − i) d = tLk, or equivalently, (j − i) d

l
= t L

k

l
. Since l = gcd (d, Lk), this

implies that j − i is a multiple of L
k

l
, which is not possible because |j − i| ∈ X. Therefore, S2 = S1.

Now, consider the set S3 of equivalence classes mod Lk of integers of the form n + ml, where m is
an integer. In other words,

S3 =
{

⟨n + ml⟩Lk ∶ m ∈ ℤ
}

.

Since S3 ⊆ S1 and S1 = S2, we see that for each integer m, there exists an integer j ∈ X such that

n + ml ≡ n + jd mod Lk.

Let m be any integer for which 0 ⩽ n + ml < n + ml + d ⩽ Lk − 1. Then, there exist a non-negative
integer s and an integer j ∈ X such that

sLk + n + ml = n + jd and sLk + n + ml + d = n + (j + 1)d.

Observe that %k(ws) is the subword ofw starting at position sLk and ending at position sLk+Lk−1. So
the (n+ml)th and (n+ml+d)th letters of %k(ws) arewn+jd andwn+(j+1)d , respectively. By assumption,
wn+jd = wn+(j+1)d because j ∈ X, so wsLk+n+ml = wsLk+n+ml+d . In other words,

[

%k
]

n+ml(ws) =
[

%k
]

n+ml+d(ws) .

It is known that a bijective substitution % is primitive if, and only if, the column group of the least
power of %with a column equal to the identity is transitive [28,96]. So the column group of % is transitive
on A . Since it is also Abelian, using Lemma 4.2.27, we see that the columns

[

%k
]

n+ml and
[

%k
]

n+ml+d
(seen as permutations of A ) must coincide, as required.

We can relate the column equality result in the previous lemma with the existence of infinitely long
monochromatic arithmetic progressions in w.
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Lemma 4.2.29. Let % be a constant-length substitution of lengthL and letN be the least positive integer
such that, for every letter a, all the two-letter legal words for % occur in %N (a). Let d,M and l be positive
integers such that d ⩽ LM and l divides LM . Suppose that there exists a non-negative integer n such
that

[

%N+M
]

n+ml =
[

%N+M
]

n+ml+d , for all integers m for which 0 ⩽ n+ml < n+ml+d ⩽ LN+M −1.
Then every fixed point of % is periodic.

Proof. Let s and j be non-negative integers, let w be a fixed point of %, and let x be the subword of w
starting at position s + jd and ending at position s + (j + 1)d, that is, x = ws+jdws+jd+1⋯ws+(j+1)d .
Since |x| = d +1 ⩽ LM +1, there are two consecutive superwords of length LM containingw. In other
words, there exist letters a1, a2 ∈ A and words y, z ∈ A ∗ such that %M (a1a2) = yxz.

On the other hand, for every letter b ∈ A , the word %N (b) has all the two-letter legal words as
subwords. In particular, a1a2 is a subword of %N (b). So there exist words u, v ∈ A ∗ such that %N (b) =
ua1a2v. Then, x is a subword of %N+M (b). More precisely,

%N+M (b) = %M
(

%N (b)
)

= %M (u a1 a2 v) = %M (u) y x0 x1⋯ xd z %
M (v) ,

where we have written x as x0x1⋯ xd with xi = wi+s+jd , for i = 0, 1,… , d.

Let r be the position of x0 as a subword of %N+M (b). Then r = |%M (u)| + |y| = |u|LM + |y|. Since
|y| ⩽ 2LM − d − 1 and |u| ⩽ LN − 2, we have that r ⩽ LN+M − 1 − d. Furthermore, since LM is a
multiple of l, there exists a non-negative integer m such that r = n + ml, where n = |y|. This implies
that

0 ⩽ n + ml < n + ml + d ⩽ LN+M − 1.

Since n and m satisfy the condition in the statement, we have that
[

%N+M
]

n+ml =
[

%N+M
]

n+ml+d , so
x0 = xd , or in other words,ws+jd = ws+(j+1)d . Since this is true for all non-negative integers s and j, we
see that w can be written as w = ppp⋯, where p = w0w1⋯wd−1. Therefore, w is a periodic infinite
word, as required.

Using the previous two lemmas we establish an upper bound for A(d), for differences d satisfying
d ⩽ LM and gcd (d, LM ) = gcd (d, LN+M ), whereN andM are defined as in Lemma 4.2.29.

Proposition 4.2.30. Let % be an aperiodic, primitive, bijective substitution of length L with
[

%
]

0 = id
and Abelian column group. Let N be the least positive integer such that, for every letter a, all the two-
letter legal words for % occur in %N (a). Let d, M and l be positive integers such that d ⩽ LM and
l = gcd (d, LM ) = gcd (d, LN+M ). Then A(d) ⩽ LN+M

l
, for every fixed point of %.

Proof. Let w be any fixed point of %. Assume that there exists a non-negative integer n such that wn =
wn+jd , for j = 0, 1,… , L

N+M

l
. It follows from Lemmas 4.2.28 and 4.2.29 thatwmust be periodic, which

is impossible because % is an aperiodic substitution. So our initial assumption is false, which implies the
claim on A(d).
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Corollary 4.2.31. Let % be an aperiodic, primitive, bijective substitution of length L with
[

%
]

0 = id and
Abelian column group. Then, for every fixed point of % and for all positive integers n,

Ln ⩽ A
(

Ln|G| − 1
Ln − 1

)

⩽ Ln|G|+N ,

whereN is the least positive integer such that, for every letter a, all the two-letter legal words for % occur
in %N (a).

Proof. We proved the lower bound in Proposition 4.2.2. To prove the upper bound it suffices to apply
Proposition 4.2.30 withM = n|G| and

d = Ln|G| − 1
Ln − 1

= 1 + Ln +…+ Ln(|G|−1),

since this implies that d < LM and gcd(d, LM ) = gcd(d, LM+N ) = 1.

Remark 4.2.32. Observe that, from Lemma 4.2.21, N is bounded above by c4 − 2c2 + 3, where c is
the size of the alphabet (this is one more than Wielandt’s bound for the level-2 induced substitution, to
include the case when a collared word ab appears at the boundary).

Also, it is easy to see that |G| = c. Since % is primitive, there exists a power %m of % such that, for
any letter a ∈ A , the word %m(a) contains all the letters from A . Consequently, G has at least c different
elements g1, g2,… , gc . Since A has size c, for any g ∈ G and a ∈ A , there exists 1 ⩽ i ⩽ c such that
g(a) = gi(a) and, since G is Abelian, g = gi, by Lemma 4.2.27. Therefore, |G| = c, as required. v

Example 4.2.33. Consider the aperiodic, primitive, bijective substitution % of Example 4.2.14, whose
column groupG is isomorphic to the cyclic group C3, which is Abelian. The set of two-letter legal words
is {ab, ac, ba, bc, ca, cb} and by direct inspection, we see that all of them appear in %2(x), for x = a, b, c,

%2 ∶
a ⟼ a c a b a c b c a c a c a b a b a b c b a c a b a ,
b ⟼ b a b c b a c a b a b a b c b c b c a c b a b c b ,
c ⟼ c b c a c b a b c b c b c a c a c a b a c b c a c .

By Corollary 4.2.31 with L = 5, |G| = 3 andN = 2, we have

5n ⩽ A(25n + 5n + 1) ⩽ 25 ⋅ 53n,

for every positive integer n. v

The result given in Proposition 4.2.30 holds, for an arbitrary substitution length L, only for certain
differences d. Next, we give a subclass of lengths for which it is possible to establish an upper bound for
A(d), for all d.

Proposition 4.2.34. Let % be an aperiodic, primitive, bijective substitution with
[

%
]

0 = id and Abelian
column group, and letN be the least positive integer such that, for every letter a, all the two-letter legal
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words for % occur in %N (a). Suppose that the length L of % can be factorised as pn11 p
n2
2 ⋯ pntt with primes

p1 < p2 <… < pt and positive integers n1 ⩽ n2 ⩽… ⩽ nt.

Then, for each positive integer d, there exists a positive integerM such that d ⩽ LM and gcd(d, LM ) =
gcd(d, LN+M ). Furthermore, for every fixed point of %, A(d) ⩽ LN+1dB, where B = logL

n1 log p1
.

Proof. We can chooseM such that pn1(M−1)
1 ⩽ d < pn1M1 . Then d < pn1M1 < pn2M2 <… < pntMt < LM ,

so d ⩽ LM holds. Since pniMi does not divide d, for i = 1, 2,… , t, we see that

gcd
(

d, pniMi
)

= gcd
(

d, pni(N+M)
i

)

,

which implies that gcd(d, LM ) = gcd(d, LN+M ). Furthermore, A(d) ⩽ LN+M = LN+1LM−1, by
Proposition 4.2.30. Since L =

(

pn11
)B, where

B =
logL
n1 log p1

,

then LM−1 =
(

pn11
)(M−1)B ⩽ dB, and so A(d) ⩽ LN+1dB, as required.

In particular, if L is a power of a prime, then t = 1, so B = 1 and A(d) ⩽ LN+1d. We can leverage
the previous proposition to obtain lower bounds for van der Waerden-type numbersW (ℬ(c, L),M), for
certain values of L andM .

Corollary 4.2.35. Let c and k be positive integers and letL = pn11 p
n2
2 ⋯ pntt , for primes p1 < p2 <… < pt

and positive integers n1 ⩽ n2 ⩽… ⩽ nt. Then

W (ℬ(c, L),M) > (M − 1)k + 1,

whereM = LN0+1k⌈B⌉ + 1 withN0 = c4 − 2c2 + 3 and B =
logL
n1 log p1

.

Proof. We will prove the stronger statement that there exists an x ∈ ℬ(c, L) such that none of the
subwords of x of length (M − 1)k + 1 contains a monochromatic arithmetic progression of lengthM .

Consider a substitution %, which is aperiodic, primitive and bijective of length L with
[

%
]

0 = id
and Abelian column group G. First, we prove that such a substitution always exists. Without loss of
generality, we can force G to be the cyclic group Cc of order c, which is Abelian and transitive on
A = {0, 1,… , c − 1}. Transitivity is already sufficient to ensure primitivity [28, Proposition 2.3].

It remains to construct an aperiodic bijective substitution with that group profile, for any given length.
By Theorem 2.4.28, a sufficient condition for the aperiodicity of a primitive and bijective substitution is
the existence of two length-two legal words which share the same starting letter or the same ending letter.

If L = 2, we choose
[

%
]

0 = id and
[

%
]

1 = (1, 2,… , 0), which generates G. This implies that
%2(c−1) = (c−1)001, so 00 and 01 are both legal words for %, hence % is aperiodic. If L ⩾ 3, we choose
[

%
]

0 =
[

%
]

1 = id and
[

%
]

2 = (1, 2,… , 0), and we fill the other columns with any permutations from Cc .
By construction, we immediately see that 00 and 01 are both legal words for %, hence % is aperiodic.
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Let x be a fixed point of % and let N be the least positive integer such that, for every a ∈ A , all the
two-letter legal words for % occur in %N (a). By the argument of Proposition 4.2.21, we see thatN ⩽ N0.
By Proposition 4.2.34, Ax(d) ⩽ LN+1d⌈B⌉, for every positive integer d, so Ax(d) ⩽ LN0+1d⌈B⌉.

If d ⩽ k, we have that Ax(d) ⩽ LN0+1k⌈B⌉ and consequently, x does not contain monochromatic
arithmetic progressions of difference d and length LN0+1k⌈B⌉ + 1 = M . If d > k, the monochromatic
arithmetic progressions of difference d and length M span as long as LN0+1d⌈B⌉d + 1 and cannot be
contained in a subword of length LN0+1k⌈B⌉+1 + 1 = (M − 1)k+ 1. In either case, the subwords of x of
length (M − 1)k+ 1 do not contain monochromatic arithmetic progressions of lengthM , which implies
the claim on the van der Waerden-type numbers.

4.2.5 Thue–Morse sequence over L letters

The Thue–Morse sequence over the alphabetAL = {0, 1,… , L−1} is the infinite wordw = w0w1w2⋯
withwi given by the sum (modL) of the digits in the base-L representation of i (see [35]). This sequence
can also be defined as the fixed point, with first letter 0, of the so-called L-letter Thue–Morse substitu-
tion [19]. This is the substitution ' defined, for each letter a of AL, as

'(a) =
[

'
]

0(a)
[

'
]

1(a) ⋯
[

'
]

L−1(a), where
[

'
]

i(a) ≡ a + i mod L.

The exact values of A(Ln − 1) for L = 2 and L = 3 where obtained in [89] and [90], respectively,
and it was shown that the same arguments can be used for any prime number L (see [91]). In Chapter 3
we have reestablished the result for L = 2 using a different approach (see also [2]). The key argument of
our approach can be easily generalised for all L, giving Proposition 4.2.38 below as a result.

The group G generated by the columns of ' is the cyclic group CL of order L, which is Abelian. We
write CL = ⟨g⟩multiplicatively, where g =

[

'
]

1 corresponds to adding 1 (mod L). It is easy to see that
[

'
]

l, the l-th column of ', is given by gl. Indeed, for 0 ⩽ a,l ⩽ L − 1,

[

'
]

l(a) =
l

1 +… + 1+a =
l−1

1 +… + 1+
[

'
]

1(a) =
l−2

1 +… + 1+
[

'
]2
1(a) = … =

[

'
]l
1 (a) = g

l(a).

Using this fact, we next show that 'n is actually gn(L−1)-palindromic, for every positive integer n, or
equivalently, g−n-palindromic. In particular, 'L is inverse palindromic.

Lemma4.2.36. Let' be theL-letter Thue–Morse substitution. The substitution'n is gn(L−1)-palindromic,
for every positive integer n.

Proof. Applying Proposition 4.1.2 we see that, for each 0 ⩽ i, j ⩽ Ln − 1 with j = (L − 1) − i,

[

'n
]

i ◦
[

'n
]

j =
[

'
]

i0
◦ ⋯ ◦

[

'
]

in−1
◦
[

'
]

j0
◦ ⋯ ◦

[

'
]

jn−1
,

where [in−1,… , i1, i0] and [jn−1,… , j1, j0] are the base-L representations of i and j, respectively. Then,
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since the column group is Abelian,

[

'n
]

i ◦
[

'n
]

j = g
i0+j0 ◦ ⋯ ◦ gin−1+jn−1 .

But il + jl = L − 1, for every 0 ⩽ l ⩽ L − 1, so
[

'n
]

i ◦
[

'n
]

j = g
n(L−1), as required.

Proposition 4.2.37. Let ' be the L-letter Thue–Morse substitution. For every fixed point of ' and for
all positive integers n,

A(Ln − 1) ⩾ Ln.

Proof. Since ' is gL−1-palindromic, where g =
[

'
]

1, we can apply Proposition 4.2.11. Choosing l = 2
in that proposition we get the desired result.

We can improve the lower bounds given in Proposition 4.2.37 when n ≡ 0 mod L by looking at the
concatenation of three level-n superwords, which we carry out below. This result extends the result in
Proposition 3.2.13 in Chapter 3 for L = 2 to any arbitrary L.

Proposition 4.2.38. Let ' be the L-letter Thue–Morse substitution. For every fixed point of ' and for
all positive integers n,

A(Ln − 1) ⩾

{

Ln + 2L, if n ≡ 0 mod L,
Ln, otherwise.

Proof. The case when n ≢ 0 mod L is already covered by Proposition 4.2.37, so we assume from hereon
that n ≡ 0 mod L. Notice that the substitution 'n, which by Lemma 4.2.36 is gn(L−1)-palindromic,
is inverse palindromic for n ≡ 0 mod L, since gn(L−1) = id. This implies, in particular, that

[

'
]

0 =
[

'
]

Ln−1 = id.

We start by looking at the superword '2n(a) and prove that, starting from its first letter, it contains
a monochromatic arithmetic progression of letter a of difference Ln − 1 and length Ln + 2. We first
show that

[

'2n
]

ik
= id, for 1 ⩽ k ⩽ Ln, where ik = k(Ln − 1). Indeed, for 1 ⩽ k ⩽ Ln, the base-Ln

representation of ik is [k − 1, Ln − k], so, using Proposition 4.1.2,

[

'2n
]

ik
=
[

'n
]

Ln−k ◦
[

'n
]

k−1 =
[

'n
]

Ln−1−(k−1) ◦
[

'n
]

k−1 = id,

where the latter equality holds because 'n is inverse palindromic. We also notice that

[

'2n
]

0 =
[

'n
]2
0 = id,

[

'2n
]

(Ln+1)(Ln−1) =
[

'2n
]

L2n−1 =
[

'n
]2
Ln−1 = id.

where the latter equalities hold because
[

'
]

0 =
[

'
]

Ln−1 = id. Altogether, this yields a monochromatic
arithmetic progression of letter a letters of length Ln + 2 within the superword '2n(a).

The goal is now to look at progressions of letter a in '2n(a−1) and '2n(a+1) of the same difference.
We then extend the progression from'2n(a) to a longer progression in'2n(w), wherew is the three-letter
word (a − 1)(a)(a + 1), which is legal for every a ∈ AL.
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First, we look at the superword '2n(a − 1). We show that, for 0 ⩽ k ⩽ L − 2, one has
[

'2n
]

ik
= id

at positions ik = L2n − (k + 1)(Ln − 1). These are the positions which correspond to the continuation
of the progression from '2n(a) with difference d = Ln − 1 (see Figure 4.2.1). Indeed, since the base-Ln

representation of ik is [Ln − (k + 1), k + 1] and since 'n is inverse palindromic,

[

'2n
]

ik
=
[

'n
]

k+1 ◦
[

'n
]

Ln−(k+1) = id.

We also check that this is not true for k = L − 1. In that case, the base-Ln representation of ik is
[Ln − L,L], so

[

'2n
]

ik
=

[

'n
]

L ◦
[

'n
]

Ln−L. Since the base-L representations of L and Ln − L are
[0,… , 0, 1, 0] and [L − 1,… , L − 1, 0], respectively,

[

'n
]

L =
[

'
]

0 ◦
[

'
]

1 ◦
[

'
]n−2
0 =

[

'
]

1 = g,
[

'n
]

Ln−L =
[

'
]

0 ◦
[

'
]n−1
L−1 =

[

'
]n−1
L−1 = g

(n−1)(L−1) = g,

where we noted that
[

'
]

l = gl, for each l ∈ AL, and also that g−(L−1) = g, since g corresponds to
adding 1 (mod L). Consequently,

[

'2n
]

ik
= g2, so

[

'2n
]

ik
(a − 1) ≡ (a − 1) + 2 = a + 1 (mod L). Since

a and a+1 are coprime, for every 0 ⩽ a ⩽ L−1, we see that the extension of the arithmetic progression
of a letters in '2n(a − 1) has length at most L − 1.

One can do an analogous analysis for the superword on the right, which is '2n(a + 1). Here the
relevant positions are of the form jk = Ln−2+k(Ln−1), for 0 ⩽ k ⩽ L−2, and one needs to show that
[

'2n
]

jk
= gL−1 = g−1. Since the proof uses the same arguments above, we omit the details. In this case,

one can also show that, for k = L − 1,
[

'2n
]

jk
(a + 1) is not equivalent to a (mod L), which implies that

the extension to the right also has length at most L − 1. Considering the progression of letter a which
straddles these three superwords verifies the claim.

'2n(a–1) '2n(a) '2n(a+1)

'2(a)

'2(a+2)

a

a

a

a

a

a

a

a

a

a

a

a

a

a

a

a–1

a–1

a–1

a–1

a–1

a+1

a+1

a+1

a+1

a+1a+2

Figure 4.2.1: Amonochromatic arithmetic progression of as of lengthLn+2L accommodated within the
superwords '2n(a− 1), '2n(a) and '2n(a+ 1). Here level-2n superwords are written as Ln ×Ln blocks,
which are read from left to right, and then top to bottom. The bottom-most shaded square in '2n(a − 1)
is its (L2n − Ln + 1)th letter while the top-most shaded square in '2n(a + 1) is its (Ln − 2)th letter.

We conjecture that the lower bounds given in the previous are actually exact values. This has been
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settled when L is a prime number in [91], where it is also proved that the largest value of A(d) for all d
up to Ln is A(Ln − 1).

Now, we look at other differences d. From Proposition 4.2.2, we directly obtain the lower bound

A
(

LLn − 1
Ln − 1

)

⩾ Ln,

for every positive integer n. This result can be geometrically visualised as in the previous proposition.
We illustrate this with the following example.

Example 4.2.39. We fix L = 3 and consider the 3-letter Thue–Morse sequence, also known as the
ternary Thue–Morse sequence. This is the fixed point 012⋯ of the substitution

'∶
0 ⟼ 0 1 2 ,
1 ⟼ 1 2 0 ,
2 ⟼ 2 0 1 .

For differences of the form d = 3n−1, Proposition 4.2.38 implies thatA(3n−1) ⩾ 3n, for all positive
integers n, and furthermore, A(3n − 1) ⩾ 3n + 6, if n is a multiple of 3. For differences of the form
d = 32n + 3n + 1, Corollary 4.2.31 (with |G| = 3 andN = 4) implies that

3n ⩽ A
(

32n + 3n + 1
)

⩽ 81 ⋅ 3n,

for all positive integers n. See Figure 4.2.2 for a plot ofA(d), for differences up to 2200 (the list of values
can be found in the data underlying this thesis).

34 35 2 ⋅ 35 36 2 ⋅ 36 37
34
35

36

37

(

34 − 1, 34
)

(

35 − 1, 35
)

(

36 − 1, 36 + 6
)

(

2(36 − 1), 12 (3
6 + 11)

)

(

37 − 1, 37
)

d

A

Figure 4.2.2: A(d) for d = 1, 2,… , 2200, for the ternary Thue–Morse sequence.

We can give an alternative visual approach by identifying a long monochromatic arithmetic progres-
sion across a diagonal of a block substitution, as in the proof of Proposition 4.2.38, but now in three
dimensions. As in Figure 4.2.1, we can consider the word '3n(0) and arrange it inside a block. The dif-
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ference is that now, we arrange it in a three-dimensional cube of side-length 3n. There is no fixed choice
of fitting the word inside a cube, and one must only be consistent when going up and through a layer.

In our choice depicted in Figure 4.2.3, we start from the lower left corner of the cube, traverse along
the x-direction, then go up the next row. Once all rows in the bottom-most layer are filled, one moves
one layer up and starts directly above the point where the origin is. The red shaded squares precisely
correspond to the monochromatic arithmetic progression of difference d = 32n + 3n + 1 and length 3n

that starts at the origin.

Figure 4.2.3: A monochromatic arithmetic progression of difference d = 32n + 3n + 1 and length 3n in
the word '3n(0), with n = 2.

v

Another look at Proposition 4.2.38

To finish this section, we remark that the approach used in the proof of Proposition 4.2.38 is similar to
the approached we used in Chapter 3, where we considered a block substitution (Definition 3.2.7), rather
than working with the columns of the substitution directly. Here the same thing can be done. In this case,
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we need to define a block substitution � that is given, for each a ∈ AL, by

�(a) =

a a + 1 ⋯ L − 1 0 ⋯ a − 2 a − 1

a + 1 a + 2 ⋯ 0 1 ⋯ a − 1 a

⋮ ⋮ ⋱ ⋮ ⋮

L − 1 0 ⋱ L − 3 L − 2

0 1 ⋱ L − 2 L − 1

⋮ ⋮ ⋱ ⋮ ⋮

a − 2 a − 1 ⋯ L − 3 L − 2 ⋯ a − 4 a − 3

a − 1 a ⋯ L − 2 L − 1 ⋯ a − 3 a − 2

Lemma 4.2.40. For each a ∈ AL and every positive integer n, the block �n(a) read row-wise from left
to right and from top to bottom is the word '2n(a), where ' is the L-letter Thue–Morse substitution.

Proof. The rows of �(a), read from top to bottom, are '(a), '(a+1),… , '(L−1), '(0),… , '(a−1). So,
read row-wise from top to bottom, �(a) becomes '('(a)) = '2(a). The result then follows by induction.

Therefore, we can equivalently look for arithmetic progressions in words obtained under the iteration
of ' or in blocks obtained under the iteration of �.

Another proof of Proposition 4.2.38. Observe that, for each a ∈ AL, all the elements of the second
diagonal of the block �(a) are equal. It can be easily shown that this property remains true for �n(a), for
all n. Since, when read row-wise from top to bottom, the block �n(a) is the word '2n(a), we obtain an
arithmetic progression across the second diagonal, which implies that A(Ln − 1) ⩾ Ln, for all n.

Since the first row of �n(a) is 'n(a), the colour of the arithmetic progression located on the second
diagonal is determined by the last letter of 'n(a), which cycles through every symbol of AL with the
property of being a if n ≡ 0 mod L. This arithmetic progression of a’s can be followed once to the left
and once to the right, reaching the upper left corner and the lower right corner of the block �n(a), which
are, respectively, the first letter of '2n(a) (hence equal to a) and the last letter of '2n(a) (hence equal to
a, since n ≡ 0 mod L). Consequently, A(Ln − 1) ⩾ Ln + 2, for all n ≡ 0 mod L. To complete the proof,
we need to show that this a-coloured arithmetic progression of length Ln + 2 obtained across the block
�n(a) can be followed L − 1 times each side when n ≡ 0 mod L.

Let n ≡ 0 mod L. Since (a−1)(a)(a+1) is a legal word, the block �n(a − 1) followed by �n(a)
followed by �n(a + 1), each of them read row-wise from top to bottom, must occur as a subword of the
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Thue–Morse sequence over L letters. Consider the a-coloured arithmetic progression of length Ln + 2
accommodated in the middle block �n(a). Following this arithmetic progression to the left, we reach the
entry located to the right of the lower left most entry of �n(a − 1). But observe that the L × L block
accommodated in the lower left corner of �n(a − 1) must be �(a), which has a diagonal of L − 1 a’s
adjacent to the second diagonal of a − 1’s, and therefore, our arithmetic progression can be followed
L − 1 times to the left. Similarly, our arithmetic progression can be followed L − 1 times to the right
because the L × L block accommodated in upper right corner of �n(a + 1) must be �(a + 2), which has
a diagonal of L − 1 a’s adjacent to the second diagonal of a + 1’s. This provides us with an arithmetic
progression of a’s of length Ln + 2L, as required.

4.3 Non-bijective substitutions with supersubstitution structure

In this section, we consider non-bijective substitutions % of A that admit partial coincidences and for
which we can define a new substitution � on a partition of A . If the new substitution � is a bijective
substitution, we can apply the lower bounds obtained in Section 4.2.1. Under mild assumptions, these
lower bounds give lower bounds for % too.

Definition 4.3.1. Let % be a substitution of a finite alphabet A of constant length L. Suppose that there
exists a partition A1 ∪A2 ∪…∪Ap of A , for a positive integer p, such that, for every 1 ⩽ i ⩽ p and for
each 0 ⩽ l ⩽ L − 1, there exists 1 ⩽ j ⩽ p for which

[

%
]

l(a) ∈ Aj , for all a ∈ Ai. Then we define a
constant-length substitution � of the alphabet {1, 2,… , p} by setting, for every 1 ⩽ i ⩽ p and for each
0 ⩽ l ⩽ L − 1,

[

�
]

l(i) = j, where j is such that
[

%
]

l(a) ∈ Aj , for any a ∈ Ai. We say that � is a
supersubstitution for % induced by the partition of A considered.

Definition 4.3.2. For a partition A1 ∪A2 ∪…∪Ap of a finite alphabet A , let � be the map defined, for
each a ∈ A , as �(a) = i, where 1 ⩽ i ⩽ n is such that a ∈ Ai. We say that � is the projection map for
the partition of A considered.

The following lemma relates the substitution % with the supersubstitution � via the projection map �.

Lemma 4.3.3. Let % be a constant-length substitution of A for which there exists a supersubstitution �
induced by some partition of A , and let � be the projection map for that partition. Then � ◦ % = � ◦ �.

Proof. Let L be the length of % and let p be the number of subsets into which A has been partitioned.
To establish the claim, we must show that � ◦

[

%
]

l =
[

�
]

l ◦ �, for each 0 ⩽ l ⩽ L− 1. For each a ∈ A ,
let 1 ⩽ ia ⩽ p be such that a ∈ Aia and let xa ∈ AL be such that %(a) = xa. This implies that �(a) = ia
and %(a) = xa0x

a
1⋯ xaL−1. Then

� ◦
[

%
]

l(a) = �(x
a
l) = ixal =

[

�
]

l(ia) =
[

�
]

l ◦ �(a),

for every a ∈ A , as required.
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Remark 4.3.4. Let % be a constant-length substitution of A for which there exists a supersubstitution �
induced by a partition ofA , and let � be the projection map for that partition. Notice that, if % has a fixed
point v and the first letter of v belongs to the element Ai of the partition of A , then � has a fixed point w
with first letter i. Moreover, w = �(v) because, since �(v) = �(%(v)) = �(�(v)), �(v) is a fixed point of �
and, since �(v0) = i, where v0 is the first letter of v, �(v) is precisely w. By a relabeling of the partition
of the alphabet, without loos of generality, we can assume that i = 1. v

The following result gives a lower bound for Av(d) when � satisfies the conditions of Proposi-
tion 4.2.2, under the additional assumption that the element of the partition of A to which v0 belongs is
a singleton.

Proposition 4.3.5. Let % be a substitution of A of constant length L and let � be a supersubstitution for
% induced by a partition of A . Let v be a fixed point of % whose starting letter is in the element A1 of the
partition. Suppose that |A1| = 1 and that � is aperiodic, primitive and bijective with

[

�
]

0 = id. Then

Av

(

Ln|G| − 1
Ln − 1

)

⩾ Ln,

for every positive integer n, where G is the column group of �.

Proof. Let w be the fixed point of � starting with the letter 1. Then w = �(v), where � is the projection
map for the partition of the alphabet (see Remark 4.3.4). From the proof of Proposition 4.2.2, we see
that

[

�n|G|
]

kd = id, for k = 0, 1,… , Ln − 1, where d = Ln|G|−1
Ln−1 . Since w is a fixed point of �n|G| and

starts with the letter 1, we see that wkd = 1, for k = 0, 1,… , Ln − 1. Let a ∈ A1 be the starting letter
of v. Since |A1| = 1, the map �−1 is uniquely defined for 1 as �−1(1) = v0. Consequently, vkd = a, for
k = 0, 1,… , Ln − 1. In other words, v contains a monochromatic arithmetic progression of difference d
and length Ln that starts at position 0, which implies the claim.

Example 4.3.6. Let % be the non-bijective substitution of A = {a, b, c, d, e} given by

%∶

a ⟼ a c d a e c ,
b ⟼ b a b e a d ,
c ⟼ b a c e a d ,
d ⟼ d d a b c a ,
e ⟼ e d a b c a .

The partition A = A1 ∪A2 ∪A3, where A1 = {a}, A2 = {b, c} and A3 = {d, e}, induces the supersub-
stitution � given by

� ∶
1 ⟼ 1 2 3 1 3 2 ,
2 ⟼ 2 1 2 3 1 3 ,
3 ⟼ 3 3 1 2 2 1 .

This substitution is aperiodic, primitive and bijective. Its leftmost column is equal to the identity and its
column group G is the symmetric group S3, as can be easily verified. Then, by Proposition 4.3.5, for the
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fixed point v of % starting with a,

Av

(

L6n − 1
Ln − 1

)

⩾ Ln,

for every positive integer n. v

The singleton condition in Proposition 4.3.5 can be replaced by some restrictions on the columns of
%. The following lemma considers these restrictions.

Lemma 4.3.7. Let % be a substitution of A of constant length L and let � be a supersubstitution for %
induced by a partition of A . Let v be a fixed point of % starting with a letter a which belongs to the
element A1 of the partition, and let w be the fixed point of � starting with the letter 1.

(i) Suppose that there exists a subset C of {0, 1,… , L − 1} such that
[

%
]

c(b) = a, for all c ∈ C and
b ∈ A1. If wr = 1, for a non-negative integer r, then vs = a, where s = Lr + c with c ∈ C .

(ii) Suppose further that 0 ∈ C . Ifwr = 1, for a non-negative integer r, then vs = a, where s = Lmr+ c
with c ∈ C and m a positive integer.

Proof of (i). Writing the base-L representation of r as [rk−1,… , r1, r0], where k ∈ ℕ, the base-L repre-
sentation of s is [rk−1,… , r1, r0, c]. Then, using Proposition 4.1.2, we see that

vs =
[

%k+1
]

s(a) =
[

%
]

c ◦
[

%k
]

r(a) =
[

%
]

c(vr).

Since w = �(v), wr = 1 implies that �(vr) = 1, so vr ∈ A1. This implies that vs = a, as required.

Proof of (ii). Writing the base-L representation of r as [rk−1,… , r1, r0], where k ∈ ℕ, the base-L rep-
resentation of s is [rk−1,… , r1, r0, 0,… , 0, c], where the sequence of 0s has length m − 1. Then,

vs =
[

%k+m
]

s(a) =
[

%
]

c ◦
[

%
]m−1
0 ◦

[

%k
]

r(a) =
[

%
]

c ◦
[

%
]m−1
0 (vr).

Since w = �(v), wr = 1 implies that �(vr) = 1, so vr ∈ A1. Furthermore 0, c ∈ C , which implies that
vs = a, as required.

Proposition 4.3.8. Let % be a substitution of A of constant length L and let � be a supersubstitution for
% induced by a partition of A . Let v be a fixed point of % starting with a letter a which belongs to the
element A1 of the partition, and let w be the fixed point of � starting with the letter 1. Suppose that � is
aperiodic, primitive and bijective with

[

�
]

0 = id and column group G. Let n be a positive integer and let

d = Ln|G| − 1
Ln − 1

.

(1) If there is C ⊆ {0, 1,… , L−1} such that
[

%
]

c(b) = a, for all c ∈ C and b ∈ A1, then Av(Ld) ⩾ Ln.

(2) If furthermore 0 ∈ C , then Av(Lmd) ⩾ Ln, for every positive integer m.
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Proof. From the proof of Proposition 4.3.5 we have thatwkd = 1, for k = 0, 1,… , Ln−1. If the condition
in (1) is satisfied, by (i) in Lemma 4.3.7, we see that vkLd+c = a, for k = 0, 1,… , Ln − 1 and any c ∈ C .
This proves the claim in (1). Similarly, if the condition in (2) is satisfied, by (ii) in Lemma 4.3.7, we see
that vkLmd+c = a, for k = 0, 1,… , Ln − 1, any c ∈ C and any m ∈ ℕ. This proves the claim in (2).

Example 4.3.9. Let % be the non-bijective substitution ofA = {a, b, c, d, e, f} of length L = 6 given by

%∶
a ⟼ a b b a b d ,
b ⟼ a a b a a c ,

c ⟼ c d d c c e ,
d ⟼ d c c d d f ,

e ⟼ e f f e e a ,
f ⟼ f e f e f b .

The partition A = A1 ∪ A2 ∪ A3, where A1 = {a, b}, A2 = {c, d} and A3 = {e, f}, induces the
supersubstitution � given by

� ∶
1 ⟼ 1 1 1 1 1 2 ,
2 ⟼ 2 2 2 2 2 3 ,
3 ⟼ 3 3 3 3 3 1 .

This substitution is aperiodic, primitive and bijective, its leftmost column is equal to the identity and
its column group G is the cyclic group C3, so |G| = 3. Observe that

[

%
]

0(a) =
[

%
]

3(a) =
[

%
]

0(b) =
[

%
]

3(b) = a, so the condition in (2) in Proposition 4.3.8 is satisfied. Therefore Av(6
md) ⩾ 6n, where

d = 63n − 1
6n − 1

= 62n + 6n + 1,

for every positive integers n and m.

Now, we consider the details of this result. Notice that, for k = 0, 1,… , Ln − 1, the base-6n repre-
sentation of kd is [k, k, k] and consequently,

[

�n3
]

kd =
[

�n
]

k ◦
[

�n
]

k ◦
[

�n
]

k =
[

�n
]3
k =

[

�n
]

|G|
k = id,

where the last equality holds because g|G| = id, for every g ∈ G. Then wkd =
[

�n3
]

kd(1) = 1, and
so, by Lemma 4.3.7, vkLmd = a, for k = 0, 1,… , Ln − 1. Therefore, v has monocromatic arithmetic
progression of as of difference Lmd and length Ln. v

4.4 Spin substitutions

We consider monochromatic arithmetic progressions in infinite words arising from so called ‘spin substi-
tutions’. A spin substitution � is a special type of constant-length substitution. A finite setD of digits is
considered, each of which, carrying a spin, can be in a finite number of distinct states. The spin states are
represented using a finite Abelian groupG, called the spin group. This results in the alphabetA = D×G.
The substitution � is then completely determined using a |D | × |D | matrix V with entries in G, which
is called the spin matrix. The matrix V encodes, for each digit d ∈ D , the spin state of the letters of the
image of d under the substitution. For background on spin substitutions and generalisations, we refer the
reader to [4, 31, 52, 96].

In Sections 4.4.1 and 4.4.2 we study A(d) for the Rudin–Shapiro sequence. We give lower bounds
for A(d) for two sequences of differences along which A(d) grows at least linearly in d, in analogy to
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the classical Thue–Morse case studied in Chapter 3. We extend the previous results to the Hadamard
sequence (Section 4.4.3) and also to Vandermonde sequences (Section 4.4.4).

4.4.1 The Rudin–Shapiro sequence

Consider the spin substitution � with digit set D = {0, 1}, spin group G = C2 = {+1,−1} and spin
matrix

V =

(

1 1
1 −1

)

. (4.4.1)

The resulting alphabet is
A = D × G = {0, 1, 0̃, 1̃},

where ‘tilded’ letters have non-trivial spin. The spin matrix determines the positions of the tildes in
�(0) and �(1); the positions of the tildes in �( 0̃ ) and �( 1̃ ) are determined via the invariance relation
�( ã ) = �̃(a) with number of tildes modulo 2, for a ∈ D . The resulting substitution is

�∶
0 ⟼ 0 1 ,
1 ⟼ 0 1̃ ,

0̃ ⟼ 0̃ 1̃ ,
1̃ ⟼ 0̃ 1 .

The Rudin–Shapiro sequence u over the alphabet {1,−1} is obtained from the fixed point of � starting
with 0 under the projection

�G ∶ 0, 1⟼ 1, 0̃, 1̃⟼ −1.

(see [17, Section 7.7.1]). The first few terms of u (with commas inserted for the sake of clarity) are

u = 1, 1, 1,−1, 1, 1,−1, 1, 1, 1, 1,−1,−1,−1, 1,−1,⋯

(see [86]). The nth element of u can be derived from V as

un =
k−1
∏

i=0
V (ni+1, ni) = V (nk, nk−1) ⋯ V (n2, n1) V (n1, n0), (4.4.2)

where [nk,… , n1, n0] is the binary representation of n with n0 the least significant digit and nk the most
significant digit, and V (i, j) is the (i, j)th entry of V [4, 52]. Alternatively, un can be defined as (−1)t(n),
where t(n) counts the number of (possibly overlapping) occurrences of the word 11 in the binary repre-
sentation of the integer n [8].

Lemma 4.4.1. The entries of the Rudin–Shapiro sequence u satisfy, for all non-negative integers n, the
recurrence relations

u2n = un, u2n+1 = (−1)n un. (4.4.3)

Proof. Let [nk,… , n1, n0] be the binary representation of n. On the one hand, the binary representation
of 2n is [nk,… , n1, n0, 0], so u2n = unV (n0, 0) = un. On the other hand, the binary representation of
2n+ 1 is [nk,… , n1, n0, 1], so u2n+1 = unV (n0, 1). Since n is even if, and only if, n0 = 0 (equivalently, n
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is odd if, and only if, n0 = 1), we see that u2n+1 = un if n is even, and u2n+1 = −un otherwise, which can
be written as in the Equation (4.4.3).

A simple argument will show that, for the sequence u, A(d) <∞, for all positive integers d.

Proposition 4.4.2. Every monochromatic arithmetic progression in the Rudin–Shapiro sequence u has
finite length.

Proof. Let v be the fixed point of � starting with 0. It follows from the definition of � that v2n+a ∈ {a, ã },
for all a ∈ D and n ∈ ℕ0. Then, since u = �G(v), we know that u2n+a = 1 (resp. −1) implies v2n+a = a
(resp. ã ), for all a ∈ D and n ∈ ℕ0. The proof is by contradiction. Assume there exist s ∈ ℕ0 and d ∈ ℕ
such that us+nd = 1 (resp. −1), for all n ∈ ℕ0. This implies that vs+nd = a (resp. ã ) for all n ∈ 2ℕ0,
where a ≡ s mod 2. But this is a contradiction because � is an aperiodic, primitive, constant-length
substitution of height 1, and so, by Proposition 4.1.4, every monochromatic arithmetic progression in v
has finite length.

It is not difficult to show that A(2nd) = A(d), for all positive integers d and n. We omit the proof,
which is similar to Lemma 3.2.4 for the Thue–Morse case. From here it is easy to see that A(2n) = 4, for
all non-negative integers n. The next two propositions, where we find sequences of long monochromatic
arithmetic progressions for differences of the form 2n ± 1, are analogues of Proposition 4.2.2 for spin
substitutions.

Proposition 4.4.3. For the Rudin–Shapiro sequence u, for all positive integers n, A(2n + 1) ⩾ 2n−1 + 2.

Proof. It is easy to see, by direct inspection of u, that the result holds for n = 1. For n > 1, we will show
that uk = 1, where k = 22n+1+m(2n+1), for all integers −1 ⩽ m ⩽ 2n−1. This will then imply the claim.
Let us fix n.

For m = −1, k = 22n+1 − 2n − 1. One can check that the binary representation of k is of the form
[1,… , 1, 0, 1,… , 1], consisting of two sequences of n consecutive 1’s separated by a single 0. Then, by
Equation (4.4.2), we see that uk = 1.

For 0 ⩽ m ⩽ 2n−1, let the binary representation of m be [mr,… , m1, m0], where 0 ⩽ r ⩽ n− 1. Then
one can check that the binary representation of k = 22n+1 + m(2n + 1) is

[ 1,
n−r

0, … , 0, mr, … , m1, m0,
n−r−1

0, … , 0, mr, … , m1, m0 ].

For 0 ⩽ r < n − 1, we have n − r ⩾ 1 and n − r − 1 ⩾ 1. Then, by Equation (4.4.2), we see that uk = 1.
For r = n − 1, we have n − r − 1 = 0 and then, by Equation (4.4.2), uk = V (m0, mr). But, for r = n − 1,
we also have m = 2n−1 = [1, 0, 0,… , 0], so uk = V (m0, mr) = V (0, 1) = 1.

Proposition 4.4.4. For the Rudin–Shapiro sequence u, for all positive integers n,

A(2n − 1) ⩾

{

2n−1 + 1, if n is even,
2n−1 + 3, otherwise.
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Proof. For n = 1 the result holds because, as mentioned earlier, A(1) = 4. So, we assume that n ⩾ 2.
We will first show that, for every integer n ⩾ 2 and all integers 0 ⩽ m ⩽ 2n−1, there exists a ∈ {1,−1}
such that uk = a, where k = 22n + (m + 1)(2n − 1). Fix n and write the binary representation of m
as [mn−1,… , m1, m0], where mi ∈ {0, 1} for all 0 ⩽ i ⩽ n − 1. Then, one can check that the binary
representation of k takes the form [1, mn−1,… , m1, m0, mn−1,… , m1, m0], where mi = 1 −mi. By Equa-
tion (4.4.2) and given that, for each 0 ⩽ i ⩽ n − 2, V (mi+1, mi)V (mi+1, mi) is equal to −1 if mi+1 = mi,
and to 1 otherwise, we see that

uk = V (1, mn−1) V (m0, mn−1) (−1)n−1+mn−1−m0

If mn−1 ≠ m0, then uk = (−1)n−1. If mn−1 = m0, then mn−1 = m0 = 0 because m ⩽ 2n−1, and again
uk = (−1)n−1. If n is even, this implies that uk = −1, which completes the proof for the even cases.
If n is odd, it implies that uk = 1. In this case, it can also be easily verified that uk = 1 for m = −1
and m = −2, which completes the proof for the odd cases. Indeed, for m = −1, k = 22n with binary
representation [1, 0,… , 0]. So, by Equation (4.4.2), uk = 1. Similarly, for m = −2, k = 22n − 2n + 1
with binary representation [1,… , 1, 0,… , 0, 1] comprising a sequence of n consecutive 1’s followed by
a sequence of n − 1 consecutive 0’s followed by a single 1. So, by Equation (4.4.2), uk = (−1)n−1 = 1,
as n is odd.

Corollary 4.4.5. For the Rudin–Shapiro sequence, for all dn = 2n ± 1 with n ⩾ 1, A(dn) ≳
dn
2 .

Proof. The claim follows directly from Propositions 4.4.3 and 4.4.4.

By computer experiments we have verified the preceding results for 1 ⩽ d ⩽ 4200. In fact, we have
seen that the inequalities in Propositions 4.4.3 and 4.4.4 are equalities, if n ⩾ 4 and if n ⩾ 5, respectively.
Moreover, the differences of the form 2n ± 1 are those for which the Rudin–Shapiro sequence has the
longest monochromatic arithmetic progressions, in the sense that A(d) has local maximums at these
differences. The plot ofA(d) in Figure 4.4.1 is analogous to the similar plot in Figure 3.2.1 (Section 3.2.6)
for the Thue–Morse sequence. A list of values of A(d) can be found in the data underlying this thesis.

Remark 4.4.6. A recent paper by Sobolewski [102] concerns the computation of upper bounds forAw(d),
for sequences w ∈ Aℕ0 defined using a block-counting function. More precisely, given a binary block
v ∈ A+, the digit wn is given by the sum mod 2 of (possibly overlapping) occurrences of v in the
binary representation of n, for all n ∈ ℕ0. The author focuses most of his attention on the v = 11
case, for which w is the Rudin–Shapiro sequence. In this case, an upper bound for the maximum length
of monochromatic arithmetic progressions starting at position 0 is given, and exact values of A(d) are
determined for differences of the form 2n ± 1. v

4.4.2 A different approach to the Rudin–Shapiro sequence

The Rudin–Shapiro sequence can alternatively be obtained by a staggered substitution or by a substitution
acting on an alphabet consisting of pairs of letters in {1,−1}, say {v, ṽ, w, w̃} with v = 1 1, w = 1−1
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28 29 210 211 211 + 210 212

28
29

210

211

A = d
∕2

d

A

(2032, 67)
(2040, 129)

(2044, 259)

(2046, 513)

(2047, 1027)

(2048, 4)

(2049, 1026)

(2050, 514)

(2052, 258)

(2056, 130)
(2064, 66)

Figure 4.4.1: A(d) for 1 ⩽ d ⩽ 4200, for the Rudin–Shapiro word.

and x̃ = x̃0 x̃1, for x ∈ {v,w}, where 1̃ = −1 and −̃1 = 1. The substitution reads

%∶
v ⟼ vw ,
w ⟼ v w̃ ,

ṽ ⟼ ṽ w̃ ,
w̃ ⟼ ṽ w .

Note that this substitution is exactly the same as the original four-letter substitution, except that we now
interpret v and w as two-letter words in {1,−1}. Note that the substitution is invariant under the letter
exchange in the sense that %( ã ) = %̃(a) for all a ∈ {v,w, w̃, ṽ}. Moreover, the first part of %(a) for any
a ∈ {v,w, w̃, ṽ} is either v or ṽ, and the last is either w or w̃. By induction, this structure is preserved
for larger superwords as follows.

Lemma 4.4.7. Let v(0) = v, w(0) = w and, for all positive integers n, v(n) = %n(v) and w(n) = %n(w).
Then, v(n) = v(n−1)w(n−1) and w(n) = v(n−1)w̃(n−1).

Proof. Clearly, this is true for n = 1. Assuming the structure holds for n, we find that

v(n+1) = %(v(n)) = %(v(n−1)w(n−1)) = %(v(n−1))%(w(n−1)) = v(n)w(n)

and
w(n+1) = %(w(n)) = %(v(n−1)w̃(n−1)) = %(v(n−1)) ̃%(w(n−1)) = v(n)w̃(n),

which completes the proof.

For the rest of the section, we consider the superword v(2n−1) = %2n−1(v) for n ⩾ 2, and write the
resulting word in the alphabet {1,−1}, which has 22n letters, as a square array of letters with 2n rows of
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n = 2
1 1 1 -1
1 1 -1 1
1 1 1 -1
-1 -1 1 -1

n = 3

1 1 1 -1

1 1 1 -1
1 1 1 -1

1 1 1 -1
1 1 1 -1
1 1 1 -1

-1 -1 -1 1

-1 -1 -1 1

-1 -1 1 -1
-1 -1 1 -1
-1 -1 1 -1

-1 -1 1 -1

1 1 -1 1
1 1 -1 1
1 1 -1 1

1 1 -1 11
1

1
1

1
1

1
1

n = 4

-1 -1 -1 1 -1 -1 1 -1

-1 -1 -1 1 -1 -1 1 -1
-1 -1 -1 1 -1 -1 1 -1
-1 -1 -1 1 -1 -1 1 -1

-1 -1 -1 1 -1 -1 1 -1

-1 -1 -1 1 -1 -1 1 -1

1 1 1 -1 1 1 -1 1

1 1 1 -1 1 1 -1 1
1 1 1 -1 1 1 -1 1
1 1 1 -1 1 1 -1 1
1 1 1 -1 1 1 -1 1

1 1 1 -1 1 1 -1 1
1 1 1 -1 1 1 -1 1

1 1 1 -1 1 1 -1 1
1 1 1 -1 1 1 -1 1
1 1 1 -1 1 1 -1 1

1 1 1 -1 -1 -1 1 -1
1 1 1 -1 -1 -1 1 -1
1 1 1 -1 -1 -1 1 -1

1 1 1 -1 -1 -1 1 -1
1 1 1 -1 -1 -1 1 -1

1 1 1 -1 -1 -1 1 -1

1 1 1 -1 -1 -1 1 -1
1 1 1 -1 -1 -1 1 -1
1 1 1 -1 -1 -1 1 -1

1 1 1 -1 -1 -1 1 -1

-1 -1 -1 1 1 1 -1 1

-1 -1 -1 1 1 1 -1 1

-1 -1 -1 1 1 1 -1 1
-1 -1 -1 1 1 1 -1 1
-1 -1 -1 1 1 1 -1 1

-1 -1 -1 1 1 1 -1 1
1

1
1

1
1

1
1

1

-1
-1

-1
-1

-1
-1

-1
-1

Figure 4.4.2: The square array of letters in v(2n−1), for n ∈ {2, 3, 4}. The highlighted letters on the
diagonals form monochromatic arithmetic progressions of length 2n−1 for differences d = 2n + 1 (upper
left quadrant) or d = 2n − 1 (upper right quadrant).

length 2n. For n ∈ {2, 3, 4}, they are shown in Figure 4.4.2. Let us denote the (i, j)th entry of this matrix
by ai−1,j−1. With this notation, one has v(2n−1) = a0,0 a0,1 ⋯ a2n−1,2n−1. In particular, the sequence
a0,0 a0,1 ⋯ a0,2n−1 corresponds to the topmost row of the block (or the first row of the matrix). In what
follows, v(n)j (resp. w(n)j ) denotes the jth letter of v(n) (resp. w(n)) seen as a word over {1,−1}.

Lemma 4.4.8. Let v(n) and w(n) be as in Lemma 4.4.7. Then

(i) v(n)0 = v(n)2n = 1, v(n)2n−1 =
{

−1, n ∈ 2ℕ0,
1, n ∈ 2ℕ0 + 1,

v(n)
2n+1−1

=
{

1, n ∈ 2ℕ0,
−1, n ∈ 2ℕ0 + 1.

(ii) w(n)0 = 1, w(n)2n = −1, w(n)2n−1 =
{

−1, n ∈ 2ℕ0,
1, n ∈ 2ℕ0 + 1,

w(n)
2n+1−1

=
{

−1, n ∈ 2ℕ0,
1, n ∈ 2ℕ0 + 1.

Proof. Note that the word v(n) always starts with 1, and ends with 1 if n is even or−1 if n is odd. Similarly,
the word w(n), starts with 1 and ends with −1 if n is even or 1 is n is odd. The properties above then
follow from Lemma 4.4.7 by induction.

Notice that from the substitution structure, one has

%n(a0,2i a0,2i+1) = a2i,0 a2i,1 ⋯ a2i,2n−1 a2i+1,0 a2i+1,1 ⋯ a2i,2n−1.

Using this together with Lemma 4.4.8 we get the following.

Lemma 4.4.9. Let v(2n−1) = a0,0 a0,1 ⋯ a2n−1,2n−1 as above. Then
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(i) (From top to left)
If a0,2i a0,2i+1 = v, then a2i,0 a2i+1,0 = v. If a0,2i a0,2i+1 = w, then a2i,0 a2i+1,0 = w.

(ii) (From top to right)
If a0,2i a0,2i+1 = v, then a2i,2n−1 a2i+1,2n−1 is w if n is odd and w̃ if n is even.
If a0,2i a0,2i+1 = w, then a2i,2n−1 a2i+1,2n−1 is v if n is odd and ṽ if n is even.

There are obvious extensions to the cases when a0,2i a0,2i+1 is ṽ or w̃.

The previous lemma relates words in the topmost row of the matrix to words found along the leftmost
and the rightmost columns. We can define the following maps which convert words in the topmost row
in the matrix to the words along the rightmost column. Note that v read backwards is still v and that w
read backwards is w̃.

Definition 4.4.10. Wedefine twomaps Iodd and Ieven by their action on letters of the alphabet {v,w, ṽ, w̃}
and their action on words over the alphabet {v,w, ṽ, w̃}, which are given, respectively, by

Iodd ∶
v ⟼ w̃ ,
w ⟼ v ,

ṽ ⟼ w ,
w̃ ⟼ ṽ ,

Ieven ∶
v ⟼ w ,
w ⟼ ṽ ,

ṽ ⟼ w̃ ,
w̃ ⟼ v ,

and
I∗(b1 b2 ⋯ bn) = I∗(bn) I∗(bn−1) … I∗(b1) ,

where ∗ ∈ {even, odd} and bi ∈ {v,w, ṽ, w̃}.

From (ii) in Lemma 4.4.9, the rightmost column, read from bottom to top, is Ieven
(

v(n−1)
)

if n is even
and Iodd

(

v(n−1)
)

if n is odd. Now, we express I∗
(

v(n−1)
)

as a level-n superword.

Lemma 4.4.11. For ∗ ∈ {even, odd},

I∗
(

v(n−1)
)

= %n−1(w̃) and I∗
(

w(n−1)
)

= %n−1(v).

Proof. We present only the proof for the even case and omit the proof for the odd case, which is similar.
We proceed by induction. The statement is clear for n = 2. If the statement holds for some even n, then
for n + 2 we have

Ieven
(

%n+1(v)
)

= Ieven
(

%n−1%2(v)
)

= Ieven
(

%n−1(vwvw̃)
)

= Ieven
(

%n−1(w̃)
)

Ieven
(

%n−1(v)
)

Ieven
(

%n−1(w)
)

Ieven
(

%n−1(v)
)

= %n−1( ṽ ) %n−1(w̃) %n−1(v) %n−1(w̃)

= %n−1( ṽ w̃vw̃)

= %n+1(w̃).

By a similar computation, we also have Ieven
(

%n−1(w)
)

= %n−1(v).
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To prove the existence of monochromatic arithmetic progressions, we first need the following result.

Lemma 4.4.12. The word which appears on the leftmost column of the top left quadrant is v(n−2). The
word which appears on the rightmost column of the top-right quadrant, read from bottom to top, isw(n−2).

Proof. The first claim follows immediately from (i) in Lemma 4.4.9. The second claim follows from (ii)
in Lemma 4.4.9, Lemma 4.4.11 and the fact that the word on the upper half of the rightmost quadrant
(read from bottom to top) is the second half of %n−1(w̃) = %n−2( ṽw) = %n−2( ṽ ) %n−2(w), which isw(n−2).
This is illustrated in Figure 4.4.3.

n even

ṽ(n−2) w(n−2)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
w̃(n−1)

v(n−2) w(n−2)

v(n−1)⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

v(n−2)

w(n−2)

w(n−2)

ṽ(n−2)

v(n−1)

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

w̃(n−1)

n odd

v(n−2) w̃(n−2)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
w(n−1)

v(n−2) w(n−2)

v(n−1)⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

v(n−2)

w(n−2)

w(n−2)

ṽ(n−2)

v(n−1)

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

⎫

⎪

⎪

⎪
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⎪

⎭

w̃(n−1)

Figure 4.4.3: Schematic representation of block arrangement of the superword v(2n−1); the dashed lines
indicate the reflection symmetries of the upper left and upper right quadrants.

Now we can prove the existence of monochromatic diagonals and anti-diagonals.

Proposition 4.4.13. For all 0 ⩽ j ⩽ 2n−1 − 1, one has aj,j = 1 (these correspond to the blue diagonals
in Figure 4.4.2).

Proof. Each left half-row ai,0 ai,1 ⋯ ai,2n−1−1 is either v(n−2) or ṽ(n−2) and the topmost half-row (with
i = 0) is always v(n−2). If a0,j = 1, then aj,0 = 1, by Lemma 4.4.12. This implies that the jth row is
v(n−2), which in turn implies that aj,j = a0,j = 1. If a0,j = −1, then aj,0 = −1, by Lemma 4.4.12. This
implies that the jth row is ṽ(n−2), and then aj,j = ã0,j = 1.

Proposition 4.4.14. If n is odd, then aj,2n−j−1 = 1, for all 0 ⩽ j ⩽ 2n−1 − 1 (this corresponds to the
dark pink diagonal in Figure 4.4.2). If n is even, then aj,2n−j−1 = −1, for all 0 ⩽ j ⩽ 2n−1 − 1 (these
correspond to the light pink diagonals in Figure 4.4.2).

Proof. The ith right half-row ai,2n−1 ai,2n−1+1 ⋯ ai,2n−1 is either w(n−2) or w̃(n−2), and the topmost right
half-row is always w(n−2). Assume that n is odd. Then a0,2n−1 = 1. If a0,2n−j−1 = 1, then aj,2n−1 = 1,
by Lemma 4.4.12. This implies that the jth right half-row is w(n−2) and it is the same as the topmost
right half-row. It follows that aj,2n−j−1 = a0,2n−j−1 = 1. If a0,2n−j−1 = −1, then aj,2n−1 = −1, by
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Lemma 4.4.12. This implies that the jth right half-row is w̃(n−2). Then aj,2n−j−1 = ̃a0,2n−j−1 = 1. We
omit the proof for the case when n is even, which is analogous to the proof presented here.

Notice that Proposition 4.4.13 proves the existence of a monochromatic arithmetic progression of
difference d = 2n+1 and length 2n−1, while Proposition 4.4.14 proves the existence of a monochromatic
arithmetic progression of difference d = 2n − 1 and length 2n−1. Consequently, we obtain the following
corollary, comparable version of Propositions 4.4.3 and 4.4.4 in Section 4.4.1.

Corollary 4.4.15. For the Rudin–Shapiro sequence, for all positive integers n, A(2n ± 1) ⩾ 2n−1.

4.4.3 The Hadamard sequence

The arguments for the Rudin–Shapiro sequence we used in Section 4.4.1 can be extended to the case
when the spin matrix is the Hadamard matrix [54]

V =

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎞

⎟

⎟

⎟

⎟

⎠

(4.4.4)

and hence, � is a substitution of the eight-letter alphabetA = D×C2 = {+1,−1}, whereD = {0, 1, 2, 3}.
More precisely,

�∶

0 ⟼ 0 1 2 3 ,
1 ⟼ 0 1̃ 2 3̃ ,
2 ⟼ 0 1 2̃ 3̃ ,
3 ⟼ 0 1̃ 2̃ 3 .

The images of the tilded letters are again determined via the invariance relation �( ã ) = �̃(a)with number
of tildes modulo 2, for a ∈ D . Similar to what we did in Section 4.4.1, we consider the infinite word u
over the alphabet {1,−1} obtained from the fixed point of � starting with 0 under the projection

�G ∶ 0, 1, 2, 3⟼ 1, 0̃, 1̃, 2̃, 3̃⟼ −1.

We call u a Hadamard sequence. Again, the elements of u satisfy Equation (4.4.2), namely, un =
∏k−1

i=0 V (ni+1, ni), where [nk,… , n1, n0] is now the base-4 representation of n. We can easily obtain
analogous recurrence relations to those in Equation (4.4.3).

Lemma 4.4.16. The entries in the Hadamard sequence u satisfy, for all non-negative integers n, the
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following recurrence relations,

u4n = un,

u4n+1 =

{

un, if n ≡ 0 or 2 (mod 4),
−un, otherwise,

u4n+2 =

{

un, if n ≡ 0 or 1 (mod 4),
−un, otherwise,

u4n+3 =

{

un, if n ≡ 0 or 3 (mod 4),
−un, otherwise.

Proof. Let [nk,… , n1, n0] be the base-4 representation of n. The base-4 representation of 4n + a is
[nk,… , n1, n0, a], where a ∈ {0, 1, 2, 3}, so u4n+a = un ⋅ V (n0, a). It is then straightforward to complete
the proof by the spin matrix of Equation (4.4.4); we omit the details.

The same as in Section 4.4.1 for the Rudin–Shapiro section, in this case A(d) < ∞, for all positive
integers d. We omit the proof of this fact, which is similar to the proof of Proposition 4.4.2. We can also
derive results analogous to Propositions 4.4.3 and 4.4.4. First, we prove the following result.

Lemma 4.4.17. Consider the Hadamard sequence u. For all positive integers d and n, A(4nd) = A(d).

Proof. The claim will follow from A(4nd) = A(4n−1d), for all positive integers d and n. Next, we prove
this.

Let um+k4n−1d = a be amonochromatic arithmetic progression of difference 4n−1d and lengthA(4n−1d)
appearing in u, for k = 0, 1,… , A(4n−1d) − 1, a non-negative integer m, and a ∈ {1,−1}. We know that
um+k4n−1d = u4m+k4nd , by Lemma 4.4.16, which implies that A(4nd) ⩾ A(4n−1d).

Conversely, let um+k4nd = a be a monochromatic arithmetic progression of difference 4nd and length
A(4nd) appearing in u, for k = 0, 1,… , A(4nd) − 1, a non-negative integer m, and a ∈ {1,−1}. There
exist non-negative integers i and j ∈ {0, 1, 2, 3} for which m = 4i+ j, so um+k4nd = u4(i+k4n−1d)+j . Then,
by Lemma 4.4.16,

um+k4nd =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

ui+k4n+1d , if j = 0,
or j = 1 and i ≡ 0 or 2 (mod 4),
or j = 2 and i ≡ 0 or 1 (mod 4),
or j = 3 and i ≡ 0 or 3 (mod 4),

−ui+k4n+1d , otherwise.

So, there is a fixed element b ∈ {1,−1} for which ui+k4n−1d = b, for k = 0, 1,… , A(4nd) − 1. This
implies that A(4n−1d) ⩾ A(4nd). Therefore A(4nd) = A(4n−1d), as required.

Corollary 4.4.18. For the Hadamard sequence u, for all non-negative integers n, A(4n) = 6.

101



Proof. Let v ∈ Aℕ0 be the fixed point of � starting with 0; so u = �G(v). It is easy to see, by structure
of �, that we can find six but no more consecutive letters in v with the same spin, hence six but no more
consecutive equal letters in u. So A(1) = 6. The result then follows by Proposition 4.4.17.

The next two propositions, where we find sequences of long monochromatic arithmetic progressions
for differences of the form 4n ± 1, are analogous to Propositions 4.4.3 and 4.4.4.

Proposition 4.4.19. For the Hadamard sequence u, for all positive integers n, A(4n + 1) ⩾ 4n−1 + 2.

Proof. It is easy to see, by direct inspection of u, that the result holds for n = 1. For n > 1, we will
show that uk = 1, where k = 42n+1 + m(4n + 1), for all integers −1 ⩽ m ⩽ 4n−1. Fix n. For m = −1,
k = 42n+1−4n−1with base-4 representation given by [3,… , 3, 2, 3,… , 3], consisting on two sequences
of n consecutive 3’s separated by a single 2. Then, by Equation (4.4.2), uk = 1. For 0 ⩽ m ⩽ 4n−1, let
the base-4 representation of m be [mr,… , m1, m0], where 0 ⩽ r ⩽ n− 1. Then the base-4 representation
of k = 42n+1 + m(4n + 1) is

[ 1,
n−r

0, … , 0, mr, … , m1, m0,
n−r−1

0, … , 0, mr, … , m1, m0 ].

For 0 ⩽ r < n−1, we have n− r ⩾ 1 and n− r−1 ⩾ 1. Then, using Equation (4.4.2), we see that uk = 1.
For r = n − 1, we have n − r − 1 = 0 and then, by Equation (4.4.2), uk = V (m0, mr). But for r = n − 1,
we also have m = 4n−1 = [1, 0, 0,… , 0], so uk = V (m0, mr) = V (0, 1) = 1.

Proposition 4.4.20. For the Hadamard sequence u, for all positive integers n, A(4n − 1) ⩾ 4n−1 + 3.

Proof. Let n be a positive integer. To prove the claim we will show that, for all integers −2 ⩽ m ⩽ 4n−1,
uk = 1 with k = 3 ⋅ 42n+2 + 4n − 1 + m(4n+1 − 1).

If m = −2, k = 3 ⋅ 42n+2 + 4n − 1− 2(4n+1 − 1). One can check that the base-4 representation of k is

[ 2 ,
n

3 , … , 3 , 2 , 1 ,
n−1

0 , … , 0 , 1 ] .

Then, by Equation (4.4.2), we see that uk = 1.

If m = −1, k = 3 ⋅ 42n+2 + 4n − 1 − (4n+1 − 1). One can check that the base-4 representation of k is

[ 2 ,
n+1

3 , … , 3 , 1 ,
n

0 , … , 0 ] .

Then, by Equation (4.4.2), we see that uk = 1.

If 0 ⩽ m ⩽ 4n−1, write m as [mn−1,… , m1, m0], where mi ∈ {0, 1, 2, 3} for all 0 ⩽ i ⩽ n − 1. Then
one can check that the base-4 representation of k is given by

[ 3 , 0, mn−1 , … , m1 , m0 , 0 , mn−1 , … , m1 , m0 ] ,
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where mi = 3 − mi. Observe that, for each 0 ⩽ i ⩽ n − 2, V (mi+1, mi) ⋅ V (mi+1, mi) is equal to 1 if
mi+1 ∈ {mi, mi}, and to −1 otherwise. In other words, V (mi+1, mi) ⋅ V (mi+1, mi) is given by

(−1)(mi+1−mi)(mi+1−mi),

which can also be written as
(−1)mi+1(mi+1−1) ⋅ (−1)mi(mi−1).

Since, for any integer x, the product x(x − 1) is even, V (mi+1, mi) ⋅ V (mi+1, mi) = 1. Then, by Equa-
tion (4.4.2), uk = 1. This completes the proof.

Corollary 4.4.21. For the Hadamard sequence, for all dn = 4n ± 1 with n ⩾ 1, A(dn) ≳
dn
4 .

Proof. The claim follows directly from Propositions 4.4.19 and 4.4.20.

Computer experiments suggest that, for the Hadamard sequence,

A(2m) = 6, A(2n + 1) ⩾ 2n−2 + 2, A(2n − 1) ⩾

{

2n−2 + 3, if n is even,
2n−2 + 1, otherwise,

for all integers m ⩾ 0 and n ⩾ 2 considered (see the data underlying this thesis for a list of values of
A(d)). This may be explored noticing that the Hadamard matrix of Equation 4.4.4 can be written as

V =

(

V ′ V ′

V ′ −V ′

)

= V ′ ⊗ V ′,

where V ′ is the Rudin–Shapiro matrix of Equation 4.4.1. We explore this observation no further here.

4.4.4 Vandermonde sequences

In this section we consider general Vandermonde substitutions, the simplest of which is the Rudin–
Shapiro substitution. Let be a spin substitution with digit setD = {0, 1,… , L−1} ⊆ ℕ0 and spin group
G = {1, !, !2,… , !L−1} ⊆ S1, where S1 is the unit circle and ! = e−2�i∕L. These generate the alphabet
A = D × G. We will consider the digit projection �D ∶ A ⟶ D , defined by �D (a) to be the digit
of a, and the spin projection �G ∶ A ⟶ G, defined by �G(a) to be spin of a. For each letter a ∈ A ,
let sa ∈ {0, 1,… , L − 1} ⊆ ℕ0 be the spin number of a, given by the exponent of ! in �G(a). Let the
spin matrix V of the spin substitution be a Vandermonde matrix, given by V (k,l) = !kl mod L, for all
k,l ∈ D . In matrix form

V =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 ⋯ 1 1
1 ! !2 ⋯ !L−2 !L−1

1 !2 !4 ⋯ !2(L−2) !2(L−1)

⋮ ⋮ ⋮ ⋱ ⋮ ⋮

1 !L−1 !(L−1)2 ⋯ !(L−1)(L−2) !(L−1)(L−1)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.
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Now, let the spin substitution �∶ A ⟶ AL be defined, for each a ∈ A , by �(a) = a0a1⋯ aL−1, where,
for each 0 ⩽ k ⩽ L − 1, ak ∈ A is such that �D (ak) = k and

�G(ak) = V (k, �D (a))�G(a) = !k⋅�D (a)+sa mod L.

We call � a Vandermonde substitution.

We call the infinite word u obtained from the fixed point of � starting with 0 under the projection �G
a Vandermonde sequence. The first few terms of u (with commas inserted for the sake of clarity) are

u =
L

1, 1,… , 1, 1, !, !2,… , !L−2, !L−1, 1, !2, !3,… , !L−1, !, 1, !3, !4,⋯ .

The nth element of u can be obtained fromV using again Equation (4.4.2), namely, un =
∏k−1

i=0 V (ni+1, ni),
where [nk,… , n1, n0] is now the base-L representation of n. Using this we can prove the following
lemma, which gives analogous recurrence relations to those in Equation (4.4.3) for the Rudin–Shapiro
sequence.

Lemma 4.4.22. The entries of the Vandermonde sequence u satisfy, for all n ∈ ℕ0 and each a ∈ D , the
recurrence relation uLn+a = V (a, b) un, where b ∈ D is such that n ≡ b mod L.

Proof. Let [nk,… , n1, n0] be the base-L representation of n ∈ ℕ0. For each 0 ⩽ a ⩽ L − 1, the base-L
representation of Ln + a is [nk,… , n1, n0, a] and so uLn+a = V (a, n0) un, where we noted that, since
V is symmetric under the main diagonal, V (n0, a) = V (a, n0) . Defining b = n0, we see that uLn+a =
V (a, b) un and, since n = L ⋅ [nk,… , n1] + b, we also see that n ≡ b mod L, as required.

A simple argument, similar to that used in Proposition 4.4.2, can be used to show that, for the Van-
dermonde sequence, A(d) <∞, for all positive integers d.

Proposition 4.4.23. Every monochromatic arithmetic progression appearing in the Vandermonde se-
quence u has finite length.

Proof. We start by assuming the existence of an infinitely long monochromatic arithmetic progression
in u and prove that it leads to a contradiction. Assume there exist s ∈ ℕ0 and d ∈ ℕ such that us+nd = g,
for some g ∈ G and all n ∈ ℕ0. Then us+nLd = g, for all n ∈ ℕ0. Let v ∈ Aℕ0 be the fixed point of
� starting with 0, hence u = �G(v). Then �G(vs+nLd) = g, for all n ∈ ℕ0. Furthermore, from how � is
defined, we see that there must exist some k ∈ D such that �D (vs+nLd) = k, for all n ∈ ℕ0. Therefore, v
contains an infinitely long monochromatic arithmetic progression. But, since � is an aperiodic, primitive,
constant-length substitution of height 1, this is a contradiction, by Proposition 4.1.4.

The following lemma determines A(d) for differences d which are multiples of powers of L.

Proposition 4.4.24. For the Vandermonde sequence u, for all positive integers d and n, A(Lnd) = A(d).
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Proof. The claim will follow fromA(Lnd) = A(Ln−1d), for all positive integers d and n. Next, we prove
this.

Let um+kLn−1d = g be a monochromatic arithmetic progression of difference Ln−1d and length
A(Ln−1d) appearing in u, for k = 0, 1,… , A(Ln−1d) − 1, a non-negative integer m, and g ∈ G. By
Lemma 4.4.22, um+kLn−1d = uLm+kLnd , which implies that A(Lnd) ⩾ A(Ln−1d).

Conversely, let um+kLnd = g be a monochromatic arithmetic progression of differenceLnd and length
A(Lnd) appearing in u, for k = 0, 1,… , A(Lnd) − 1, a non-negative integer m, and g ∈ G. There
exist a non-negative integer i and a ∈ D for which m = iL + a, so um+kLnd = uL(i+kLn−1d)+a. Then,
by Lemma 4.4.22, um+kLnd = V (a, b) ui+kLn−1d , where b ∈ D is such that b ≡ i mod L. Defining
ℎ = V (a, b), which is a fixed element of G, we see that ui+kLn−1d = ℎ−1g, for k = 0, 1,… , A(Lnd) − 1.
This implies that A(Ln−1d) ⩾ A(Lnd). Therefore A(Lnd) = A(Ln−1d), as required.

Corollary 4.4.25. For the Vandermonde sequence u, for all non-negative integers n, A(Ln) = L + 2.

Proof. For the sake of readability, in this proof, a letter in the alphabetA = D ×G with digit x ∈ D and
spin g ∈ G will be denoted by xg. Let v ∈ Aℕ0 be the fixed point of � starting with 01. Since the word
�(01) contains the subword 0111, the word �2(01) contains the subword (L − 1)101, which implies that
�3(01) contains the subword (L− 1)!0111, where ! is the Lth root of unity e−2�i∕L. Notice that, for any
positive integer k, the last letter of �k((L − 1)!) is (L − 1)!k+1 and the first L + 1 letters of �k(0111) are
0111⋯ (L − 1)101. Since the powers of ! have to be taken modulo L (hence !kL = 1), we see that, for
L = 2, 3,… , the word �L+2(01) contains the subword (L−1)10111⋯ (L−1)101 comprisingL+2 letters
with spin 1. Furthermore, v cannot contain a subword of more than L + 2 consecutive letters with spin
1, otherwise it necessarily occurs in the image under � of a word containing the subword 0101, which is
not in the language of �. Observe that the same argument is true if the spin 1 is replaced by any g ∈ G.
Therefore, the maximum length of a subword of v consisting of letters all of which have the same spin is
L + 2 and, since u = �G(v), we have, for the sequence u, that A(1) = L + 2. The result then follows by
Proposition 4.4.24.

As an analogy with the Rudin–Shapiro sequence, in the following proposition we look at the differ-
ences of the form

L(L−1)n + L(L−2)n +…+ Ln + 1 = LnL − 1
Ln − 1

.

Proposition 4.4.26. Consider the Vandermonde sequence u. For all positive integers n,

A
(

LnL − 1
Ln − 1

)

⩾ Ln−1 + 1.

Proof. Let us first consider the case n = 1. Note that u1 = 1. Next, we will show that ud+1 = 1, where
d = LL−1

L−1 , which will imply thatA(d) ⩾ 2, as required. ForL = 2, the binary representation of d+1 = 4
is [1, 0, 0], so u4 = V (1, 0) ⋅V (0, 0) = 1, by Equation (4.4.2). For L > 2, since the base-L representation
of d consists of L digits equal to 1 , the base-L representation of d + 1 consist of L− 1 digits equal to 1
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and the least significant digit equal to 2, that is, [1,… , 1, 1, 2]. So

ud+1 = (V (1, 1))L−2 ⋅ V (1, 2) = !L−2 ⋅ !2 = !L mod L = 1.

Let us now consider the case n > 1. To prove the claim, we will show that uk = 1, where k =
LLn+1 +m(L(L−1)n +…+Ln + 1), for all integers 0 ⩽ m ⩽ Ln−1. Let the base-L representation of m be
[mr,… , m1, m0], where 0 ⩽ r ⩽ n − 1. Then the base-L representation of k is given by

[ 1, 0,

L

n−r−1

0, … , 0, mr, … , m1, m0, …… ,
n−r−1

0, … , 0, mr, … , m1, m0 ] .

For 0 ⩽ m ⩽ Ln−1 − 1, we have n − r − 1 ⩾ 1 and, by Equation (4.4.2), uk =
∏r−1

i=0 (V (mi+1, mi))
L = 1.

For m = Ln−1, we have n − r − 1 = 0, but also mi = 0, for all 0 ⩽ i ⩽ r − 1. Consequently, the base-L
representation of k consists of L + 1 isolated digits equal to 1 separated by sequences of digits equal to
0, which, by Equation (4.4.2), implies that uk = 1.

We notice that the arithmetic progression of 1’s found in the proof of Proposition 4.4.26 cannot
be extended to the right. Indeed, since the base-L representation of m = Ln−1 + 1 is of the form
[1, 0,… , 0, 1], with two digits equal to 1 separated by n − 2 digits equal to 0, the base-L representa-
tion of k = LLn+1 + m(L(L−1)n +…+ Ln + 1) is

[ 1, 0,

L

1,
n−2

0,… , 0, 1, 1,
n−2

0,… , 0, 1, …… , 1,
n−2

0,… , 0, 1, 1,
n−2

0,… , 0, 1 ] .

This implies that uk = (V (1, 1))L−1 = !L−1 ≠ 1.

We also notice that the arithmetic progression of 1’s can neither be extended to the left, except if
L = 2. Indeed, the base-L representation of k = LLn+1 − (L(L−1)n +…+ Ln + 1) can be checked to be

[
n

L − 1,… , L − 1,

L−2

L − 2,
n−1

L − 1,… , L − 1,… , L − 2,
n−1

L − 1,… , L − 1, L − 2,
n

L − 1,… , L − 1 ] ,

and so, by Equation (4.4.2),

uk = (V (L − 1, L − 1))L(n−2)+2 (V (L − 1, L − 2))L−1 (V (L − 2, L − 1))L−1.

Since V (L− 1, L− 1) = ! and V (L− 1, L− 2) = V (L− 2, L− 1) = !2, we see that uk = !L−2, which
is equal to 1 only if L = 2. This yields Proposition 4.4.3 for the Rudin–Shapiro sequence as a corollary.

Corollary 4.4.27. For the Vandermonde sequence, A(dn) ≳
d�n
L
, where

� = 1
L − 1

and dn =
LnL − 1
Ln − 1

,
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for all positive integers n. In particular, for the Rudin–Shapiro sequence, A(dn) ≳
dn
2 .

Proof. The claim follows directly from Propositions 4.4.26.

Theorem 4.0.2 follows directly from Corollary 4.4.27.

Example 4.4.28. To look upon a particular Vandermonde sequence other than the Rudin–Shapiro se-
quence, consider L = 3 (see, for example, [31, Example 4.1]). In this case, the digit set isD = {0, 1, 2},
the spin group is G = C3 and the spin matrix is

V =

⎛

⎜

⎜

⎜

⎝

1 1 1
1 ! !2

1 !2 !

⎞

⎟

⎟

⎟

⎠

,

where ! = e−2�i∕3. We write the alphabetA = G×D as
{

0, 0̃, ̃̃0, 1, 1̃, ̃̃1, 2, 2̃, ̃̃2
}

, where ‘tilded’ and
‘double-tilded’ letters have different non-trivial spins. The Vandermonde substitution is

�∶

0 ⟼ 0 1 2 ,

1 ⟼ 0 1̃ ̃̃2 ,

2 ⟼ 0 ̃̃1 2̃ ,

where we have omitted the images of the tilded and double-tilded letters. The Vandermonde sequence u
is obtained from the fixed point of � starting with 0 under the projection

�G ∶ 0, 1, 2⟼ 1 , 0̃, 1̃, 2̃⟼ ! , ̃̃0, ̃̃1, ̃̃2⟼ !2 .

The nth element of u is given by un =
∏k−1

i=0 V (ni+1, ni), where [nk,… , n1, n0] is the ternary repre-
sentation of n. The recurrence relations arising from Lemma 4.4.22 are

u3n = un, u3n+1 =

⎧

⎪

⎨

⎪

⎩

un, if n ≡ 0 mod 3,

!un, if n ≡ 1 mod 3,

!2 un, if n ≡ 2 mod 3,

u3n+2 =

⎧

⎪

⎨

⎪

⎩

un, if n ≡ 0 mod 3,

!2 un, if n ≡ 1 mod 3,

!un, if n ≡ 2 mod 3,

Every monochromatic arithmetic progression occurring in the sequence u is finite and, by Proposi-
tion 4.4.26, A(32n + 3n + 1) ⩾ 3n−1 + 1, for all positive integers n. A list of A(d) can be found in
the data underlying this thesis. v
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5. FORWARD LIMIT SETS OF SEMIGROUPS OF SUBSTITUTIONS

In the preceding two chapters, the objects of interest were individual sequences, which were fixed points
of a substitution. In this chapter, by contrast, we consider complete forward limit sets of substitution
semigroups. We recall from Chapter 2 that a substitution semigroup S is a semigroup generated by a
familyℱ of substitutions of an alphabetA under functional composition. We recall also that the forward
limit set Λ(A) of a subset A of A for S is S(A) ⧵ S(A), and the forward limit set Λ of S is Λ(A ) (see
Definition 2.5.14).

The notion of forward limit set is richer for substitution semigroups than for individual substitutions,
for which only the periodic points of the substitution populate the forward limit set (see Lemma 2.4.12).
By definition, Λ is the boundary of S(A ) and, as such, contains all the fixed points of elements of S and,
in general, many other points. The main objective of this chapter is to characterise forward limit sets and
to determine the size of such limit sets.

We show thatΛ typically coincides with the set of all possible s-adic limits ofℱ (see Theorem 5.4.1).
Next, we characterise forward limit sets by invariant sets. We show that a necessary and sufficient con-
dition for a set of infinite words to be closed and strongly S-invariant is that it is the forward limit set of
some subset of the alphabet (see Theorem 5.4.16). This implies that Λ is the unique maximal closed and
strongly S-invariant set of infinite words. We also prove that Λ is the closure of the image under S of
the set of all fixed points of S (see Theorem 5.4.24).

Having characterised forward limit sets, wemove towards determining their size. We first give certain
assumptions under which a forward limit set is uncountable (see Theorem 5.5.2). Therefore, Λ typically
cannot be too small. We show that, nonetheless, it can neither be too large. More precisely, we give
upper bounds on the size of Λ in terms of logarithmic Hausdorff dimension (see Theorem 5.5.7).

We finish the chapter with a characterisation of the hull of S by its invariant properties. We prove
that, under mild assumptions, the hull is the smallest possible closed, S-invariant and shift-invariant non-
empty set of infinite words (see Theorem 5.6.5). We also show that, if S is primitive, its hull is uniquely
determined by the set of fixed points of S (see Theorem 5.6.6).

The chapter is organised as follows. In Section 5.2 we give the growing condition which is equivalent
to S being fixed-letter-free. In Section 5.3 we study some basic properties of Λ. In Section 5.4 we
provide the several characterisations of Λ, first by s-adic limits (Section 5.4.1), next by invariant sets
(Section 5.4.2), and finally by fixed points of S (Section 5.4.3). In Section 5.5 we study the size of Λ,
first showing that it is typically uncountable (Section 5.5.1) and next, giving upper bounds on its size in
terms of logarithmic Hausdorff dimension (Section 5.5.2). In Section 5.6, we characterise the hull of S.
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5.1 Preliminaries

Before diving into the contents of this chapter, we recall some definitions from Chapter 2 that will be
used in the subsequent sections. In this chapter we index the letters of words starting by 1; accordingly
we denote the set of infinite words over A by Aℕ. We write �k(w) for the kth letter of a word w (see
Section 2.2.2). In particular, the first letter of w is �1(w). For a substitution semigroup S generated by
a family ℱ of substitutions, we use the map F ∶ ℱ + ⟶ S that sends f1f2… fn to f1◦f2◦… ◦fn (see
Section 2.5.3). We obtain an action of S on A by defining f [a] = �1(f (a)), for f ∈ S and a ∈ A (see
Section 2.5.4).

5.2 Fixed-letter-free substitution semigroups

A substitution semigroup S of the alphabet A is fixed-letter-free if each substitution f in S satisfies
f (a) ≠ a, for all a ∈ A . In this section we prove that the fixed-letter-free property for a substitution
semigroup is equivalent to a growth condition for images of letters under the semigroup (Theorem 5.2.5).

We begin with a lemma that later on we will apply to the alphabet A and to the alphabet ℱ . For this
reason, we state the lemma using a different notation for the alphabet altogether.

Lemma 5.2.1. LetX be a finite alphabet and let (un) be an infinite sequence of words overX for which
|un| →∞ as n→∞. Then there is a subsequence (vn) of (un) of the form

vn = x1x2⋯ xnwn, n = 1, 2,… ,

where x1, x2,… are letters of X and w1, w2,… are words over X .

Proof. We will define a chain I0 ⊇ I1 ⊇ I2 ⊇⋯ of infinite subsets of ℕ (where I0 = ℕ) and a sequence
of letters x1, x2,… of X with the property that, for each k ∈ In, we have |uk| > n and �i(uk) = xi, for
i = 1, 2,… , n.

To do this, suppose that I0, I1,… , In−1 and x1, x2,… , xn−1 have been constructed with this property,
where n ⩾ 1. Let I∗n−1 be the infinite subset of In−1 of those integers k for which |uk| > n. Now, there
are only finitely many choices for the letter �n(uk), for k ∈ I∗n−1. Since I

∗
n−1 is infinite, we can choose an

infinite subset In of I∗n−1 and a letter xn of X for which �n(uk) = xn, for all k ∈ In. Thus I0, I1,… , In
and x1, x2,… , xn have the required property, and the existence of the full chain I1, I2,… and sequence
x1, x2,… follows from the axiom of dependent choices (see, for example, [65, 69]).

We now choose in ∈ In, for n = 1, 2,… , and define vn = uin . This sequence (vn) is of the form
specified in the lemma.

Remark 5.2.2. Sometimes we apply the reverse form of Lemma 5.2.1, in which vn = wnxnxn−1… x1,
for xi ∈ X and wn ∈ X+. This can be obtained quickly from Lemma 5.2.1 by judicious use of the
operation that reverses the letters of a word. v
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The next lemma provides conditions under which a substitution must have a fixed letter.

Lemma 5.2.3. Let f be a substitution of an alphabet A and let u be a word over A with |f (u)| = |u|
and �1(f (u)) = �1(u). Then f fixes the letter �1(u).

Proof. Let u = a1a2… an, where ai ∈ A . Then a1 = �1(u) and

|f (a1)| + |f (a2)| +⋯ + |f (an)| = |f (u)| = |u| = n.

Hence |f (a1)| = |f (a2)| = ⋯ = |f (an)| = 1; in particular, |f (a1)| = 1. It follows that f (a1) is a single
letter. Now, �1(f (a1)) = �1(f (u)) (because a1 = �1(u)), so we see that

f (a1) = �1(f (a1)) = �1(f (u)) = �1(u) = a1,

as required.

Corollary 5.2.4. Let f be a substitution of an alphabet A . Then f has a fixed letter in A if, and only if,
it has a fixed word in A+.

Proof. Suppose that f fixes a word w over A . Then f (w) = w. Applying Lemma 5.2.3, we see that f
fixes the letter �1(w). The converse implication is immediate.

We can now prove the main theorem of this section.

Theorem 5.2.5. Let S be a substitution semigroup with finite generating set ℱ . Then S has the fixed-
letter-free property if, and only if,

min{|f1◦f2◦… ◦fn(a)| ∶ fi ∈ ℱ } →∞ as n→∞,

for each a ∈ A .

Proof. Suppose first that there is a substitution g in S and a letter a in A with g(a) = a. We can find
generators g1, g2,… , gm in ℱ with g = g1◦g2◦⋯◦gm. Then

|(g1◦g2◦⋯◦gm)n(a)| = |gn(a)| = |a| = 1,

for all positive integers n. Consequently,

min{|f1◦f2◦⋯◦fn(a)| ∶ fi ∈ ℱ } ↛∞ as n→ ∞.

Conversely, suppose that

min{|f1◦f2◦⋯◦fn(a))| ∶ fi ∈ ℱ }↛∞ as n→∞,
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for some letter a inA . Then there are a positive integerN and a sequence (un) inℱ +with |u1| < |u2| <⋯
and

|F (un)(a)| ⩽ N,

for n = 1, 2,… . Since ℱ is finite, we can apply Lemma 5.2.1 (reverse form) to find a subsequence (vn)
of (un) with vn = wnfnfn−1… f1, where fi ∈ ℱ and wn ∈ ℱ +. Let Fn = fn◦fn−1◦⋯◦f1. Then
F (vn) = F (wn)◦Fn, so

|Fn(a)| ⩽ |F (wn)(Fn(a))| = |F (vn)(a)| ⩽ N.

Additionally, |Fn+1(a)| = |fn+1(Fn(a))| ⩾ |Fn(a)|, so the sequence |F1(a)|, |F2(a)|,… is eventually
constant. Then, becauseA is finite, we can find positive integers r and s (with r > s) for which |Fr(a)| =
|Fs(a)| and �1(Fr(a)) = �1(Fs(a)). We can now apply Lemma 5.2.3 with f = fr◦fr−1◦⋯◦fs+1 and
u = Fs(a) to see that f fixes the letter �1(u), as required.

Example 5.2.6. Consider a substitution semigroup S generated by a set ℱ of three substitutions f , g
and ℎ of the alphabet {a, b, c}, which satisfy f (a) = b, g(b) = c and ℎ(c) = a. Then ℎ◦g◦f (a) = a
and since (ℎ◦g◦f )n(a) ↛ ∞ as n → ∞, S does not have the fixed-letter-free property. Observe that
none of the generators from ℱ needs to fix any letter in A for S not to be a fixed-letter-free substitution
semigroup. v

A straightforward corollary of the previous theorem is that, given a finite set of substitutions ℱ ,
we can check in a finite number of steps whether the substitution semigroup generated by ℱ has the
fixed-letter-free property.

Corollary 5.2.7. A substitution semigroup S with finite generating set ℱ is fixed-letter-free if, and only
if, no substitution in {f1◦f2⋯◦fn ∶ fi ∈ ℱ , n = 1, 2,… , |A |} fixes any letter in A .

Proof. If S is fixed-letter-free, no substitution of the form f1◦f2◦⋯◦fn with fi ∈ ℱ can fix any letter
in A because, otherwise, there exists a letter b ∈ A such that |(f1◦f2◦⋯◦fn)m(b)| ↛ ∞ as m → ∞,
which is incompatible with the fixed-letter-free property.

The converse proof is, essentially, the same as in Theorem 5.2.5. Observe that the positive integers
s and r used in that proof satisfy 1 ⩽ r − s ⩽ |A |, by the pigeonhole principle. This implies that there
exists a substitution f = fr◦fr−1◦⋯◦fs+1 with fi ∈ ℱ that fixes some letter b ∈ A . We can rewrite f
as g1◦g2◦⋯◦gn with gi ∈ ℱ , where n = r − s ⩽ |A |, which completes the proof.

5.3 Properties of forward limit sets

In this section we explore some of the basic properties of forward limit sets. Let S be a semigroup
generated by a finite set of substitutions ℱ of an alphabet A . We recall that the forward limit set of
a subset A of A for S is Λ(A) = S(A) ⧵ S(A). Since A+ has the discrete topology, S(A) does not
accumulate in A+, and so the set Λ(A) is contained wholly within Aℕ. Evidently it is a closed subset of
Aℕ (it is the boundary of S(A) in Ã ). We will prove that Λ(A) is invariant under S, which, as we recall,
means that S(Λ(A)) ⊆ Λ(A).
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Lemma 5.3.1. The forward limit set Λ(A) of a subset A ofA for a substitution semigroup S is invariant
under S.

Proof. Let x ∈ Λ(A) and g ∈ S. Then there exist sequences (Fn) in S and (an) in A with Fn(an) → x.
Since A is finite we can assume by passing to a subsequence that in fact all the letters an are equal,
that is, an = a for some letter a. Hence Fn(a) → x. Observe that (g◦Fn) is also a sequence in S and
g◦Fn(a)→ g(x) by continuity of g. Hence g(x) ∈ Λ(A). Thus Λ(A) is S-invariant, as required.

We record another elementary lemma, which is used often.

Lemma 5.3.2. Let S be a substitution semigroup. Then

Λ(A) =
⋃

a∈A
Λ(a),

for any subset A of A .

Proof. We have S(A) =
⋃

S(a), by definition. Hence S(A) =
⋃

S(a) because A is finite. Note also
that S(a) ⧵ S(a) = S(a) ⧵ S(A), for a ∈ A, because S(A) ⊆ A+. Hence

⋃

a∈A
Λ(a) =

⋃

a∈A
S(a) ⧵ S(a) =

⋃

a∈A
S(a) ⧵ S(A) = S(A) ⧵ S(A) = Λ(A),

as required.

Thus we can describe all forward limit sets forS in terms of the forward limit setsΛ(a), where a ∈ A .
We will explore how to use the first-letter graph Gℱ of ℱ to understand how the forward limit sets of
individual letters are related (we introduced first-letter graphs of substitution systems in Section 2.5.5).
The next two lemmas will assist us with this task.

Lemma 5.3.3. Let g be a substitution of an alphabet A . Let x, y ∈ Ã , and suppose that �1(x) = �1(y).
Then

d(g(x), g(y)) ⩽ 1
2|g(a)|

,

where a = �1(x).

Proof. Let x = a1a2… and y = b1b2… , for ai, bj ∈ A , where a1 = b1 = a. Then g(x) = g(a1)g(a2)…
and g(y) = g(b1)g(b2)… . Consequently, the first |g(a)| letters of g(x) and g(y) coincide, so the inequality
follows.

Lemma 5.3.4. Let (xn) and (yn) be sequences in Ã with �1(xn) = �1(yn), for n = 1, 2,… , and let
x ∈ Aℕ. Suppose that (Fn) is a sequence of substitutions ofA for which Fn(xn)→ x and |Fn(an)| →∞,
where an = �1(xn). Then Fn(yn)→ x.
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Proof. By Lemma 5.3.3, we have

d(Fn(xn), Fn(yn)) ⩽ d(Fn(xn), Fn(an)) + d(Fn(an), Fn(yn)) ⩽
2

2|Fn(an)|
.

Since |Fn(an)| → ∞, we see that Fn(yn)→ x, as required.

Now we return to the task of relating forward limit sets using the first-letter graph.

Lemma 5.3.5. Let S be a substitution semigroup and letℱ be a generating set of S. Suppose that there
is a directed walk in Gℱ from one letter a to another letter b. Then Λ(b) ⊆ Λ(a).

Proof. That there is a directed walk in Gℱ from a to b implies that there is an element g of S with
g[a] = b. We definew = g(a), so �1(w) = b. Suppose now that x ∈ Λ(b). Then there is a sequence (Fn)
in S with Fn(b)→ x. Since x is an infinite word, |Fn(b)| →∞, so we can apply Lemma 5.3.4 to see that
Fn(w) → x. Now, Fn(w) = Fn◦g(a), and (Fn◦g) is itself a sequence in S, so we see that x ∈ Λ(a), as
required.

An immediate corollary of Lemma 5.3.5 is that the forward limit sets of letters in the same strongly
connected component of Gℱ coincide.

Corollary 5.3.6. Let S be a substitution semigroup and let ℱ be a generating set of S. Suppose that
letters a and b lie in the same strongly connected component of Gℱ . Then Λ(a) = Λ(b).

Example 5.3.7. Considered the substitutions f and g of the alphabet {a, b, c, d, e}, given by

f ∶

a ⟼ aa ,
b ⟼ c ,
c ⟼ d ,
d ⟼ d d ,
e ⟼ e e ,

and g∶

a ⟼ b ,
b ⟼ e ,
c ⟼ c c ,
d ⟼ c c ,
e ⟼ d .

In Figure 5.3.1 we see the first-letter graph for {f, g} with labels for loops omitted, and the inclusions
of the forward limit sets. Observe that vertices c and d form a strongly connected component and, by
Corollary 5.3.6, Λ(c) = Λ(d). By Lemma 5.3.5, Λ(d) ⊆ Λ(e) ⊆ Λ(b) ⊆ Λ(a), but the second inclusion
must be an equality because f [e] = g[b] = e, and f [b] = c, g[e] = d and Λ(c) = Λ(d).

c

a b d

e

f
g

f

g

g

g

Λ(a) = {aaa⋯ , ccc⋯ , ddd⋯ , eee⋯}

Λ(b) = Λ(e) = {eee⋯ , ccc⋯ , ddd⋯}

Λ(c) = Λ(d) = {ccc⋯ , ddd⋯}

⊆
⊆

Figure 5.3.1: First-letter graph for {f, g} and inclusions of forward limit sets.
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v

One could establish further properties of the relationships between forward limit sets of strongly
connected components of Gℱ in terms of the graph Gℱ . For example, the forward limit sets of two
strongly connected components intersect if, and only if, there is a directed walk from both of these
components to a common vertex. We explore these relationships no further here.

We finish this section with one final theorem on forward limit sets. In this theoremwe use the notation
�1(X) for the set {�1(x) ∶ x ∈ X}.

Theorem 5.3.8. Let S be a fixed-letter-free substitution semigroup, let ℱ be a generating set of S, and
let X be a forward limit set of some subset of A for S. Then X = Λ(A), where A = �1(X).

Proof. First we show that Λ(A) ⊆ X. To this end, choose x ∈ Λ(A). Then there exists a ∈ A and
a sequence (Fn) in S with Fn(a) → x. Since A = �1(X), we can find y ∈ X with �1(y) = a. Then
Fn(y)→ x by Lemma 5.3.4. Observe that Fn(y) ∈ X, by S-invariance ofX, and then x ∈ X, by closure
of X. Hence Λ(A) ⊆ X.

Next we show that X ⊆ Λ(A). Observe that X = Λ(B), for some subset B of A . Choose x ∈ X.
Then there exists b ∈ B and a sequence (wn) of words over ℱ for which F (wn)(b) → x. Note that
|wn| →∞. Choose further sequences (un) and (vn) inℱ + withwn = unvn and |un| →∞ and |vn| →∞.
Since A is finite we can assume by passing to a subsequence that in fact all the letters F (vn)[b], for
n = 1, 2,… , are equal to some letter c in A .

Now, because (Ã , d) is compact, there is a subsequence of (F (vn)(b)) that converges to some limit
y ∈ Ã . Since |vn| → ∞, by Theorem 5.2.5, |F (vn)(b)| → ∞. Then y ∈ Aℕ, so y ∈ Λ(B). Since
F (vn)[b] = c for each n, it follows that �1(y) = c. So c ∈ A.

We have F (un)(F (vn)(b)) → x and �1(F (vn)(b)) = c for each n. Observe that |F (un)(c)| → ∞, by
Theorem 5.2.5, because |un| → ∞. Hence we can apply Lemma 5.3.4 with xn = F (vn)(b), yn = c,
and Fn = F (un) to see that F (un)(c) → x. Hence x ∈ Λ(A), so X ⊆ Λ(A). Therefore X = Λ(A), as
required.

The theorem fails if S has fixed letters, as we can easily illustrate with examples.

Example 5.3.9. Consider the semigroup S generated by the pair of substitutions

f ∶
a ⟼ b a ,
b ⟼ b ,

and g∶
a ⟼ b b ,
b ⟼ b .

For X = Λ(a), which consists of the point bbb⋯ alone, A = �1(X) = {b}. Consequently Λ(A) is the
empty set and therefore, X ⊈ Λ(A). v

Example 5.3.10. Consider the semigroup S generated by the pair of substitutions

f ∶
a ⟼ a c ,
b ⟼ c b ,
c ⟼ c ,

and g∶
a ⟼ a a ,
b ⟼ c b ,
c ⟼ c .
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Observe that Λ(c) is empty and Λ(b) consists of the point ccc⋯ alone. The forward limit set Λ(a)
contains infinitely many points but, importantly, all of them start with the letter a. For X = Λ({a, b}),
A = �1(X) = {a, c}. Consequently Λ(A) = Λ(a) and therefore, X ⊈ Λ(A). v

5.4 Characterisations of forward limit sets

In this section, we focus on characterising forward limit sets of substitution semigroups in terms of s-adic
limits (Section 5.4.1), invariant sets (Section 5.4.2) and fixed points (Section 5.4.3).

5.4.1 Forward limit sets and s-adic limits

The main result of this section is Theorem 5.4.1, which says that for a fixed-letter-free substitution semi-
group S generated by a finite set of substitutions ℱ , the forward limit set of S is equal to the set of
all s-adic limits of ℱ . We recall from Section 2.5.6 in Chapter 2 that an infinite word x over A is
an s-adic limit of a family of substitutions ℱ if there exist sequences (fn) in ℱ and (an) in A with
f1◦f2◦⋯◦fn(an)→ x as n→∞.

Theorem 5.4.1. Let S be a fixed-letter-free substitution semigroup with finite generating set ℱ . The
forward limit set of S is equal to the set of all s-adic limits of ℱ .

Proof. First, we prove that the set of all s-adic limits of ℱ is contained in Λ, the forward limit set of
S. Suppose that x is an s-adic limit of ℱ . Then there are sequences (fn) in ℱ and (an) in A for which
Fn(an)→ x as n→∞, where Fn = f1◦f2◦… ◦fn. SinceA is finite, we can find an increasing sequence
of positive integers (nk) and a letter a ∈ A with ank = a, for k = 1, 2,… . Hence Fnk(a)→ x as nk →∞.
Consequently, x belongs to Λ(a), the the forward limit set of a for ℱ . So x belongs to Λ.

Conversely, we prove that Λ is contained in the set of all s-adic limits of ℱ . Suppose that x ∈ Λ.
Then x ∈ Λ(a), for some letter a ∈ A . Hence there is a sequence of words (un) inℱ + with |un| →∞ and
F (un)(a) → x. Since ℱ is finite, by Lemma 5.2.1, there is a subsequence (vn) of (un) of the form vn =
f1f2… fnwn, for n = 1, 2,… , where fi ∈ ℱ and wn ∈ ℱ +. Let Fn = f1◦f2◦⋯◦fn, xn = F (wn)(a),
and an = �1(xn), for n = 1, 2,… . Then Fn(xn) = F (vn)(a), so Fn(xn) → x. Since |Fn(an)| → ∞, by
Theorem 5.2.5, we can apply Lemma 5.3.4 with yn = an to see that Fn(an)→ x. Therefore x is an s-adic
limit of ℱ , as required.

Observe that the requirements that ℱ is finite and S is fixed-letter-free are only necessary in the
second part of the previous proof. Hence, the set of all s-adic limits of a set of substitutions ℱ is always
contained in the forward limit set of the substitution semigroup generated by ℱ .

An example where Theorem 5.4.1 applies is the substitution semigroup generated by the Thue–Morse
substitution and the reversed Thue–Morse substitution considered in Example 2.5.16, which is a fixed-
letter-free substitution semigroups. We recall that the forward limit set of this substitution semigroup
consist of two points, the Thue–Morse word and its image under the exchange of the letters of the alpha-
bet. Therefore, these are the only two s-adic limits of the considered pair of substitutions.
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Another example where Theorem 5.4.1 applies is the substitution semigroup generated by the Fi-
bonacci substitution and the reversed Fibonacci substitution considered in Example 2.5.8. In this case,
the forward limit set is infinite, but as we mentioned in Example 2.5.22, it admits a simple description.
To not interrupt the thread of the discussion, we postpone a detailed treatment of this example till the end
of this section on forward limit sets and s-adic limits (see Section 5.4.1.1). Now, we consider an example
showing that Theorem 5.4.1 fails if S has fixed letters.

Example 5.4.2. Consider the semigroup S generated by substitutions f and g of the alphabet {a, b},
given by

f ∶
a ⟼ a ,
b ⟼ a b ,

and g∶
a ⟼ a ,
b ⟼ b b .

Then gn◦f (b) → x, where x = abbb… (and where gn = g◦g◦⋯◦g, the n-fold composition of g with
itself), and so x belongs to the forward limit set of S. However, x is not an s-adic limit of {f, g}. This
can be seen from a short argument by contradiction. We assume that f1◦f2◦⋯◦fn(an) → x, where
fi ∈ {f, g} and ai ∈ {a, b}. Then an = b for all but finitely many values of n, and the fact that there is
only a single occurence of a in x implies that none of the substitutions fi can equal f , which gives the
required contradiction. v

Notice that ifS is not fixed-letter-free, the situation not considered in Theorem 5.4.1, it is still possible
that the forward limit set of S is equal to the set of s-adic limits ofℱ . We consider a particular example.

Example 5.4.3. Consider the semigroup S of Example 2.5.15, which recall is generated by the substi-
tutions

f ∶
a ⟼ a ,
b ⟼ a b ,

and g∶
a ⟼ a ,
b ⟼ b a .

We know that S consists of substitutions of the form

f n◦gm ∶
a ⟼ a ,
b ⟼ an b am ,

where n and m are non-negative integers that are not simultaneously equal to 0. Here we have a substi-
tution semigroup S which is not fixed-letter-free, but whose forward limit set is equal to the set of all
s-adic limits of {f, g}, as we will now prove.

Suppose that x is an s-adic limit of {f, g}. Then there exist a sequence of substitutions (fn) in {f, g}
and a sequence of letters (an) in {a, b} such that Fn(an) → x as n → ∞, where Fn = f1◦f2◦⋯◦fn.
Since the letter a is fixed by all the substitutions in S, there must exist an increasing sequence of positive
integers (nk) such that ank = b, for k = 1, 2,… , so Fnk(b)→ x as nk →∞. Hence x ∈ Λ.

Conversely, suppose that x ∈ Λ. In Example 2.5.15we saw thatΛ = {aaaa⋯ , anbaaa⋯ ∶ n ∈ ℕ0}.
If x = aaa⋯, choose the substitution Fn = f n−1◦g and the letter an = b, for n = 1, 2,… , so that
Fn(an) = anba. If x = akbaa⋯, where k is a non-negative integer, choose the substitution Fn = f k◦gn−k

and the letter an = b, for n > k, so that Fn(b) = akban−k. In either case, Fn(b)→ x as n→ ∞, so x is an
s-adic limit of {f, g}, as required. v
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Theorem 5.4.1 tells us that for each x ∈ Λ we can find sequences (fn) in ℱ and (an) in A with
f1◦f2◦⋯◦fn(an) → x as n → ∞. The next theorem says that we can obtain a similar conclusion but
with fn ∈ S (rather than fn ∈ ℱ ) and all letters an equal.

Theorem 5.4.4. Let S be a fixed-letter-free substitution semigroup with finite generating set ℱ , and let
x ∈ Λ. Then there exists a letter a ∈ A and a sequence (gn) in S for which

g1◦g2◦… ◦gn(a)→ x as n→∞.

Proof. By Theorem 5.4.1, x is an s-adic limit of ℱ . Hence there exist sequences (fn) in ℱ and (an)
in A for which Fn(an) → x, where Fn = f1◦f2◦… ◦fn. Since A is finite we can find a letter a in A
and an increasing sequence of positive integers (nk) with ank = a, for k = 1, 2,… . Let n0 = 0 and
gk = fnk−1+1◦fnk−1+2◦… ◦fnk , for k = 1, 2,… , and define Gk = g1◦g2◦⋯◦gk. Then Gk = Fnk . Hence

Gk(a) = Fnk(a) = Fnk(ank)→ x

as k→∞, as required.

We finish this section on forward limit sets and s-adic limits with a detailed description of the forward
limit set generated by the Fibonacci substitution and the reversed Fibonacci substitution.

5.4.1.1 The Fibonacci substitution semigroup

Consider the Fibonacci substitution f and the reversed Fibonacci substitution g, which we recall are
given by

f ∶
a ⟼ a b ,
b ⟼ a ,

and g∶
a ⟼ b a ,
b ⟼ a .

Throughout this Section 5.4.1.1, f and g will be these substitutions, and S will be the substitution semi-
group generated by f and g, which we call the Fibonacci substitution semigroup. Furthermore, Λ will
be the forward limit set of S, Ω will be the hull of S and X will be the subshift of S.

In Example 2.5.22 we mentioned that Λ = Ω = X and that they are given by the closure of the
shift-orbit of the Fibonacci word, the fixed point of f . We will prove these assertions in Theorems 5.4.8
and 5.4.10. The following two lemmas will be used to prove the subsequent results.

Lemma 5.4.5. For every finite word w over {a, b}, the Fibonacci substitution f and the reversed Fi-
bonacci substitution g satisfy f (wb) = g(bw).

Proof. It is immediate to check that the claim holds for w = a and w = b. Now, suppose that the claim
holds for every word of length n, for some positive integer n. Then, for every word w = a1a2⋯ an+1,
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where ai ∈ {a, b} for i = 1, 2,… , n + 1, we have

f (wb) = f (a1) f (a2a3⋯ an+1b) = f (a1) g(ba2a3⋯ an+1) =

= f (a1) a g(a2a3⋯ an+1) = f (a1b) g(a2a3⋯ an+1) =

= g(ba1) g(a2a3⋯ an+1) = g(ba1a2a3⋯ an+1) = g(bw) .

The proof follows by mathematical induction.

Lemma 5.4.6. For every infinite word w over {a, b}, the Fibonacci substitution f and the reversed
Fibonacci substitution g satisfy f (w) = g(bw).

Proof. For every positive integer n, let xn be the prefix of w of length n. For every n, f (xnb) = g(bxn),
by Lemma 5.4.5. Since xn → w as n→∞,

f (xnb)→ f (w) and g(bxn)→ g(bw) ,

by continuity of f and g. Therefore f (w) = g(bw), as required.

Using Lemma 5.4.5 it is easy to show that both substitutions f and g have the same language.

Lemma 5.4.7. The language of the Fibonacci substitution f is equal to the language of the reversed
Fibonacci substitution g.

Proof. We have to look at subwords of f n(c) and gn(c), for all positive integers n and letters c in {a, b}.
Without loss of generality, we can assume that c = a because f n(a) = f n+1(b) and gn(a) = gn+1(b). By
direct inspection, we see that all the subwords of f (a) are subwords of g2(a) and that all the subwords
of g(a) are subwords of f 2(a). Similarly, we verify that the language of f 2(a) is equal to the language
of g2(a), or in other words, ℒ (f 2(a)) = ℒ (g2(a)). Now, let us suppose that, for a positive integer
n > 2, we have ℒ (f n(a)) = ℒ (gn(a)). Any subword x of f n+1(a) is a subword of f (f n(a)b) and, by
Lemma 5.4.5, a subword of g(bf n(a)). Then x is a subword of g(bgn(a)), and so of gn+1(a). Therefore
ℒ (f n+1(a)) = ℒ (gn+1(a)), and the proof follows by induction.

Now, we can prove the equality of Ω and X.

Theorem 5.4.8. The hull Ω and the subshift X of the Fibonacci substitution semigroup are equal, and
they are given by the closure of the shift-orbit of the Fibonacci word, the fixed point of the Fibonacci
substitution.

Proof. Since f is a primitive substitution, by Theorem 2.4.35, its hull Ωf and its subshift Xf are equal.
The same happens for g. Moreover, since the language of f is equal to the language of g, by Lemma 5.4.7,
their subshifts are equal. In short, Ωf = Ωg = Xf = Xg. From the equality of the languages of f and g,
it also follows that the language of S is equal to the language of f and g. Consequently, X = Xf = Xg.
Furthermore, it can easily be shown that Ωf ⊆ Ω ⊆ X. Then, we have that X ⊆ Ω ⊆ X and therefore,
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Ω = X. That the sets Ω and X are equal to the closure of the shift-orbit of the Fibonacci word is a
straightforward consequence of Theorem 2.4.35.

Since the dynamical system (Ω, �) is minimal and Λ is a non-empty closed subset of Ω, to show
that Λ = Ω it suffices to show that Λ is �-invariant. In the following lemma we show that Λ is, in fact,
strongly �-invariant.

Lemma 5.4.9. The forward limit set Λ of the Fibonacci substitution semigroup is strongly invariant
under the shift map �. In other words, Λ = �(Λ).

Proof. Suppose that x ∈ Λ. It can be easily verified that S is fixed-letter-free, so Λ is strongly S-
invariant, by Theorem 5.4.16 (result to come on page 121). In other words, Λ = S(Λ). So there exists
y ∈ Λ such that x = g(y). Since g(y) = �(ag(y)) = �(g(by)), we can use Lemma 5.4.6 to write
x = �(f (y)), so x ∈ �(Λ). Hence Λ ⊆ �(Λ).

Conversely, suppose that x ∈ Λ. Since Λ = S(Λ), there exists y ∈ Λ such that x = f (y). By
Lemma 5.4.6, f (y) = g(by) = ag(y), so �(x) = g(y). Hence �(Λ) ⊆ Λ. Consequently, Λ = �(Λ), as
required.

Now, we can prove the equality of Λ and Ω.

Theorem 5.4.10. The forward limit set Λ and the hull Ω of the Fibonacci substitution semigroup are
equal.

Proof. Since (Ω, �) is a minimal dynamical system and Λ is a non-empty closed and �-invariant subset
of Ω, Λ = Ω, as required.

Therefore, by Theorems 5.4.8 and 5.4.10, Λ, Ω and X are equal to each other and they are given by
the closure of the shift-orbit of the Fibonacci word, as we wanted to show. Since S is fixed-letter-free
and, by Theorem 5.4.1, Λ is equal to the set of all s-adic limits of {f, g}, we have a precise description
of this family of s-adic sequences.

5.4.2 Invariant sets

In this section we turn to means for classifying forward limit sets by means of the action of S on Aℕ.
Recall that a subset X of Aℕ is S-invariant if S(X) ⊆ X, and strongly S-invariant if S(X) = X. The
main result of this section is Theorem 5.4.16 which says that, given a finitely-generated fixed-letter-free
substitution semigroup S, a subset of Aℕ is closed and strongly S-invariant if, and only if, it is the
forward limit set of some subset of A for S. A consequence of this result is another characterisation of
the forward limit set of S, which turns out to be the greatest element in the poset of closed and strongly
S-invariant subsets of Aℕ (this is Corollary 5.4.17). Furthermore, we characterise the minimal closed
and S-invariant subsets ofAℕ, which turn out to be the forward limit sets of the terminal components of
the corresponding first-letter graph (this is Theorem 5.4.19).

A first step towards these goals is the following lemma.
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Lemma 5.4.11. Let S be a fixed-letter-free substitution semigroup with finite generating set ℱ . The
forward limit set Λ(a) of a letter a ∈ A is strongly S-invariant.

Proof. We already know thatΛ(a) isS-invariant, by Lemma 5.3.1, so it remains to show that if y ∈ Λ(a),
then there exists g ∈ S and x ∈ Λ(a) with g(x) = y. To prove this, observe that since y ∈ Λ(a) there
is a sequence (wn) in ℱ + with F (wn)(a) → y. Note that |wn| → ∞. Since ℱ is finite, by restricting
to a subsequence of (wn), we can assume that in fact wn = gvn, for n = 1, 2,… , where g ∈ ℱ and
vn ∈ ℱ +. Now, (F (vn)(a)) is a sequence in the compact metric space (Ã , d), so there is an increasing
sequence of positive integers (nk) for which F (vnk)(a) → x, for some point x ∈ Ã . In fact, x ∈ Aℕ

because |F (vnk)(a)| →∞ by Theorem 5.2.5. Hence, by continuity of g,

F (wnk)(a) = g◦F (vnk)(a)→ g(x),

so g(x) = y, as required.

It follows immediately from Lemma 5.4.11 that the forward limit set of any subset of A for S is
strongly S-invariant.

Lemma 5.4.12. Let S be a fixed-letter-free substitution semigroup, let ℱ be a generating set of S, and
let X be a subset of Aℕ. Suppose that for some x ∈ X there are sequences (fn) in S and (xn) in X with
xn−1 = fn(xn), for n = 1, 2,… , where x0 = x. Then x ∈ Λ(A), where A = �1(X).

Proof. Choose sequences (fn) and (xn) as specified in the lemma. Let Fn = f1◦f2◦… ◦fn. Then we
have Fn(xn) = x. Define an = �1(xn), and note that an ∈ �1(X). Since |Fn(an)| → ∞, by Theorem 5.2.5,
we can apply Lemma 5.3.4 with yn = an to see that Fn(an) → x. Hence x ∈ Λ(A), so X ⊆ Λ(A), as
required.

Using Lemma 5.4.12 we obtain another characterisation of Λ.

Theorem 5.4.13. Let S be a fixed-letter-free substitution semigroup with generating set ℱ , and let x ∈
Aℕ. Then x ∈ Λ if, and only if, there are sequences (fn) in S and (xn) in Aℕ with xn−1 = fn(xn), for
n = 1, 2,… , where x0 = x.

Proof. Suppose first that x ∈ Λ. Since Λ is strongly S-invariant, we can find a substitution f1 in S
and an infinite word x1 in Aℕ with f1(x1) = x. By repeating this argument (and applying the axiom of
dependent choices) we obtain the required sequences (fn) and (xn).

Conversely, suppose there are sequences (fn) in S and (xn) in Aℕ with xn−1 = fn(xn), for n =
1, 2,… , where x0 = x. Applying Lemma 5.4.12 with X = Aℕ, we see that x ∈ Λ(A), where A =
�1(X) = A . Consequently, x ∈ Λ, as required.

The concept ‘stable set’ of a set of self-maps, in particular a set of substitutions, was defined in [59]
and it was studied in [97], for Sturmian and Episturmian substitutions, and in [10], for random composi-
tions of substitutions with the same matrix (in the latter the term ‘stable set’ is not explicitly mentioned).
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Let ℱ be a set of substitutions of an alphabet A . We say that a word x over A can be indefinitely desub-
stituted using substitutions from ℱ if there exist sequences (fn) in ℱ and (xn) in Ã with xn−1 = fn(xn),
for n = 1, 2,… , where x0 = x. The stable set of ℱ is the set of all words over A that can be indefi-
nitely desubstituted using substitutions from ℱ . Thus, we obtain the following charaterisation of Λ as a
corollary of Theorem 5.4.13.

Corollary 5.4.14. The forward limit set of a fixed-letter-free substitution semigroup generated by a set
ℱ of substitutions is equal to the stable set of ℱ .

Proof. Let S be the substitution semigroup generated by ℱ and let Λ be the forward limit set of S. If
x ∈ Λ, then x belongs to the stable set of ℱ , by Theorem 5.4.13. Conversely, suppose that x belongs
to the stable set of ℱ . Since S is fixed-letter-free, no finite word can be indefinitely desubstituted using
substitutions fromℱ , by Theorem 5.2.5, so xmust be an infinite word. Hence x ∈ Λ, by Theorem 5.4.13.

The next lemma features in the proof of Theorem 5.4.16.

Lemma 5.4.15. Let S be a substitution semigroup, letℱ be a generating set of S, and letX be a closed
and S-invariant subset of Aℕ. Then Λ(A) ⊆ X, where A = �1(X).

Proof. Let y ∈ Λ(A). There exists a ∈ A and a sequence (Fn) in S with Fn(a)→ y. Choose x ∈ X with
�1(x) = a. Then Fn(x) → y by Lemma 5.3.4. Observe that Fn(x) ∈ X, by S-invariance of X, and then
y ∈ X, by closure of X. Hence Λ(A) ⊆ X, as required.

We can now prove the main result of this section.

Theorem 5.4.16. Let S be a fixed-letter-free substitution semigroup with finite generating setℱ , and let
X ⊆ Aℕ. Then X is closed and strongly S-invariant if, and only if, X = Λ(A), where A = �1(X).

Proof. Suppose that X = Λ(A), where A = �1(X). Then X is closed, and it is strongly S-invariant, by
Lemma 5.4.11.

Conversely, suppose that X is closed and strongly S-invariant. Let x ∈ X. By the strongly S-
invariant property, there are sequences (fn) in S and (xn) in X with fn(xn) = xn−1, for n = 1, 2,… ,
where x0 = x. Applying Lemma 5.4.12, we find that x ∈ Λ(A), where A = �1(X). Thus X ⊆ Λ(A).
Next, Λ(A) ⊆ X, by Lemma 5.4.15. Hence X = Λ(A), as required.

A consequence of this theorem is another characterisation of Λ, which says that Λ is the greatest
element in the poset of closed and strongly S-invariant subsets of Aℕ.

Corollary 5.4.17. Let S be a fixed-letter-free substitution semigroup with finite generating setℱ . Every
closed and strongly S-invariant subset of Aℕ is contained in the forward limit set of S.
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Wefinish this sectionwith a result (Theorem 5.4.19) characterising closed andS-invariant sets (rather
than closed and stronglyS-invariant sets) in terms of forward limit sets. Aminimal closed andS-invariant
subset ofAℕ is a closed and S-invariant subset ofAℕ that contains no other such sets besides itself (and
the empty set). The next lemma facilitates proving Theorem 5.4.19.

Lemma 5.4.18. Let S be a substitution semigroup of the alphabet A , and let x ∈ Λ(A), for some subset
A of A . Then there exists a ∈ A and g ∈ S with g[a] = �1(x).

Proof. Since x ∈ Λ(A), there exists a ∈ A and a sequence (Fn) in S with Fn(a) → x. Thus there
exists a positive integer m with �1(Fn(a)) = �1(x), for n ⩾ m. Hence we can choose g = Fm, to give
g[a] = Fm[a] = �1(Fm(a)) = �1(x), as required.

Here is the promised result on closed and S-invariant sets. We recall that the first-letter graph for a
set of substitutions ℱ is denoted by Gℱ .

Theorem 5.4.19. Let S be a substitution semigroup with generating setℱ . A subset ofAℕ is a minimal
closed and S-invariant subset if, and only if, it is the forward limit set of a terminal component of Gℱ .

Proof. Let T be a terminal component of Gℱ . Then Λ(T ) is closed and S-invariant. Let X be a
closed and S-invariant subset of Aℕ with X ⊆ Λ(T ). Observe that Λ(A) ⊆ X, where A = �1(X),
by Lemma 5.4.15. We will prove that Λ(A) = Λ(T ), from which it follows that Λ(T ) is minimal.

To do this, choose a ∈ A. Then a = �1(x), for some x ∈ X, so x ∈ Λ(T ) because X ⊆ Λ(T ).
By Lemma 5.4.18, there exists b ∈ T and g ∈ S with g[b] = a. But T is a terminal component, so
there exists ℎ ∈ S with ℎ[a] = b. Hence Λ(b) ⊆ Λ(a), by Lemma 5.3.5. Observe that Λ(b) = Λ(T ),
by Corollary 5.3.6, and of course Λ(a) ⊆ Λ(A), so we see that Λ(T ) ⊆ Λ(A). Hence Λ(A) = Λ(T ), as
required.

Conversely, let X be a minimal closed and S-invariant subset of Aℕ. Then Λ(A) ⊆ X, where
A = �1(X), by Lemma 5.4.15. Choose a ∈ A. Then Λ(a) ⊆ Λ(A). Since Λ(a) is closed and S-invariant,
we must have X = Λ(a), by minimality of X.

Now choose x ∈ X with �1(x) = a. There exists f ∈ S with f [a] = a, by Lemma 5.4.18. Hence
the vertex a belongs to some strongly connected component B of Gℱ .

Let g ∈ S and define b = g[a]. To show that B is a terminal component of Gℱ we must prove that
b ∈ B. Observe that Λ(b) ⊆ Λ(a), by Lemma 5.3.5, so X = Λ(a) = Λ(b) by minimality of X. Then, by
Lemma 5.4.18, there exists ℎ ∈ S with ℎ[b] = a. Therefore b ∈ B, as required.

Example 5.4.20. Consider the set ℱ = {f, g}, where f and g are given by

f ∶
a ⟼ b ,
b ⟼ c ,
c ⟼ c a ,

and g∶
a ⟼ c ,
b ⟼ b a ,
c ⟼ c b .
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The substitution semigroup S generated byℱ is fixed-letter-free, which can be easily checked. The only
terminal component of the first-letter graph for ℱ , shown in Figure 5.4.1, is the set {c}. Therefore, the
unique minimal closed and S-invariant set of infinite words over {a, b, c} is Λ(c), the forward limit set
of the letter c.

b c

a

fg

f

g
f g

Figure 5.4.1: First-letter graph for ℱ = {f, g}.

v

5.4.3 Fixed points of substitution semigroups

We recall that a fixed point of a substitution f is a word x (finite or infinite) with f (x) = x. In this section
we characterise the forward limit set of a finitely-generated fixed-letter-free substitution semigroup S in
terms of the fixed points of S, by showing that it is equal to S(X), where X = fix(S) is the set of all
fixed points of substitutions from S. This is Theorem 5.4.24, but three preliminary results are required
before we prove the theorem itself.

The first lemma is a particular case of Lemma 2.4.6, but re-stated in more convenient words for this
chapter. In the proof we use the well-known contraction mapping theorem, which we recall here. Let
(Y , d) be a non-empty complete metric space. A map f ∶ Y → Y is called a contraction mapping on
Y if there exists a real number 0 ⩽ k < 1 such that d(f (x, y)) ⩽ k d(x, y), for all x, y ∈ Y . Let f be a
contraction mapping on Y . The contraction mapping theorem, or Banach fixed-point theorem, says that
f has a unique fixed point x in Y and that f n(y)→ x as n→∞, for all y ∈ Y .

Lemma 5.4.21. Let f be a substitution that has no fixed letters and that satisfies f [a] = a, for some
letter a. Then f has a unique fixed point x in Aℕ with first letter a. Furthermore, f n(a)→ x as n→∞.

Proof. Let X denote the set of all words over A with first letter a. Observe that f maps X into itself.
For any two distinct words y and z fromX, there exit distinct words u and v overA such that y = au and
z = av. Let w be the longest common prefix of u and v, and let m = |w|. Then

|f (aw)| = |f (a)| + |f (w)| ⩾ 2 + |w| = 2 + m,

since |f (a)| ⩾ 2 (because f has no fixed letters). Consequently,

d(y, z) = 1
2m+1

and d(f (y), f (z)) ⩽ 1
2m+2

,
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and we see that
d(f (y), f (z)) ⩽ 1

2
d(y, z).

Therefore, f is a contraction mapping on X, so it has a unique fixed point x and f n(a) → x, by the
contraction mapping theorem.

Lemma 5.4.22. Let S be a fixed-letter-free substitution semigroup, let ℱ be a generating set of S, and
let a ∈ A . Let (fn) be a sequence in S and let Fn = f1◦f2◦… ◦fn. Suppose that some subsequence of
(Fn(a)) converges to an infinite word x in Aℕ, where �1(x) = a. Then x ∈ fix(S).

Proof. Let us choose a sequence of positive integers (nk) for which Fnk(a) → x. Since �1(x) = a it
follows that �1(Fnk(x)) = a for sufficiently large values of k; in fact, after relabelling the sequence we
can assume that �1(Fnk(x)) = a, for k = 1, 2,… .

By Lemma 5.4.21, Fnk has a unique fixed point xk in Aℕ with �1(xk) = a. And by Lemma 5.3.4,
Fnk(xk)→ x. Since Fnk(xk) = xk, we deduce that x ∈ fix(S), as required.

Lemma 5.4.23. Let (wn) be a sequence in A+ with |w1| < |w2| < ⋯. Then, there exist a pair (r, a) ∈
ℕ ×A and two increasing sequences of positive integers (nk) and (lk) with r + lk ⩽ |wnk| and

�r(wnk) = �r+lk(wnk) = a,

for k = 1, 2,… .

Proof. We prove the lemma by induction on the size m of A . Suppose that m = 1. Then we choose a to
be the unique element of A , and we choose r = 1, nk = k + 1, and lk = |wk+1| − 1, for k = 1, 2,… .
This pair and these sequences satisfy the required properties.

Suppose now that the lemma is true for alphabets of size m, where m is a positive integer. Let A be
an alphabet of size m+1. SinceA is finite, there is an element e ofA and an infinite subset E of ℕ with
�1(wn) = e, for all n ∈ E.

Now, there may be increasing sequences of positive integers (nk) and (lk) with (nk) in E and with
1 + lk ⩽ |wnk| and �1(wnk) = �1+lk(wnk) = e, for k = 1, 2,… . If that is so, then the pair (1, e) and the
sequences (nk) and (lk) satisfy the required properties.

If there are no such sequences, then there is an integer s for which �j(wn) ≠ e, for j > s and n ∈ E.
Let E′ denote the infinite subset of E of those integers n in E with |wn| > s. Let p1, p2,… be the
elements of E′, in increasing order, and define vn to be the word obtained fromwpn by removing the first
s letters fromwpn . Then (vn) is a sequence in (A −{e})

+ with |v1| < |v2| <⋯. SinceA −{e} has sizem
we can apply the inductive hypothesis to obtain a pair (r, a) ∈ ℕ×(A−{e}) and two increasing sequences
of positive integers (nk) and (lk)with r+ lk ⩽ |vnk| and �r(vnk) = �r+lk(vnk) = a, for k = 1, 2,… . Hence
(r + s, a) ∈ ℕ × A and (r + s) + lk ⩽ |wpnk

| and �r+s(wpnk
) = �(r+s)+lk(wpnk

) = a, for k = 1, 2,… .
Therefore the pair (r+s, a) and the sequences (pnk) and (lk) satisfy the properties required by the lemma.
This completes the proof by induction.
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We can now prove Theorem 5.4.24.

Theorem 5.4.24. The forward limit set of a finitely-generated fixed-letter-free substitution semigroup S
is equal to S(X), where X = fix(S).

Proof. Since S has no fixed letters, it also has no fixed finite words, by Corollary 5.2.4. Suppose now
that x ∈ X. Then x is an infinite word fixed by some subtitution f ∈ S. Lemma 5.4.21 tells us that
f n(a)→ x, where a = �1(x). Hence x ∈ Λ. It follows thatX ⊆ Λ, and sinceΛ is closed andS-invariant,
we see that S(X) is contained in Λ.

Conversely, take x ∈ Λ. Then by Theorem 5.4.4 we can find b ∈ A and substitutions g1, g2,…
in S for which Gn(b) → x, where Gn = g1◦g2◦… ◦gn. Let us define Gm,n = gm◦gm+1◦⋯◦gn, where
1 ⩽ m ⩽ n. We also define the n-letter word

wn = Gn[b]G2,n[b] ⋯ Gn,n[b],

for n = 1, 2,… . By Lemma 5.4.23, there exists a pair (r, a) ∈ ℕ × A and two increasing sequences of
positive integers (nk) and (lk) with r+ lk ⩽ |wnk| and �r(wnk) = �r+lk(wnk) = a. Notice that this implies

Gr,nk[b] = Gr+lk,nk[b] = a.

We define g = Gr−1 (possibly r = 1 in which case instead we define g to be the identity substitution) and
ℎn = gn+r−1 andHn = ℎ1◦ℎ2◦⋯◦ℎn, for n = 1, 2,… . Then

Hlk[a] = Hlk[Gr+lk,nk[b]] = Gr,nk[b] = a,

for k = 1, 2,… .

Since (Ã , d) is compact, we can find a convergent subsequence (Hpk(a)) of (Hlk(a)). The limit y of
this sequence must have first letter a because Hlk[a] = a, for all k. By Lemma 5.4.22, y ∈ X. Hence
g◦Hpk(a)→ g(y), by continuity of g, and g(y) ∈ S(X).

Next, by applying Lemma 5.3.4 with xk = a, yk = Gr+pk,nk(b), and Fk = Hpk , we see that
Hpk(Gr+pk,nk(b)) → y. But Hpk◦Gr+pk,nk = Gr,nk , so Gr,nk(b) → y. Therefore Gnk(b) = g◦Gr,nk(b) →
g(y). However, Gn(b)→ x, which implies that x = g(y), so x ∈ S(X). Thus, we see that Λ is contained
in S(X). Therefore, Λ = S(X), as required.

If S is generated by a single substitution f , the set S(X), whereX = fix(S), is precisely the finite set
of all periodic points of f . This implies that the forward limit set of S is equal to the set of all periodic
points of f , so we recover Lemma 2.4.12.

Example 5.4.25. Let S be the substitution semigroup generated by the Thue–Morse substitution and the
reversed Thue–Morse substitution, and letΛ be the forward limit set ofS. We know from Example 2.5.16
that Λ = {x, ℎ(x)}, where x is the Thue–Morse word and ℎ the substitution exchanging the two letters
of the alphabet. It is immediate to see that, in this case, Λ = fix(S). v
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Example 5.4.26. Let S be the substitution semigroup generated by the Fibonacci substitution and the
reversed Fibonacci substitution, and let Λ be the forward limit set of S. From Section 5.4.1.1 we know
thatΛ is given by the closure of the shift-orbit of the Fibonacci word, which, by Theorem 5.4.24, is equal
to the closure of S(X), where X = fix(S). v

5.5 Size of forward limit sets

The results stated so far concern characterisations of forward limit sets. This section is about the size of
forward limit sets, which typically are not too small (see Section 5.5.1) nor too large (see Section 5.5.2).

5.5.1 Cardinality of forward limit sets

In this section we show that, under certain assumptions, the forward limit set of a substitution semigroup
is uncountable. Recall that a word a is a prefix of another word b if b = ac, where c is either another
word or the empty word. With this description on hand, the main theorem we prove in this section
(Theorem 5.5.2) says that if S is a fixed-letter-free substitution semigroup generated by ℱ = {f, g} for
which fix(f ) and fix(g) are disjoint and for which ℎ(a) is not a prefix of ℎ(b), for any distinct a, b ∈ A
and ℎ ∈ ℱ , then the forward limit set of S is uncountable.

The first step in proving this is to show that, with this prefix property, f and g are injective on infinite
words.

Lemma 5.5.1. Let f be a substitution ofA for which f (a) is not a prefix of f (b), for any distinct a, b ∈ A .
Then f is injective on Ã .

Proof. First, consider two infinite words u = a1a2… and v = b1b2… overA , where ai and bj are letters
of A . Suppose that f (u) = f (v). Then

f (a1)f (a2)… = f (b1)f (b2)… ,

so one of f (a1) and f (b1)must be a prefix of the other. Consequently, a1 = b1. Now let u′ = a2a3… and
v′ = b2b3… . Then f (u′) = f (v′), and we obtain a2 = b2. This is the basis for an inductive argument
to show that ai = bi, for each positive integer i, so u = v. Thus f is injective on infinite words. The
argument used can be immediately modified to show that f is also injective on finite words, a result that
also follows from Lemma 2.4.1. Hence, f is injective on Ã , as required.

We can now prove the promised theorem.

Theorem 5.5.2. Let S be a fixed-letter-free substitution semigroup with finite generating setℱ . Suppose
that fix(S) contains two words with the same first letter and suppose also that f (a) is not a prefix of f (b),
for any distinct a, b ∈ A and f ∈ ℱ . Then the forward limit set of S is uncountable.
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Proof. We begin by observing that each substitution from S is injective in its action onAℕ, because the
generators from ℱ are injective, by Lemma 5.5.1.

Next, let a be a letter from A for which there are at least two words in fix(S) with first letter a.
We denote by Σ(a) the set of those infinite words x with first letter a for which there is a sequence of
substitutions (gn) in S with Gn(a)→ x, where Gn = g1◦g2◦⋯◦gn.

The set Σ(a) contains all fixed points of S with first letter a. Indeed, if x is a fixed point of some
element ℎ of S with ℎ[a] = a, then ℎn(a) → x (by Lemma 5.4.21), so x ∈ Σ(a). Hence Σ(a) has size at
least two.

Observe that Σ(a) is invariant under those elements ℎ of S that satisfy ℎ[a] = a. Indeed, if x ∈ Σ(a)
and (gn) is a sequence in S with Gn(a) → x, and if ℎ ∈ S with ℎ[a] = a, then ℎ◦Gn(a) → ℎ(x), so
ℎ(x) ∈ Σ(a).

Choose any infinite word x in Σ(a). Let y be another infinite word in Σ(a) and let " be any positive
number that satisfies " < d(x, y). Observe that d(x, y) < 1, since �1(x) = �1(y) = a. Let (gn) be a
sequence in S with Gn(a) → x. By Lemma 5.4.22, we have x ∈ fix(S). Hence there is an infinite word
z that is fixed by some substitution ℎ ∈ S and that satisfies d(x, z) < ". Since " < d(x, y) < 1, it follows
that �1(z) = a (so z ∈ Σ(a)) and z ≠ y.

Notice that ℎn(a) → z, by Lemma 5.4.21, so ℎn(y) → z, by Lemma 5.3.4. Each iterate ℎn(y) lies
in Σ(a), by invariance of Σ(a) under ℎ. Also, none of the iterates equal z, because ℎ is injective and
ℎ(z) = z. Consequently, Σ(a) accumulates at z. Since " can be chosen to be arbitrarily small, we see
that Σ(a) also accumulates at x. It follows that every point in Σ(a) is an accumulation point, so Σ(a) is
a perfect set, hence uncountable. Since (Aℕ, d) is complete, and the forward limit set Λ of S contains
Σ(a), we deduce that Λ is uncountable, as required.

The scope of application of Theorem 5.5.2 is broader than it might first appear.

Example 5.5.3. The Fibonacci substitution f and the reversed Fibonacci substitution g, illustrated in
Figure 2.5.3 in Example 2.5.12, do not satisfy the hypotheses of the theorem because f fails the prefix
property (since f (b) = a is a prefix of f (a) = ab). However, the pair of substitutions g and ℎ = f◦g,
given by

g∶
a ⟼ b a ,
b ⟼ a ,

and ℎ∶
a ⟼ a a b ,
b ⟼ a b ,

do satisfy the hypotheses, from which it follows that the semigroup generated by this pair has an un-
countable forward limit set. Consequently, the forward limit set of the semigroup generated by f and g
is also uncountable. v

The hypothesis that fix(S) contains two words with the same first letter rules out semigroups gener-
ated by a single substitution – such semigroups have finite forward limit sets. The prefix hypothesis rules
out semigroups generated by substitutions that are not injective.
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Example 5.5.4. Consider the substitution semigroup S of the two-letter alphabet {a, b} generated by
substitutions f and g, where

f ∶
a ⟼ a a ,
b ⟼ a a ,

and g∶
a ⟼ a b ,
b ⟼ a b .

The forward limit set of S consists of the two fixed points of f and g. v

There are more complex substitution semigroups with countable forward limit sets.

Example 5.5.5. Consider the semigroup S generated by the substitutions

f ∶
a ⟼ a c ,
b ⟼ c b ,
c ⟼ c b a ,

and g∶
a ⟼ b a c ,
b ⟼ c ,
c ⟼ c b a ,

illustrated in Figure 5.5.1, which fail the prefix condition of Theorem 5.5.2.

a b cf
g

g

f

f

g

Figure 5.5.1: First-letter graph for {f, g}.

One can check that f◦g = g2 and from this it follows that the semigroup S generated byℱ = {f, g}
comprises all substitutions of the form gm◦f n, where m and n are positive integers or 0 (and they are not
both 0). From this it can be shown that Λ consists of the fixed point x of f with first letter c (also a fixed
point of g) as well as all points gm(y), for m = 0, 1, 2,… , where y is the fixed point of f with first letter
a. Thus Λ is infinite and countable. v

5.5.2 Hausdorff dimension of forward limit sets

The main result proved in this section is Theorem 5.5.7, which is framed using logarithmic Hausdorff
dimension, which can be used to quantify the size of sets for which the usual Hausdorff dimension is zero.
We begin with some background material on Hausdorff dimension, which can be found in [47, 64, 99].

We work in the metric space (Aℕ, d). For a non-empty subset U of Aℕ, the diameter of U , denoted
diamU , is defined as sup{d(u, v) ∶ u, v ∈ U}; the diameter of the empty set is defined to be 0. For " > 0,
an "-cover of a subset X of Aℕ is a sequence (Un) of subsets of Aℕ for which X ⊆

⋃

n Un, and such
that, for each n, diamUn does not exceed ". A dimension function is a function �∶ [0,+∞)⟶ [0,+∞)
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that is increasing, continuous, and satisfies limx→0 �(x) = �(0) = 0. Let

H�
" (X) = inf

{ ∞
∑

n=1
�(diamUn) ∶ (Un) is an "-cover of X

}

and
H�(X) = lim

"→0
H�
" (X).

The function H� is an outer measure on Aℕ known as Hausdorff measure with respect to � (see, for
example, [99, Section 2.1, Definition 1]).

Given two dimension functions � and  such that �(x)∕ (x) → 0 as x → 0 it is straightforward
to show that if H (X) < +∞ then H�(X) = 0. The dimension functions most widely used are the
collection �t(x) = xt, for t > 0. For t1 < t2 we have �t2(x)∕�t1(x) → 0 as x → 0, so there is a unique
value d in [0,+∞] such that H�t(X) = +∞, for t < d, and H�t(X) = 0, for t > d. This value d is the
Hausdorff dimension of X.

An alternative collection of dimension functions is

 t(x) =

{

1∕
(

log 1
x

)t
if 0 < x ⩽ 1∕e,

ex otherwise,
(5.5.1)

for t > 0 (see Figure 5.5.2). It is only the value of  t near 0 that matters; the extension to [0,+∞) is
chosen for convenience. For t1 < t2 we have  t2(x)∕ t1(x) → 0 as x → 0, so there is a unique value
d in [0,+∞] such that H t(X) = +∞, for t < d, and H s(X) = 0 for t > d (see Figure 5.5.3). This
value d is the logarithmic Hausdorff dimension of X. Notice that, for any positive numbers t1 and t2,
�t2(x)∕ t1(x)→ 0 as x → 0, which implies that ifX has finite logarithmic Hausdorff dimension, then it
has Hausdorff dimension zero.

 t(x)

x0 1∕e

1

Figure 5.5.2: Dimension function  t with t = 1.

H t(X)

t0 d

+∞

Figure 5.5.3: Hausdorff measure of X for  t.

In the following lemma and thereafter, the length of a set ℱ of substitutions of A is the least length
(number of letters) of f (a), among all substitutions f ∈ ℱ and letters a ∈ A .

Lemma 5.5.6. Let S be a substitution semigroup generated by a set of substitutionsℱ of length r. Then,
for any word w over ℱ of length n and any letter a in A , |F (w)(a)| has length at least rn.
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Proof. For all f ∈ ℱ and a ∈ A , |f (a)| ⩾ r, and so, for any f ∈ ℱ and a1, a2,… , am ∈ A ,
|f (a1a2⋯ am)| =

∑m
i=1 |f (ai)| ⩾ mr. Since |w| = n, there exist f1, f2,… , fn ∈ ℱ for which w =

fn⋯ f2f1. It is immediate to proved by induction that |Fk(a)| ⩾ rk, for k = 1, 2,… , n, where Fk =
fk◦⋯◦f2◦f1. Indeed, |f1(a)| ⩾ r and suppose that, for 1 ⩽ k < n, |Fk(a)| ⩾ rk. Then |Fk+1(a)| ⩾
r|Fk(a)|, so |Fk+1(a)| ⩾ rk+1.

Now, we state the main result of this section as follows.

Theorem 5.5.7. The forward limit set of a substitution semigroup S of A generated by a finite set of
substitutions ℱ of length r and size s, where r > 1, has logarithmic Hausdorff dimension at most logr s.

Furthermore, given any pair of positive integers r and s with r > 1 and s ⩽ |A |

r−1, there exists a
substitution semigroup S with these parameters for which the bound logr s is attained.

We start by proving the first part of Theorem 5.5.7, namely, that for a substitution semigroup gener-
ated by a finite set of substitutions ℱ of length r and size s, where r > 1, the forward limit set of S has
logarithmic Hausdorff dimension at most logr s.

Proof of Theorem 5.5.7: Part 1. We recall that ℱ n denotes the collection of words over ℱ of length n.
Given a word w in ℱ n and a letter a ∈ A , we define the cylinder set

X(w, a) = {x ∈ Aℕ ∶ x has prefix F (w)(a)},

which is both closed and open. Let ln be the maximal possible length of F (w)(a), among all words w
in ℱ n and letters a ∈ A .

We will prove that the collection Xn = {X(w, a) ∶ w ∈ ℱ n, a ∈ A} covers Λ. To see this, choose
x ∈ Λ. Then we can find a letter b in A and a word u over ℱ for which x and F (u)(b) share a common
prefix of length ln. Let w be the truncation of u after n letters (so w ∈ ℱ n) and let v be a word over
ℱ , or the empty word, such that u = wv. If v is the empty word, we consider that F (v)(b) = b. Define
a = �1(F (v)(b)). Then F (w)(a) and F (w)(F (v)(b)) share a common prefix F (w)(a), which has length
equal to or less than ln. ButF (w)(F (v)(b)) = F (u)(b), so x andF (w)(a) share a common prefixF (w)(a).
Hence x ∈ X(w, a).

Next, observe that diamX(w, a) ⩽ 1∕2rn . Therefore, for any " > 0, the collection Xn is an "-cover
of Λ, for sufficiently large values of n. Using the dimension functions  t defined earlier in this section,
we see that

 t(diamX(w, a)) ⩽
1

(log 2)t rnt
.

Since |Xn| ⩽ |A |sn, we then have that

∑

X(w,a)∈Xn

 t(diamX(w, a)) ⩽
|A |

(log 2)t
( s
rt
)n
.

If s∕rt < 1, or equivalently t > logr s, thenH t(Λ) = 0. Therefore the logarithmic Hausdorff dimension
of Λ is less than or equal to logr s, as required.
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We now turn to the other part of Theorem 5.5.7, which says that, given any pair of positive integers
r and s with r > 1 and s ⩽ |A |

r−1, there exists a substitution semigroup S generated by a set of
substitutions of minimal length r and size s for which the logarithmic Hausdorff dimension attains the
bound logr s. In proving this we use the following lemma.

Lemma 5.5.8. Let ℱ be a set of s substitutions for which f [a] = a, |f (a)| = |g(a)|, and f (a) ≠ g(a),
for each a ∈ A and each distinct pair f, g ∈ ℱ . Then, for each positive integer n and a ∈ A , the sn

words f1◦f2◦… ◦fn(a), where fi ∈ ℱ , are distinct.

Proof. Let a ∈ A . We assert that, for each positive integer n, the sn words f1◦f2◦… ◦fn(a), for fi ∈ ℱ ,
are distinct.

This assertion is true for n = 1 (one of the hypotheses of the lemma). Suppose that the assertion is
true for n = m−1, wherem > 1. Now assume that f1◦f2◦… ◦fm(a) = g1◦g2◦… ◦gm(a), for fi, gi ∈ ℱ .
Observe that f2◦f3◦… ◦fm[a] = a, so f1(a) is a prefix of f1◦f2◦… ◦fm(a) of length |f1(a)|. Likewise
g1(a) is a prefix of g1◦g2◦… ◦gm(a) of length |g1(a)|. Since |f1(a)| = |g1(a)|, we see that f1(a) = g1(a),
so f1 = g1. Now, f1 is injective on A+ by Lemma 5.5.1, so f2◦f3◦… ◦fm(a) = g2◦g3◦… ◦gm(a). It
follows from the inductive hypothesis that fi = gi, for i = 2, 3,… , m, as required.

Now we prove the second part of Theorem 5.5.7.

Proof of Theorem 5.5.7: Part 2. Recall that r > 1 and s ⩽ |A |

r−1. Observe that there are |A |

r−1 words
over A of length r with first letter a. Consequently, we can choose a set ℱ of s substitutions that satisfy
f [a] = a, |f (a)| = |g(a)| = r and f (a) ≠ g(a), for each a ∈ A and each distinct pair f, g ∈ ℱ . Let S
be the substitution semigroup generated by ℱ , with forward limit set Λ.

We now define a probability measure � on Λ using the following standard procedure. Let Xn be the
cover of Λ introduced earlier (for n = 1, 2,… ) and let X0 = Aℕ. Observe that, by Lemma 5.5.8, any
two members of Xn are disjoint. Also, |Xn| = |A |sn. Each set U in Xn is contained in one set from
Xn−1 and contains s sets from Xn+1. The diameter of U is 1∕2rn . Observe that the intersection of any
nested sequence of sets (Un), with Un ∈ Xn, comprises a single infinite word in Aℕ.

For U in Xn, we define
�(U ) = 1

|A |sn

and �(E) = 0, where E is the complement in Aℕ of the union of all the members ofXn. So �(Aℕ) = 1.
By [47, Proposition 1.7], � can be extended to a probability measure on Aℕ that is supported on

Δ =
∞
⋂

n=1

⋃

U∈Xn

U.

Note that Δ ⊇ Λ, sinceXn is a cover of Λ. Conversely, if x ∈ Δ, then there is a sequence of cylinder sets
(Un), where Un = X(wn, a) with wn ∈ ℱ n and a ∈ A , such that x ∈ Un, for n = 1, 2,… . Since each
element of Un has prefix F (wn)(a) and

⋂∞
n=1 Un comprises a single point, we see that F (wn)(a) → x as

n→∞. Hence x ∈ Λ. Therefore Δ = Λ, so � is supported on Λ.
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Suppose now that (Un) is any "-cover of Λ, where " = 1∕2r. Consider some particular set U in this
cover, and let k be the positive integer such that

1
2rk+1

⩽ diamU < 1
2rk

.

Then U can intersect at most one of the sets from Xk. Consequently,

�(U ) ⩽ 1
|A |sk

.

Also,
 t(diamU ) ⩾  t

(

1∕2rk+1
)

= 1
(r log 2)t rkt

.

Let t = logr s. Then
 t(diamU ) ⩾

1
(r log 2)tsk

.

Combining these inequalities gives

�(U ) ⩽ c  t(diamU ), where c =
(r log 2)t

|A |

.

Thus
∞
∑

n=1
 t(diamUn) ⩾

1
c

∞
∑

n=1
�(Un) ⩾

1
c
�

( ∞
⋃

n=1
Un

)

> 0.

ThusH t(Λ) > 0, soΛ has logarithmic Hausdorff dimension at least t = logr s. By applying the first part
of the proof we see that in fact Λ has logarithmic Hausdorff dimension exactly logr s, as required.

Example 5.5.9. Let S be the substitution semigroup generated by the substitutions

f ∶
a ⟼ a b a ,
b ⟼ b b b ,

and g∶
a ⟼ a a a ,
b ⟼ b a b .

We call f and g Cantor substitutions (see, for example, [57, Section 2.4]). Let x ∈ Aℕ be the fixed point
of f with �1(x) = a, and let y ∈ Aℕ be the fixed point of g with �1(y) = b. For any positive integer n,
�n(x) = a (equivalently �n(y) = b) if, and only if, the base-3 representation of n−1 does not contain any
digit equal to 1. We observe that the hypothesis of Theorem 5.5.2 are satisfied, and so the forward limit
set Λ of S is uncountable. We also observe that the set {f, g} has exactly the form considered in the
proof of the second part of Theorem 5.5.7. Hence, the logarithmic Hausdorff dimension of Λ is equal to
log3 2, which coincides with the usual Hausdorff dimension of the ternary Cantor set. v

The assumption that r > 1 in Theorem 5.5.7 is not as prohibitive as it may seem, for fixed-letter-free
substitution semigroups at least. To justify this claim we present the following example.

Example 5.5.10. Consider the Fibonacci substitution f and the reversed Fibonacci substitution g con-
sidered in Section 5.4.1.1. This pair of substitutions has length 1. However, the semigroup generated
by f and g has the same forward limit set Λ as the similar semigroup generated by the collection
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{f 2, f◦g, g◦f, g2}, which has length 2 and size 4. Then, by Theorem 5.5.7, the logarithmic Haus-
dorff dimension of Λ is less than or equal to log2 4 = 2. More generally, for any positive integer n, the
semigroup generated by the collection

ℱn = {f1◦f2◦⋯◦fn ∶ fi ∈ {f, g}}

has the same forward limit set Λ and therefore, the logarithmic Hausdorff dimension of Λ is equal to or
less than logrn sn, where rn and sn are the length and the size of ℱn, respectively.

It is well known that rn is equal to cn+1, the (n+1)th Fibonacci number (see, for example, [17, Exam-
ple 4.6]). The Fibonacci numbers are defined by c0 = 0, c1 = 1 and, for n = 2, 3,… , cn = cn−2 + cn−1.
On the other hand, since f 2◦g = g2◦f , we see that sn is less than 2n, for n = 3, 4,… . Though we can
also obtain the value of sn explicitly using the properties of the Fibonacci numbers.

We will prove that sn = cn+3−1 by induction. Obviously, s1 = c4−1 = 2 and s2 = c3−1 = 4. Now,
suppose that sk = ck+3 − 1, for k = 3, 4,… , n, for a positive integer n ⩾ 3. Among the sn words over
{f, g} representing the elements of ℱn, there are sn−2 words ending in f 2 and sn−2 words ending in g2;
hence, the number of words not ending in f 2 or g2 is sn − 2sn−2. By Example 2.5.8, the only defining
relation for the substitution semigroup generated by {f, g} is f 2◦g = g2◦f . Using this fact, we see that
the number of words over {f, g} representing the elements of ℱn+1 is

sn+1 = 2(sn − 2sn−2) + 2sn−2 + 2sn−2 − sn−2 = 2sn − sn−2 =

= 2cn+3 − cn+1 − 1 = cn+1 + 2cn+2 − 1 = cn+2 + cn+3 − 1 = cn+4 − 1,

which completes the inductive proof.

Then, by Theorem 5.5.7, the logarithmic Hausdorff dimension of Λ is less than or equal to

logrn sn =
log(cn+3 − 1)
log cn+1

,

for n = 1, 2,… . Notice that

lim
n→∞

logrn sn = lim
n→∞

log cn+3
log cn+1

and that cn+3 = cn+1 + cn+2 = 2cn+1 + cn ⩽ 3cn+1, so log cn+3 ⩽ log 3 + log cn+1. This directly implies
that limn→∞ logrn sn = 1. Hence, the logarithmic Hausdorff dimension of Λ is less than or equal to 1. v

5.6 Hulls of substitution semigroups

Central to the study of substitution dynamics is the concept of the hull of a substitution, introduced
in Section 2.4.9, and more generally, the hull of a substitution semigroup, introduced in Section 2.5.7.
Here we characterise the hull of a substitution semigroup S by its invariant properties, proving that, with
some assumptions, it is the least element in the poset of closed, S-invariant and shift-invariant non-empty
subsets of Aℕ.
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We recall from Section 2.4.9 that the shift map is the map � that satisfies �k(�(w)) = �k+1(w), for
w ∈ Ã and k ∈ ℕ (with k < |w| if w is finite). Also, we recall from Section 2.5.7 that the hull Ω(a) of
a letter a ∈ A for a substitution semigroup S is given by the closure of

⋃∞
n=0 �

n(Λ(a)), and the hull Ω
of S is given by

⋃

a∈A Ω(a).

The hull Ω(a) is closed and shift-invariant, as can easily be verified. We will prove shortly that it is
S-invariant. For this we need the next lemma.

Lemma 5.6.1. Let ℎ be a substitution of an alphabet A and let y be an infinite word over A . Then for
any positive integer k there exists a positive integer l for which

ℎ(�k(y)) = �l(ℎ(y)).

Proof. We can write y = xz, where x is a finite word of length k and z is an infinite word. Let l = |ℎ(x)|.
Then

�l(ℎ(y)) = ℎ(z) = ℎ(�k(y)),

as required.

Now we can prove that every hull Ω(a) is S-invariant.

Lemma 5.6.2. Let S be a substitution semigroup of an alphabet A and let a ∈ A . The hull Ω(a) is
S-invariant.

Proof. Let x ∈
⋃

n �
n(Λ(a)). Then x ∈ �k(Λ(a)), for some non-negative integer k. Hence there exists a

sequence (Fn) in S and a word y ∈ Λ(a) such that Fn(a)→ y and �k(y) = x.

Let ℎ ∈ S. By Lemma 5.6.1, there is a positive integer l such that

ℎ(�k(y)) = �l(ℎ(y)).

That is, ℎ(x) = �l(ℎ(y)). Now, we know that ℎ(y) ∈ Λ(a), because Λ(a) is S-invariant. Therefore
ℎ(x) ∈ �l(Λ(a)).

This argument shows that
⋃

n �
n(Λ(a)) is S-invariant. By continuity of the action of S, the set Ω(a)

is also S-invariant.

We recall from Section 2.5.2 that a substitution semigroup S is irreducible if, for any two letters a
and b of A , there exists an element f of S for which the word f (a) contains the letter b.

Lemma 5.6.3. Let S be an irreducible substitution semigroup and let X be a closed subset of Aℕ that
is both S-invariant and shift-invariant. Then X contains Ω(a), for any a ∈ A .

Proof. Choose x ∈ X. Since S is irreducible, there is a substitution ℎ ∈ S for which the word ℎ(x)
contains the letter a. Hence there is a non-negative integer k for which �1(y) = a, where y = �k(ℎ(x)).
Observe that y ∈ X, by S-invariance and shift-invariance of X.
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Now choose u ∈ Λ(a). Then there exists a sequence (Fn) in S with Fn(a) → u. By applying
Lemma 5.3.4 we see that Fn(y)→ u also. Then u ∈ X by S-invariance and closure of X. Consequently
Λ(a) ⊆ X. Therefore Ω(a) ⊆ X, by shift-invariance, as required.

An immediate corollary of Lemma 5.6.3 is that there is only one hull for an irreducible substitution
semigroup.

Corollary 5.6.4. Let S be an irreducible substitution semigroup. Then Ω(a) = Ω(b), for all a, b ∈ A .

Proof. The hull Ω(b) is closed and shift-invariant, and it is S-invariant by Lemma 5.6.2. Hence Ω(a) ⊆
Ω(b), by Lemma 5.6.3. The roles of a and b can be reversed to give Ω(a) = Ω(b).

Therefore the hull Ω of an irreducible substitution semigroup S is equal to Ω(a), for any a ∈ A .

Next, we prove another corollary of Lemma 5.6.3, which characterises the hull in terms of the actions
of S and � on Aℕ.

Theorem 5.6.5. The hull of an irreducible substitution semigroup S is the smallest closed subset of Aℕ

that is both S-invariant and shift-invariant.

Proof. We know that the hull Ω is a closed subset of Aℕ that is shift-invariant, and it is S-invariant by
Lemma 5.6.2.

Now let X be any closed subset of Aℕ that is both S-invariant and shift-invariant. Then X contains
Ω(a), by Lemma 5.6.3, and Ω(a) = Ω, by Corollary 5.6.4, so Ω is the smallest closed subset of Aℕ that
is both S-invariant and shift-invariant.

We recall from Section 2.5.2 that a substitution semigroup S with generating set ℱ is primitive if
there is a positive integer n such that, for all letters a and b of A , all the words f1◦f2◦⋯◦fn(a) with fi
in ℱ contain the letter b. We recall from Section 2.5.7 that the subshift X of a substitution semigroup S
is the set of those infinite words for which all the subwords are included in the language of S. In other
words, the subshift of S is the set X = {w ∈ Aℕ ∶ ℒ (w) ⊆ ℒ}, whereℒ is the language of S.

We finish this section with an extension of a well-known result for single primitive substitutions
to primitive substitution semigroups. In Theorem 2.4.35 we learnt that the hull and the subshift of a
primitive substitution are equal, and they are uniquely determined by any fixed point of the substitution.
The following theorem gives the analogous result for substitution semigroups.

Theorem 5.6.6. The hull and the subshift of a finitely-generated primitive substitution semigroup S are
equal to each other, and they are given by the closure of the shift-orbit of S(X), where X = fix(S).

Proof. Let S be a finitely-generated primitive substitution semigroup with forward limit set Λ, hull Ω
and subshiftX. Observe that, since S is primitive, it is fixed-letter-free. Indeed, if there is a letter a ∈ A
and a substitution f ∈ S with f (a) = a, then f n(a) = a, for all positive integers n, so S is not primitive.
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The hull of S can be written as the closure of the shift-orbit of Λ, or, in other words, Ω =
⋃

n �n(Λ).
It is then easy to show that Ω is the closure of the shift-orbit of S(X), or, in other words,

Ω =
∞
⋃

n=0
�n(S(X)) .

Let x be a point in Ω. Then there are a sequence (kn) of non-negative integers and a sequence (yn) in
Λ with �kn(yn) → x as n → ∞. Since S is fixed-letter-free, by Theorem 5.4.24, Λ = S(X), where
X = fix(S) is the set of all fixed points of substitutions from S. Hence, for each non-negative integer n,
there are sequences (zi) in X and (Fi) in S with Fi(zi) → yn as i → ∞. So, by continuity of the shift
map, �kn(Fn(zn)) → x as n → ∞. Since (Fn(zn)) is a sequence in S(X), we see that x ∈

⋃

n �n(S(X)).
Conversely, let x ∈

⋃

n �n(S(X)). Since S(X) is a subset of Λ, we see that x is a point in Ω.

Next, we prove that Ω and X are equal. Let x be a point in Ω. Then there is an infinite word y in Λ
and a sequence (kn) of non-negative integers such that �kn(y) → x as n → ∞. Since y ∈ Λ, there is a
letter a ∈ A and a sequence (Fn) in S such that Fn(a) → y. Consequently, any subword w of x, which
is therefore also a subword of y, appears in Fn(a), for sufficiently large values of n. So w belongs to the
language of S, hence x is a point in X. Therefore Ω ⊆ X.

Conversely, let x be a point in X. Then, for each positive integer n, there is a letter an ∈ A and
a substitution Fn ∈ S such that the word �1(x)�2(x)⋯�n(x) occurs in Fn(an). Note that the set of
fixed points X cannot be empty. So, for each n, we can choose an infinite word yn ∈ X and define
zn = Fn(yn) ∈ S(X). Since S is primitive, yn contains the letter an. So zn contains the word Fn(an),
hence it also contains the word �1(x)�2(x)⋯�n(x). So there is a sequence (kn) of non-negative integers
such that the infinite word �kn(zn) has the finite word �1(x)�2(x)⋯�n(x) as a prefix, so �kn(zn) → x
as n → ∞. Note that zn ∈ Λ because, since S is fixed-letter-free, Λ = S(X). Hence (�kn(zn)) is a
sequence in Ω and, since Ω is a closed subset of Aℕ, x is a point in Ω. So X ⊆ Ω. Therefore Ω = X, as
required.

Example 5.6.7. Consider the substitution semigroup S generated by the substitutions

f ∶
a ⟼ a b ,
b ⟼ a a ,
c ⟼ c a ,

and g∶
a ⟼ a b ,
b ⟼ b a ,
c ⟼ c a .

Clearly S is not a primitive substitution semigroup (notice that the letter c does not appear in any of the
images of the letters a and b under any element of S). It is easy to see that the letter b appears infinitely
many times in every point of the forward limit set Λ of S. Then, since the hull of S is given by the
closure of

⋃

n �
n(Λ), the infinite word x = aaa⋯ is not an element of the hull. However, x is a point of

the subshift of S because the word aa belongs to the language of S, since f (b) = aa. Therefore, the hull
and the subshift of S are not equal. v
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6. DIRECTIONS FOR FURTHER RESEARCH

The results obtained in the previous chapters invite further research on the topics discussed in this thesis.
In this chapter we set out some of the new ideas that we want to address in the future. Section 6.1 is about
monochromatic arithmetic progressions in infinite words and Section 6.2 is about forward limit sets of
substitution semigroups.

6.1 Monochromatic arithmetic progressions

In this section we present the ideas on which we will work in the future concerning monochromatic arith-
metic progressions in infinite words. In Sections 6.1.1 and 6.1.2 we consider monochromatic arithmetic
progressions in automatic sequences which arise from constant-length substitutions that are bijective
and non-bijective, respectively. In Section 6.1.3 we consider monochromatic arithmetic progressions in
higher-dimensional automatic sequences.

6.1.1 Bijective constant-length substitutions

In Chapter 3 we studied the length of the longest monochromatic arithmetic progressions appearing in
the Thue–Morse sequence (Section 3.2) and in some generalised Thue–Morse sequences (Section 3.3).
In the future, we will continue this work.

In the case of the Thue–Morse sequence, we want to obtain a better understanding of the plot of
Figure 3.2.1, which displays the exact value of A(d), for d = 1, 2,… , 1100, obtained experimentally
using the algorithm described in Appendix A. Our main goal is to obtain a complete description of
the symmetric distribution of the values of A(d) that we can see in this figure around some particular
differences d.

The “peaks” observed around differences of the form 2n can be explained from our results. More
precisely, observe that these peaks occur for differences of the form d = 2n ± 2k, for 0 ⩽ k < n (see, for
example, the “zoom” made in Figure 3.2.1 around the difference 29). By Lemma 3.2.4, for 1 ⩽ k < n,
A(2n ± 2k) = A(2n−k ± 1), so these values follow from Proposition 3.2.13 and Theorem 3.2.12. This
implies that |A(2n + 2k) − A(2n − 2k)| = 2, or more precisely,

A(2n + 2k) − A(2n − 2k) =

{

2, if n and k have the same parity,
−2, otherwise,
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which explains the symmetric distribution of the values of A(d) around differences of the form 2n.

We do not know of an expression that gives the values taken by A(d), for differences d others than
2n and 2n ± 2k. The values taken by A(d) in most of these cases are small compared to A(2n ± 2k).
Nonetheless, there are some exceptions, which correspond to some of the peaks in Figure 3.2.1, such as
the values taken by A(d) for differences d around 3 ⋅ 2n, for n = 1, 2,… . Observe that, by Lemma 3.2.4,
A(3⋅2n) = A(3) = 8. One can check thatA(d) is significantly larger than 8 (corresponding to the peaks) at
d = 3(2n±2k), for k = 1, 2,… , n−4. Experimental data also reveals that |A(3(2n+2k))−A(3(2n−2k))| =
1, or, more precisely,

A(3(2n + 2k)) − A(3(2n − 2k)) =

{

−1, if n and k have the same parity,
1, otherwise.

Not only are we interested in the peaks of Figure 3.2.1, but also in the set of values taken by A(d),
that is, {A(1), A(2),…}. In Section 3.2.6, in particular, we wondered whether 3 is the smallest positive
integer that is not in this set (this is Conjecture 42 in [2]). We will try to answer this question too.

In the case of the generalised Thue–Morse sequences of Section 3.3, the goal is similar. We will try
to prove Conjecture 3.3.11 and, more generally, to obtain a complete description of the distribution of
A(d) (consider, for instance, the two examples of Figures 3.3.1 and 3.3.2).

6.1.2 General constant-length substitutions

We recall from Section 2.4.5 that an automatic sequence is the fixed point, under a coding, of a constant-
length substitution. Many of the automatic sequences we have considered, such as the Thue–Morse
sequence and the generalised Thue–Morse sequences, arise from bijective constant-length substitutions.
We will call them bijective automatic sequences. A natural extension to our work that we want to tackle
in the future is the case of automatic sequences arising from non-bijective constant-length substitutions.
We will call them non-bijective automatic sequences. In Chapter 4 we obtained some results for some
such sequences, however we aim to obtain more general results which are valid for any non-bijective
automatic sequence.

Some bijective automatic sequences admit alternative descriptions using mathematical tools from
other areas of mathematics, such as number theory. For example, the Thue–Morse sequence can be de-
scribed as the sum of the binary digits of the non-negative integers (modulo 2) [6]. Another example is
the Rudin–Shapiro sequence which can be described as the number of (possibly overlapping) ocurrences
of the string 11 in the binary digits of the non-negative integers (modulo 2) [8]. For non-bijective auto-
matic sequences, these kinds of descriptions are rarely known (an exception can be found, for example,
in [103, Theorem 58]), which motivates us to study these sequences further.

In this section we introduce the column semigroup of a constant-length substitution and the graph
of sets for that substitution, two tools that we suspect we will find useful to explore questions regarding
non-bijective automatic sequences, and to gather more information on the behaviour of A(d).
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The columns of a bijective substitution are permutations of the alphabet, making it possible to define
the group generated by these columns. If a constant-length substitution fails to be bijective, the afore-
mentioned group can be replaced by a semigroup of letter-to-letter substitutions, which has only recently
received attention [77, 83].

Definition 6.1.1. Let % be a substitution of A of constant length L. The column semigroup S of % is the
semigroup generated by the columns of % under composition of functions. In other words,

S =
{

f1◦f2◦⋯◦fn ∶ fi ∈
{[

%
]

0,… ,
[

%
]

L−1

}

, n ∈ ℕ
}

.

The elements of S are letter-to-letter substitutions (codings), so the natural action of S is onA . This
action can be visualised using a directed graph. In the following definition, for a substitution s ∈ S, we
write the set {s(a) ∶ a ∈ A} as s(A ).

Definition 6.1.2. Let % be a substitution of A of constant length L, and let S be its column semigroup.
The graph of sets for %, denoted G%, is the directed graph with vertex set V = {s(A ) ∶ s ∈ S ∪ id} and,
for each k ∈ {0, 1,… , L−1} and v ∈ V , a directed edge, labelled k, from vertex v to the vertex

[

%
]

k(v).

Similar directed graphs to the graph of sets considered here can be found in [36]. If A is finite, then
S is finite and consequently, G% is finite too. Notice that, if there exists a directed edge from a vertex u
to a vertex v of V , then |v| ⩽ |u|, where |x| is the size of the set x. One can prove that G% has a unique
terminal component. The sets of this terminal component are called the minimal sets of G%. When % has
height 1, the size of any minimal set, denoted C%, is called the column number of G% [77]. The column
number satisfies 1 ⩽ C% ⩽ |A |, where the upper bound is attained for bijective substitutions and the
lower bound is attained for substitutions admitting coincidences.

It is customary to drawG% with the vertices ordered in levels according to their sizes, with all vertices
of the same size in the same level. The vertex A , which is the largest vertex, is on the highest level and
the minimal sets, which are the smallest vertices, are on the lowest level.

Example 6.1.3. The graph of sets for a bijective substitution of A of length L consists always of the
single vertex A and L loops. For example,

%∶
a ⟼ a b b ,
b ⟼ b c a ,
c ⟼ c a c .

{a, b, c}

0,1,2

Figure 6.1.1: Graph of sets for %.

v
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Example 6.1.4. Consider the substitution % given by

%∶

a ⟼ a b ,
b ⟼ c b ,
c ⟼ a d ,
d ⟼ c d ,

which is primitive and has height 1. The graph of sets for %, shown in Figure 6.1.2, has three levels
and the lowest level contains four minimal sets, each of size 1. So the column number is C% = 1 and
consequently, % admits coincidences. The shortest walks inGf fromA to a minimal set have length 2 and

{a, b, c, d}

{a, c} {b, d}

{b} {a} {c} {d}

10

1

0

1

0

1

0

0

1
0

1
1

0

Figure 6.1.2: Graph of sets for %.

there are two such walks. This implies that % admits two coincidences at order 2. To be more precise, one
of these two walks is labelled [0, 0] and terminates in the minimal set {a} and the other walk is labelled
[1, 0] and terminates in the minimal set {c}. Since [0, 0] and [1, 0] are the binary representations of 0
and 2, respectively, we see that the 0th column of %2 is a coincidence column of a letters and the 2nd
column of %2 is a coincidence column of c letters. Indeed,

%2 ∶

a ⟼ a b c b ,
b ⟼ a d c b ,
c ⟼ a b c d ,
d ⟼ a d c d .

This implies that the fixed points of %2 contain infinitely long monochromatic arithmetic progressions
of difference 4. More generally, every infinite word that is a fixed point of a substitution of constant
length L which admits coincidences at order n always contain infinitely long monochromatic arithmetic
progressions of difference Ln. v
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Example 6.1.5. Consider the substitution % of A = {a, b, c, d} given by

%∶

a ⟼ a c ,
b ⟼ b d ,
c ⟼ a d ,
d ⟼ b c ,

which is primitive and has height 1. By the graph of sets for %, shown in Figure 6.1.3, the column number
is C% = 2, so 1 < C% < |A |. This implies that % does not admit any coincidence, but it admits partial
coincidences. v

{a, b, c, d}

{a, b} {c, d}

10

0
1

10

Figure 6.1.3: Graph of sets for %.

Example 6.1.6. Consider the following six-letter substitution %

%∶
a ⟼ a d ,
b ⟼ b c ,

c ⟼ e a ,
d ⟼ a b ,

e ⟼ b f ,
f ⟼ b a .

The graph of sets for % is shown in Figure 6.1.4.

{a, b, c, d, e, f}

{a, b, c, d, f}

{a, b, c, d}

{c, d, f} {a, b, e}

{a, b} {c, d} {e, a} {f, d}

0
1

01

0

1

0

1

0
1

0

1 0

0

1

0

1

Figure 6.1.4: Graph of sets for %.

Minimal sets may be good candidates to look for long monochromatic arithmetic progressions within
the fixed points of % because, since they all belong to the terminal component of G%, we can consider

141



directed walks over this terminal component that return to the same minimal set every d steps, which
may yield long monochromatic arithmetic progressions of difference d. The difficulty, however, is that a
minimal set may contain two letters, and so the arithmetic progressions found may be bichromatic (two-
coloured). This nonetheless could help to narrow down the scope of suitable differences d for which long
monochromatic arithmetic progression may be found.

For this particular example, computer experiments suggests that A(d) grows polynomially along
differences of the form 2n +2 (see Figure 6.1.5 and the experimental data underlying this thesis). Notice
that, for n > 3, the binary representation of 2n+2 is of the form [1, 0, 0,… , 0, 1, 0], and tracing this path
from {a, b} or {e, a} leads to {e, a}.

(130, 35)
(258, 67)

(514, 131)

(1026, 259)

(2050, 515)

(4098, 1027)

d

A

Figure 6.1.5: A(d), for d = 1, 2,… , 2300, for the fixed point of % starting with the letter a.

v

6.1.3 Higher-dimensional monochromatic arithmetic progressions

In Chapter 3 we obtained results for monochromatic arithmetic progressions in one-dimensional auto-
matic sequences. In the future, wewill also consider generalisingmonochromatic arithmetic progressions
to higher-dimensional words. In this section we give the definitions of the higher-dimensional counter-
parts of the mathematical objects used in Chapter 3, such as words, substitutions and monochromatic
arithmetic progressions, and we prove some preliminary results. In particular, we prove the generalisa-
tion of Proposition 4.2.2 to higher dimensions.

For simplicity, we will only consider substitutions of “rectangular” words (see, for example, [50,55]).
In particular, we will look at substitutions of constant size, which are a generalisation of one-dimensional
constant-length substitutions. Loosely speaking, a substitutions of constant size in p dimensions substi-
tutes every letter of an alphabet A with a word over A with certain p-dimensional “rectangular” shape.
The iteration of a letter under the substitution produces rectangular word of increasing size and generates
infinite p-dimensional words with no holes.
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LetA be a finite alphabet and let p be a positive integer. A p-dimensional (rectangular) word w over
A with length vector Lw = (L1, L2,… , Lp) is a subset of A ×Xw, where

Xw =
{

(x1, x2,… , xp) ∈ ℕp0 ∶ xi ∈ {0, 1,… , Li − 1}, i ∈ {1, 2,… , p}
}

.

We say thatXw is the support of w. We denote the set of all non-empty p-dimensional words over A by
A+. Given a p-dimensional word w with support Xw, for every x ∈ Xw, the letter of w located at x is
denoted by wx.

Example 6.1.7. An example of a two-dimensional word over the alphabet
{

,
}

is

w = .

The length vector of w is (3, 2) and its support is {(0, 0), (1, 0), (2, 0), (2, 1)}. v

A p-dimensional infinite word w over A is a subset of A × ℕp0, which can be considered as tiling of
the first quadrant of the plane. We denote the set of all p-dimensional infinite words over A by Aℕp0 .

Let A be a finite alphabet and let p be a positive integer. Similar to the one-dimensional case, a
substitution % of p-dimensional words over A is a map A ⟶ A+. A substitution % is said to be
primitive if there exists a positive integer n such that, for all a ∈ A , all the letters of A appear in the
word %n(a).

Example 6.1.8. An example of a primitive substitution of two-dimensional words over A =
{

,
}

is

%∶ ⟼ , ⟼ .

Notice that the support of %
( )

is {(0, 0), (0, 1), (1, 0), (1, 1)}, while the support of %
( )

is {(0, 0), (0, 1)}.
This substitution extended to a mapA+ ⟶ A+ and also to a mapAℕp0 ⟶ Aℕp0 . Consequently, a word
from A+ can be iterated under this substitution in the usual way. For example,

⟼ ⟼ ⟼ ⟼…

Notice that each iteration step generates an element of A+. v

Not every substitution extends to a mapA+ ⟶ A+, as in the previous example. The iteration of an
element fromA+ may generated p-dimensional words with holes, which do not belong toA+. To ensure
a good behaviour under iteration, one needs an expansive map that leads to an inflate-and-subdivide rule.
We do not develop the theory here, which can be found, for example, in [50–52]. Here, we will always
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assume that the substitutions considered extend to a mapA+ ⟶ A+ and hence, to a mapAℕp0 ⟶ Aℕp0 ,
so they generate p-dimensional infinite words.

Let % be a substitution of p-dimensional words overA . We say that % has constant length if the images
of the letters of A under % all have the same length vector and hence same support, that is, L%(a) = L%(b)
and X%(a) = X%(b), for all a, b ∈ A . In such a case, we say that the length vector and the support of %
are L%(a) and X%(a), respectively, for any a ∈ A , and we denote them by L and X, respectively. We say
that % is bijective if %(a)x ≠ %(b)x, for all different letters a, b ∈ A and all x ∈ X. The substitution in
Example 6.1.8 is not a constant-length substitution.

Example 6.1.9. An example of a primitive, constant-length substitution of two-dimensional words is

%∶ ⟼ , ⟼ .

This substitution is bijective. v

Similar to the one-dimensional case, a constant-length substitution % is determined by its columns.
Let % be a substitution of p-dimensional words overA with supportX. For every x ∈ X, the substitution
given, for all a ∈ A , by a ⟼ %(a)x is a column of %; we denote it by

[

%
]

x. Since {%(a)x ∶ a ∈ A} is
a subset of the alphabet, every column is a letter-to-letter substitution. The semigroup generated by the
columns of a uniform substitution % is called the column semigroup of %. If % is bijective it becomes a
group and we call it the column group of %.

The following result is an extension of Proposition 4.1.2 for constant-length substitutions in one
dimension to constant-length substitutions in higher dimensions. We omit the proof which is similar to
the one-dimensional case. Notice that the result does not require the substitution to be bijective. Here
and hereafter, for a vector V ∈ ℕp0, the ith entry of V is denoted by Vi.

Proposition 6.1.10. Let % be a constant-length substitution of p-dimensional words with length vector
L and let n be a positive integer. For every (x1,… , xp) in the support of %n, the column of %n at position
(x1,… , xp) is given by

[

%n
]

(x1,…, xp)
=

[

%
]

(

x(1)0 ,…, x(p)0
) ◦

[

%
]

(

x(1)1 ,…, x(p)1
) ◦ ⋯ ◦

[

%
]

(

x(1)n−1,…, x(p)n−1
) ,

with
[

x(i)n−1,… , x(i)1 , x
(i)
0

]

the representation of xi in base Li, for i = 1,… , p.

Example 6.1.11. Consider the substitution

%∶ ⟼ , ⟼ .

The length vector of % is L = (3, 2) and its support is X = {(0, 0), (1, 0), (2, 0), (0, 1), (1, 1), (2, 1)}. The

144



columns of % are the letter-to-letter substitutions

[

%
]

(0,0) =
[

%
]

(1,1) ∶
⟼ ,
⟼ ,

[

%
]

(2,0) ∶
⟼ ,
⟼ ,

[

%
]

(1,0) =
[

%
]

(0,1) ∶
⟼ ,
⟼ ,

[

%
]

(2,1) ∶
⟼ ,
⟼ .

Now, for example, we can determine the column of %2 located at position (6, 3), which belongs to the
support of %2. Since the representation of 6 in base L1 = 3 is [2, 0] and the representation of 3 in base
L2 = 2 is [1, 1], we will need the vectors x0 = (0, 1) and x1 = (2, 1). Then, by Proposition 6.1.10,

[

%2
]

(6,3) =
[

%
]

(0,1)◦
[

%
]

(2,1) ∶
⟼ ,
⟼ .

Similarly, we can see that the column of %2 located at position (0, 3) is given by

[

%2
]

(0,3) =
[

%
]2
(0,1) ∶

⟼ ,
⟼ ,

that is, it is the identity substitution. One can verify that these are correct using the substitution

%2 ∶ ⟼ , ⟼ .

v

Next, we define the analogs of arithmetic progressions and monochromatic arithmetic progressions
in p dimensions.

Definition 6.1.12. For a positive integer p, a (finite) p-dimensional arithmetic progression is a set

{

s + n1d1 +…+ npdp ∶ 0 ⩽ ni < Mi for all 1 ⩽ i ⩽ p
}

,

where s is a fixed vector in ℕp0, d1,… , dp are linearly independent fixed vectors in ℕp, andM1,… ,Mp

are fixed positive integers. We call the elements d1,… , dp the differences and M = (M1,… ,Mp) the
size vector of the progression. If we allow Mi = ∞, for some 1 ⩽ i ⩽ p, we say that the arithmetic
progression has infinite size.

Definition 6.1.13. For a positive integer p, letw be a p-dimensional word overA and q a positive integer
not larger than p. We say thatw contains a (finite) q-dimensional monochromatic arithmetic progression
if there exist a letter a ∈ A and a q-dimensional arithmetic progressionR such thatwr = a, for all r ∈ R.
The monochromatic progression inherits the differences, size vector and starting position of R. In other
words, w contains a q-dimensional monochromatic arithmetic progression of differences d1,… , dq, size
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vectorM , and starting position s, if

ws = ws+n1d1+…+nqdq ,

for all 0 ⩽ ni < Mi and all 1 ⩽ i ⩽ q. IfMi = ∞ is allowed, for some 1 ⩽ i ⩽ q, the monochromatic
arithmetic progression is said to be of infinite size.

Here, for p-dimensional words, we will only consider p-dimensional monochromatic arithmetic pro-
gressions, also calledmonochromatic arithmetic progressions of full rank. Similar to the one-dimensional
case, we can consider the largest p-dimensional monochromatic arithmetic progressions within a p-
dimensional word. Since we now have p linearly independent differences, we need to consider p contri-
butions.

Definition 6.1.14. For a p-dimensional word w over A and linearly independent vectors d1,… , dp in
ℕp, we defineAw(d1,… , dp) as the maximum size of the grid spanned by the vectors such that the letters
of w at the positions determined by the grid are all equal to a fixed letter a ∈ A . More precisely,
Aw(d1,… , dp) is the maximum product

∏p
i=1Mi of positive integers such that

ws = ws+n1d1+…+npdp

for all 0 ⩽ ni < Mi and 1 ⩽ i ⩽ p, and some s in the defining set of w.

Notice that the previous definition does not consider monochromatic arithmetic progressions of in-
finite size. To consider finite as well as infinite progressions we would need to allowMi = ∞, for some
1 ⩽ i ⩽ p. However, we will not need this, as we will work only with finite arithmetic progressions.

The results given in Section 3.1 in Chapter 3 for dimension one extend to higher dimensions, since [84]
and [38] also have higher dimensional extensions. In particular, Propositions 3.1.3 and 3.1.4 and Corol-
lary 3.1.5 in that chapter hold in higher dimensions. Similarly, since [76] also extend to higher dimen-
sions, Proposition 4.2.1 in Chapter 4 also holds in higher dimensions. As a consequence, we have the
following result.

Proposition 6.1.15. Let % be an aperiodic, primitive, bijective substitution of p-dimensional words. Ev-
ery p-dimensional monochromatic arithmetic progression occurring in a fixed point of any power of %
has finite size vector. Consequently, A(d1,… , dp) <∞, for all linearly independent vectors d1,… , dp in
ℕp.

The following result is a generalisation of Proposition 4.2.2 to the p-dimensional scenario. It shows
that, for aperiodic, primitive and bijective substitutions, A(d) grows at least polynomially in d for an
specific form of the differences d1,… , dp.

Proposition 6.1.16. Let % be an aperiodic, primitive, bijective substitution of p-dimensional words, which
has a column equal to the identity, length vector L = (L1,… , Lp), and column group G. Then, for any
fixed point of a power of %,

p
∏

i=1
Lni ⩽ A(d1,… , dp) <∞,
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where

di = |di| ⋅ ei =
Ln|G|i − 1
Lni − 1

⋅ ei,

with

ei = (
i−1

0, 0,… , 0, 1,
p−i

0, 0,… , 0 ),

for i = 1,… , p.

Proof. The finiteness of A(d1,… , dp) follows by Proposition 6.1.15, for all positive integers n. To prove
the lower bound, for any positive integer n, we consider the substitution %n|G|, which has length vector
(

Ln|G|1 ,… , Ln|G|p
)

. Since for all 1 ⩽ i ⩽ p and 0 ⩽ ki ⩽ Lni − 1, the representation of ki|di| in base Lni
is [ki, ki,… , ki], the column of %n|G| at position (k1|d1|,… , kp|dp|) is given by

[

%n|G|
]

(k1|d1|,…, kp|dp|)
=

[

%n
]

|G|
(k1,…, kp)

,

by Proposition 6.1.10. Here G is the column group of %, but it is also the column group of %n, for all
positive integers n. This is because % has a column equal to the identity (see [28]). Consequently, the
column in the previous equation is the identity, since g|G| = id, for every group element g ∈ G. So,
%n|G| has

∏p
i=1L

n
i columns equal to the identity located at the positions determined by a p-dimensional

arithmetic progression of differences d1,… , dp and size vector L. Consequently, every fixed point of %n

contains a p-dimensional monochromatic arithmetic progression of the same differences and the same or
larger size vector. In other words, A(d1,… , dp) ⩾

∏p
i=1L

n
i , as required.

Corollary 6.1.17. Let % be an aperiodic, primitive, bijective substitution of p-dimensional words, which
has a column equal to the identity, length vector (L1,… , Lp), and column group G. For any fix point of
a power of %,

A(d1,… , dp) ≳
(

|d1| ⋅… ⋅ |dp|
)�,

where

� = 1
|G| − 1

and di = |di| ⋅ ei =
Ln|G|i − 1
Lni − 1

⋅ ei,

with

ei = (
i−1

0, 0,… , 0, 1,
p−i

0, 0,… , 0 ),

for i = 1,… , p.

Proof. We know that A(d1,… , dp) ⩾ (L1 ⋅… ⋅Lp)n, by Proposition 6.1.16. Then it suffices to show that
the limit

lim
n→∞

(L1 ⋅… ⋅ Lp)n
(

|d1| ⋅… ⋅ |dp|
)�
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is equal to 1. Noticing that

|di| =
Ln|G|i − 1
Lni − 1

= Ln(|G|−1)i +…+ Lni + 1,

for i = 1,… , p, we see that

lim
n→∞

(L1 ⋅… ⋅ Lp)n
(

|d1| ⋅… ⋅ |dp|
)� = lim

n→∞

(L1 ⋅… ⋅ Lp)n
(

Ln(|G|−1)1 ⋅… ⋅ Ln(|G|−1)p
)� = lim

n→∞

(L1 ⋅… ⋅ Lp)n

(L1 ⋅… ⋅ Lp)n
= 1,

as required.

Example 6.1.18. The two-dimensional aperiodic, primitive, bijective substitution

%∶ ⟼ , ⟼ .

is called the squiral substitution. In [53], it was proved that the hull of % cannot be realised as a model set,
which made it a good candidate to have a continuous spectral component. This was later proved in [18]
and % became one of the first substitutions of two-dimensional words known to have this property. We
can iterate a letter under % to see how a patch of an element of the hull looks like. For example, iterating
the blue letter under %3 we obtain

Consider any of the two fixed points of %2 (or, in fact, any element of the hull). By Proposition 6.1.16,
since the length vector of % is L = (3, 3) and its column group is G = C2, we see that A(d1, d2) ⩾ 9n, for
and all positive integers n, where

d1 = (d, 0) and d2 = (0, d) with d = 32n − 1
3n − 1

= 3n + 1.
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By Corollary 6.1.17, A(d1, d2) ≳ d2. This result is similar to the result for the Thue–Morse substitu-
tion, which shares certain properties with the squiral substitution. We recall that, for the Thue–Morse
substitution, we have A(2n + 1) = 2n + 2, for all positive integers n. v

6.2 Forward limit sets of substitution semigroups

In Chapter 5 we introduced forward limit sets of substitution semigroups and studied many of their prop-
erties. We would like to develop further this theory and also to consider new examples that may be of
general interest. So in the future we will continue investigating substitution semigroups, their forward
limit sets and their hulls.

In this section wemake some preliminary notes on these lines. In Section 6.2.1 we show our intention
to extend our results for fixed-letter-free substitution semigroups to general substitution semigroups, and
in Section 6.2.2 we make a connection between the logarithmic Hausdorff dimension of a set of infinite
words and its complexity.

6.2.1 Forward limit sets of substitution semigroups with fixed letters

In Section 5.4, we characterised forward limit sets of fixed-letter-free substitution semigroups in terms
of s-adic limits, invariant sets and fixed points. Considering that there are interesting families of substi-
tutions which do not satisfy the fixed-letter-free property, one task that we will address in the future is
the characterisation of forward limit sets of general substitution semigroups.

We will start by considering particular examples, such as the Sturmian substitution semigroup S,
introduced in Example 2.5.9, and which can be generated by the three substitutions

f ∶
0 ⟼ 0 1 ,
1 ⟼ 0 ,

g∶
0 ⟼ 1 0 ,
1 ⟼ 0 ,

ℎ∶
0 ⟼ 1 ,
1 ⟼ 0 .

Notice that ℎ2 is equal to the identity substitution, so it fixes both letters 0 and 1. Hence S is not fixed-
letter-free. In a future preprint that we plan to submit for publication, as explained in (vi) in the Declara-
tion of Authorship on page i, we will show that the forward limit set of S is equal to the set of all balanced
infinite words over {0, 1}; these are infinite words x over {0, 1} with the property that the numbers of 0s
(or 1s) in any two subwords of x of the same length differ by at most one.

6.2.2 Hausdorff dimension and complexity of sets of infinite words

In Section 5.5.2 we quantified the size of the forward limit sets of a substitution semigroup using log-
arithmic Hausdorff dimension. In this section we prove Lemma 6.2.1, which relates the logarithmic
Hausdorff dimension of a subset X of Aℕ with the complexity function of X.

We recall from Section 2.2.1 that, for a positive integer n, the set of all subwords of elements of X
that has length n is denoted byℒn(X), the language of X isℒ (X) =

⋃∞
n=1ℒn(X), and the complexity

function pX ∶ ℕ → ℕ of X is given by pX(n) = |ℒn(X)|.
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We also recall the dimension function  t defined in Equation (5.5.1), which is given, for t > 0, by

 t(x) =

{

1∕
(

log 1
x

)t
if 0 < x ⩽ 1∕e,

ex otherwise.

In addition, we recall from Section 2.1 the following definitions. Let f, g∶ ℕ → ℝ be non-zero
functions. We write f (n) ≻ g(n) if |f (n)∕g(n)| →∞ as n→∞. We write f (n) = O(g(n)) if there exists
a positive real constant C such that |f (n)| < C|g(n)| for all but finitely many values of n.

Lemma 6.2.1. LetX be a subset ofAℕ with complexity function pX and let l be a positive real number.
If pX(n) = O(nl), then the logarithmic Hausdorff dimension of X is equal to or less than l. If the
logarithmic Hausdorff dimension of X is equal to l, then pX(n) ≻ nl−�, for any positive real number �.

Proof. For a word u in A n, we define the cylinder set

C(u) = {x ∈ Aℕ ∶ x has prefix u}

and for each positive integer n, we define the set

Tn = {C(u) ∶ u ∈ ℒn(X)} .

Observe that, for each n, the collectionTn coversX. Indeed, for every x ∈ X, x ∈ C(u) and u ∈ ℒn(X),
where u is the prefix of x of length n, so x ∈ Tn. Observe also that, for u ∈ ℒn(X), diamC(u) = 1∕2n.
Therefore, for any " > 0, the collection Tn is an "-cover of X, for sufficiently large values of n. Using
the previous dimension functions  t, we have that

 t(diamC(u)) =
1

(log 2)t nt
.

Since |Tn| = p(n), where p = pX is the complexity function of X, we see that

∑

C(u)∈Tn

 t(diamC(u)) =
1

(log 2)t
p(n)
nt

.

Then the Hausdorff measure of X satisfies

H t(X) ⩽ 1
(log 2)t

lim
n→∞

p(n)
nt

.

If p(n) = O(nl), then H l (X) ⩽ limn→∞ p(n)∕nl < ∞, which implies that the logarithmic Hausdorff
dimension of X is less than or equal to l, as required. If the logarithmic Hausdorff dimension of X is
equal to l, thenH l−� (X) = ∞ ⩽ limn→∞ p(n)∕nl−�, which implies that pX(n) ≻ nl−�, as required.

Example 6.2.2. Let u be the substitutive sequence obtained as the limit of g◦f n(a) as n → ∞, where f
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and g are substitutions given by

f ∶

a ⟼ a b ,
b ⟼ b c ,
c ⟼ c d ,
d ⟼ d ,

and g∶

a ⟼ a ,
b ⟼ b ,
c ⟼ c ,
d ⟼ c .

The hull arising from u, defined as X =
⋃∞
n=0 �nu, has complexity function pX(n) = O(n3∕2), by [39].

Hence, by Lemma 6.2.1, the logarithmic Hausdorff dimension of X is less than or equal to 3∕2. v

Example 6.2.3. Consider the forward limit setΛ of the semigroup generated by the Fibonacci substitution
and the reverse Fibonacci substitution. In Example 5.5.10 we did a detailed analysis and showed that the
logarithmic Hausdorff dimension of Λ is less than or equal to 1. Using Lemma 6.2.1 we obtain the same
result directly because, since Λ consists of Sturmian sequences, its complexity function is n + 1, which
implies the claim. v

Let f be a substitution of A , x ∈ Aℕ be a fixed point of f , and px be the complexity function of
x. It is known from Pansiot [88] that px is one of O(1),O(n),O(n log log n),O(n log n), or O(n2). Notice
that the complexity function of the shift-orbit of x is equal to px, as no new subword arise by shifting x.
Consequently, if x is the unique fixed point of f , or if f is primitive (see Theorem 2.4.35), the complexity
function of the hull Ωf of f is equal to px. Then, by Pansiot’s result and Lemma 6.2.1, the logarithmic
Hausdorff dimension of Ωf cannot be larger than 2. Notice that, for large values of n,

1
n2
< 1
n log n

< 1
n log log n

< 1
n
< 1
1
.

In the future, we will try to strengthen Lemma 6.2.1 to help determine the complexity function of
given word sets for which the logarithmic Hausdorff dimension can be obtained or estimated.
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A. COMPUTER EXPERIMENTS WITH LINEAR RECURRENT SEQUENCES

Let % be an aperiodic and primitive substitution that is linearly recurrent for the constant R, and let w be
a fixed point of %. Theorem 4.2.16 from Chapter 4 provides direct access to calculating the exact value of
Aw(d), for any given difference d, using a computer. Obviously the infinite word w cannot be generated
experimentally, but we can generate a finite prefix of w which is long enough to be sure that it contains
all the monochromatic arithmetic progressions of difference d. By linear recurrence, this can always be
done.

First, we generate the prefix w[0,k) of w of length k, for some positive integer k. Next, we look
for the longest monochromatic arithmetic progressions of difference d within w[0,k), and compute their
length, which we denote by Bk(d). This length is our first candidate for Aw(d). But it may happen that
Aw(d) > Bk(d). Suppose that w contains a monochromatic arithmetic progression of difference d and
length Bk(d) + 1. This arithmetic progression lays within a word of length d ⋅ Bk(d) + 1 which, by
Theorem 4.2.16, must appear in all the words of length l = (R + 1)(d ⋅ Bk(d) + 1). This implies that,
if k ⩾ l, then Aw(d) = Bk(d). Otherwise, we generate the prefix w[0,l) of w of length l. If w[0,l)
does not contain any monochromatic arithmetic progressions of difference d and length Bk(d) + 1, then
Aw(d) = Bk(d). Otherwise, we compute Bl(d) and repeat the process.

The algorithm described in the previous paragraph finishes always in a finite number of steps. It can
be described with the diagram in Figure A.0.1, where k0 is the length of the prefix initially generated.
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start

k = k0

Generate w[0,k) and compute Bk(d)

l = (R + 1)(d ⋅ Bk(d) + 1)

k ⩾ l?

Generate w[0,l) and compute Bl(d)

Bl(d) = Bk(d)?

Aw(d) = Bk(d) done

k = l yes

no

yesno

Figure A.0.1: Algorithm for computing Aw(d), for any d.
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