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Modelling the viral dynamics of the
SARS-CoV-2 Delta and Omicron variants
in different cell types
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Ksenia Sukhova2, Thomas P. Peacock2, Wendy S. Barclay2 and Ilaria Dorigatti1
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We use viral kinetic models fitted to viral load data from in vitro studies to
explain why the SARS-CoV-2 Omicron variant replicates faster than the
Delta variant in nasal cells, but slower than Delta in lung cells, which
could explain Omicron’s higher transmission potential and lower severity.
We find that in both nasal and lung cells, viral infectivity is higher for
Omicron but the virus production rate is higher for Delta, with an estimated
approximately 200-fold increase in infectivity and 100-fold decrease in virus
production when comparing Omicron with Delta in nasal cells. However,
the differences are unequal between cell types, and ultimately lead to the
basic reproduction number and growth rate being higher for Omicron in
nasal cells, and higher for Delta in lung cells. In nasal cells, Omicron
alone can enter via a TMPRSS2-independent pathway, but it is primarily
increased efficiency of TMPRSS2-dependent entry which accounts for
Omicron’s increased activity. This work paves the way for using within-
host mathematical models to understand the transmission potential and
severity of future variants.
1. Introduction
Since its designation as a variant of concern (VOC) by the World Health
Organization on 26 November 2021 [1], the Omicron (B.1.1.529\BA.1) variant
of severe acute respiratory coronavirus 2 (SARS-CoV-2) has rapidly displaced
the Delta (B.1.617.2) variant to become the dominant SARS-CoV-2 variant
globally [2–4]. Analyses have demonstrated that Omicron can partially evade
the immunity generated through previous infection and vaccination [5–8],
thereby leading to reduced vaccine effectiveness against symptomatic disease [9].

Despite this reduction in vaccine effectiveness against symptomatic disease,
the risk of severe outcomes (including hospital admission and death) following
infection with Omicron is substantially lower than following infection with
Delta, for both vaccinated and unvaccinated individuals [10,11] (although one
study reported similar case fatality ratios between the two variants in unvacci-
nated individuals without previous infection [12]). While much remains to be
understood about the mechanisms underpinning this observation, a reduction
in the capacity of Omicron relative to Delta to replicate in lung cells has been
suggested as a possible explanation [13]. On the other hand, Omicron’s increased
ability to replicate in nasal cells has been suggested as an explanation for Omi-
cron’s transmission advantage over Delta observed from epidemiological data
[14–16].

It has been hypothesized that these differences in viral replication capacity in
different cells can be attributed to how Omicron and Delta use different pathways
to enter host cells [13,14,17,18]. All SARS-CoV-2 viruses can enter cells which
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Figure 1. Illustration of TMPRSS2-dependent and TMPRSS2-independent entry pathways and their inhibition by endosomal restriction factors. In ACE2+ TMPRSS2+
cells (right), virus can enter in a TMPRSS2-dependent way via membrane fusion either at the cell surface or the early endosome; alternatively, virus can enter in a
TMPRSS2-independent way through the late endosome. In ACE2+ TMPRSS2− cells (left), only the TMPRSS2-independent pathway is available. Both pathways can
be inhibited by endosomal restriction factors. Created with BioRender.com.
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express both ACE2 and TMPRSS2 proteins, via fusion of the
viral and cellmembranes or via earlyendosomes [19].However,
Omicron is also able to efficiently enter ACE2+ cells via fusion
from the endosome after endocytosis, without the involvement
of TMPRSS2 [14,20]. This could expand the range of cells that
Omicron can infect. A complication is, by entering cells via
the endosome, SARS-CoV-2 may be inhibited by endosomal
restriction factors such as interferon-induced transmembrane
(IFITM) proteins [21,22] or NCOA7 [23]. Understanding how
these virological properties shape the viral dynamics of
SARS-CoV-2 in different cell types can enhance our under-
standing of the mechanisms underlying the observed
differences in transmissibility between the Omicron and Delta
variants. The different entry pathways and their inhibition by
endosomal restriction factors are shown in figure 1.

Mechanistic mathematical models, calibrated against
virological data, are a powerful tool for exploring viral
dynamics as they provide a framework to quantify key
characteristics of different variants and build an understand-
ing of the drivers of inter-individual variation in response to
infection. Previous within-host modelling studies of SARS-
CoV-2 have enabled an understanding of the effect of covari-
ates such as age, sex and disease severity on viral load [24],
the degree of heterogeneity between individuals [25], the
association between viral dynamics and mortality in hospital-
ized patients [26], the pathogenesis of infection [27], and the
potential effect of antivirals and masking on viral load [28–
36]. Models fitted to data from vaccine trials have suggested
correlates of protection [37], while more theoretical immuno-
logical models have also been developed with the ultimate
aim of understanding the interplay between the immune
response and disease severity [38–40]. Studies linking the
within- and between-host scales have improved the under-
standing of the relationship between cycle threshold (Ct)
values and infectiousness [25,41], the role of super-spreader
events [42], suggested characteristics of optimal testing
regimes [43], and provided explanations for population-
level epidemiological observations, e.g. the apparent
reduction in viral load observed during the declining phase
of an epidemic [44].

The studies mentioned above have all fitted their models
to data from in vivo studies. While dynamics in humans are
of ultimate interest, modelling viral kinetics and the immune
response in vivo is extremely complex. Moreover, studies in
humans are often limited, with little or no information on the
timing and amount of the viral inoculum, sparse longitudinal
observations and often no available measurements before the
start of symptom onset [25,41]. In vitro studies offer a simplifi-
cation of in vivo dynamics, where both the inoculum
and method of inoculation is controlled, and where some
components of the immune response—such as the adaptive
immune response—are eliminated. Viral load can bemeasured
from the start of infection,which is important for estimating the
growth rate and basic reproduction number of the virus, which
in turn can be used to assess the potential for new variants to
outcompete existing variants.

Here, using viral kinetics models calibrated against viral
replication data generated through experimental infection
studies in primary human nasal epithelial cells (hNECs) and
immortalized Calu-3 lung cells, we characterize and compare
the dynamics of Omicron and Delta viruses in each cell type
by quantifying key properties such as the basic reproduction
number and growth rate, and by exploring how these proper-
ties vary for different entry pathways, in the presence and
absence of functional endosomal restriction factors.
2. Material and methods
2.1. Experimental design/data
Full details of the viral kinetics experiments conducted are
provided in Peacock et al. [20]. In brief, Calu-3 and primary
human nasal epithelial cells (hNECs) were inoculated with
Omicron BA.1 and Delta/B.1.617.2 isolates at a multiplicity of
infection (MOI) of 0.001 (Calu-3) or 0.05 (hNECs), and incubated
for 1 h at 37°C. The inoculum was then removed and, in the case
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Figure 2. Compartmental diagram of Model 1. Target cells T become infected
at a rate β per infectious virion (VInf ). Following an eclipse phase of mean
duration of 1/τ days, infectious cells (I) produce infectious virus as measured
by plaque-assay (VInf ) and total virus as measured by qPCR (VRNA) at rates
ωInf and ωRNA, respectively. Infected cells have a mean lifespan of 1/δ days,
and infectious and total virus are assumed to decay at rates κInf and κRNA,
respectively.
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Figure 3. Compartmental diagram for Model 2. ACE2+ TMPRSS2− target cells
(T−) become infected through TMPRSS2-independent pathways at a rate βE per
infectious virion (VInf ). ACE2

+ TMPRSS2+ target cells (T+) become infected
through TMPRSS2-independent pathways at a rate βE per infectious virion,
and through TMPRSS2-dependent pathways at a rate βT per infectious virion.
Endosomal restriction factors decrease the infectivity through TMPRSS2-indepen-
dent pathways by a factor fE, and through TMPRSS2-dependent pathways by a
factor fT. Cells infected through TMPRSS2-independent and TMPRSS2-dependent
pathways (LE and LT respectively) undergo eclipse phases of mean duration 1/τE
and 1/τT days, respectively. Following the eclipse phase, infectious cells (I)
behave as per Model 1.
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of Calu-3 cells, replaced with 1 ml serum-free Dulbecco’s modi-
fied eagle medium (DMEM). For Calu-3 cells, 100 µl of
supernatant was collected for titration at 18, 24, 48 and 72 h
post-infection. For hNECs, at the same time points post-infection,
the supernatant was collected by adding 200 µl of serum-free
DMEM to the apical surface, incubating for 10 min and removing
for collection.

Additional experiments were performed to investigate the
effect of Camostat mesylate (henceforth referred to as Camostat)
and Amphotericin B on viral kinetics. Camostat is a serine pro-
tease inhibitor and thus inhibits TMPRSS2, while Amphotericin
B inhibits the restriction of viral endosomal entry by endosomal
restriction factors such as IFITM proteins [45–47]. Cells were pre-
treated both basolaterally and apically with either 50 µM of
Camostat, 1 µM of Amphotericin B, or no drug for 2 h prior to
infection, and this concentration of drug was maintained in the
basolateral media throughout the experiment. Infections and
collection of time points were performed as above.

All experiments were performed in triplicate. Infectious viral
titres were quantified by plaque assay and viral genome numbers
were quantified by E gene reverse transcription quantitative
polymerase chain reaction (RT-qPCR).

2.2. Mathematical models
2.2.1. Model 1
To gain an initial understanding of the differences between the
observed infection dynamics of the Omicron and Delta variants
in each cell type (in the absence of drugs modulating cell entry
pathways), we first developed a simple model of the viral
dynamics which assumed a single virus entry pathway for
both variants. A simple schematic of the model is provided in
figure 2. Model equations are in the electronic supplementary
material.

Target cells T become infected at a rate β (target cell infection
rate) per infectious virion (VInf). The target cell infection rate is
defined as the proportion of cells infected per day, per unit inocu-
lum of 1 plaque forming unit (pfu) ml−1. Following an eclipse
phase of mean duration of 1/τ days, infectious cells (I) produce
infectious and non-infectious virus. Infectious virus (VInf ), as
measured by plaque-assay, and total (infectious and non-infec-
tious) virus (VRNA), as measured by RT-qPCR, are produced at
rates ωInf and ωRNA respectively. (While the RT-qPCR assay
could detect viral RNA released from lysed cells as well as from
extracellular viral particles, the model assumes that all detected
viral RNA originates from viral particles.) The duration of the
eclipse phase 1/τ reflects the speed of a single viral replication
cycle, whereas the rate of viral production ωInf also reflects replica-
tion capacity. Infectious cells have amean lifespan of 1/δ days, and
infectious and non-infectious virus is assumed to decay at rates κInf
and κRNA, respectively, with additional loss due to entry into cells.
Cells which express the ACE2 receptor, which is required for
SARS-CoV-2 virus entry, are considered target cells.

The basic reproduction number (R0) for Model 1 is defined
as the mean number of infected cells produced by each infected
cell over its lifespan at disease-free conditions (at the start of
infection, time t*) and is given by

R0 ¼ bT�vInf

d(kInf þ bT�)
,

where T* is the initial number of target cells. The initial growth
rate (r) is obtained by calculating the largest eigenvalue of the
Jacobian matrix obtained when linearizing the model equations
around the disease-free equilibrium. Further details are provided
in the electronic supplementary material.
2.2.2. Model 2
The experimental data showed that while Delta can only enter
ACE2+ cells by using the TMPRSS2 protein, Omicron can enter
these cells through both TMPRSS2-dependent and TMPRSS2-
independent pathways. Thus, in Model 2, we modify Model 1
to account for the two possible cell entry pathways, where
TMPRSS2-independent pathways can be used to infect all ACE2+

cells, and TMPRSS2-dependent pathways can only infect ACE2+

TMPRSS2+ cells. We assume that all ACE2+ cells become infected
through TMPRSS2-independent pathways at a rate βE per infec-
tious virion (VInf ) and that ACE2+ TMPRSS2+ target cells (T+)
also become infected through TMPRSS2-dependent pathways at
a rate βT per infectious virion. We assume that endosomal restric-
tion factors decrease the infectivity through the TMPRSS2-
independent pathways by a factor fE, and through TMPRSS2-
dependent pathways by a factor fT. Cells infected through
TMPRSS2-independent and TMPRSS2-dependent pathways
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Figure 4. Summary of data. (a) Infectious viral load ( pfu ml−1) quantified by plaque assay and (b) RNA copy number ml−1 quantified by RT-qPCR for Omicron
(blue triangles) and Delta (red dots) for different cell types (columns) and drug treatments (rows). The dotted line shows the limit of detection; markers on the lines
represent measurements below the limit of detection. Cells were infected on day 0.
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(LE and LT, respectively) undergo eclipse phases of mean duration
1/τE and 1/τT days, respectively. Following the eclipse phase, infec-
tious cells (I) behave as perModel 1. The flowdiagramofModel 2 is
described in figure 3.

The basic reproduction number for Model 2 is given by

R0 ¼
[bE(1� fE)T�

� þ bE(1� fE)T�
þ þ bT(1� fT)T�

þ]vInf

d[kInf þ bE(1� fE)T�� þ bE(1� fE)T�þ þ bT(1� fT)T�þ]
:

We also define pathway-specific R0s. R0E is the number of
infectious virions produced by one infectious virus, if only the
TMPRSS2-independent pathway were active; it is computed by
setting βT= 0 in the above definition of R0. Similarly, R0T is the
number of infectious virions produced by one infectious virus, if
only the TMPRSS2-dependent pathwaywere active; it is computed
by setting βE= 0 in the above definition of R0. Pathway-specific
growth rates are determined similarly.

In addition, we can define both pathway-specific and overall
R0 in the absence of IFITM, denoted R0EX, R0TX and R0X by
setting fE = fT = 0. For example,

R0EX ¼ [bET�
� þ bET�

þ]vInf

d[kInf þ bET�� þ bET�þ]
:

Model 2 is fitted to hNEC and Calu-3 data without drug, in
the presence of Camostat, in the presence of Amphotericin B and
in the presence of both drugs. For each virus strain/cell type
combination, all data (with and without drugs) is fitted simul-
taneously. In the absence of detailed data on drug effectiveness
in these cell types, we make the simplifying assumption that
both drugs are 100% effective. Namely, Camostat is assumed
to completely inhibit TMPRSS2-dependent pathways (we set
βT = 0). While Camostat also inhibits other serine proteases,
TMPRSS2 is the main serine protease involved in SARS-CoV-2
virus entry, and because the activation of S20 in TMPRSS2-
independent pathways probably occurs by cathepsin proteases
rather than serine proteases, for simplicity we assume that
Camostat does not affect TMPRSS2-independent pathways.
Amphotericin B is assumed to completely remove endosomal
restriction (we set fE ¼ fT ¼ 0).

2.2.3. Inferential framework
We calibrated the models to the observed data in a Bayesian
inferential framework using Markov chain Monte Carlo
(MCMC) methods. In the results, we reported the median and
95% credible interval (CrI) of the parameter estimates. Full
details of the model fitting algorithms are provided in the
electronic supplementary material.

All code is available at https://github.com/ada-w-yan/
deltaomicronmodelling.
3. Results
3.1. Data description
Figure 4 summarizes the study data. In control wells with no
drug, temporal trends in viral growth varied both between
strains and cell type. In hNECs, Omicron grew more rapidly
than Delta, with viral load peaking by 1 day post infection
(p.i.) forOmicron, comparedwith 2daysp.i. forDelta.However,
despite this initial growth advantage, viral load was higher for
Delta compared with Omicron at 3 days p.i.. In Calu-3 cells,

https://github.com/ada-w-yan/deltaomicronmodelling
https://github.com/ada-w-yan/deltaomicronmodelling
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the peak in viral load was observed 2–3 days p.i. for both Omi-
cron and Delta. In contrast with hNECs where the strain
corresponding to the highest viral load was dependent on
measurement time, infectious and non-infectious viral load
was higher for Delta than Omicron across all time points for
Calu-3 cells.

In the presence of the drug Camostat which inhibits serine
proteases, and thus TMPRSS2-dependent pathways, replication
of Delta was severely inhibited in hNECs with no detectable
increase in virus throughout the course of the experiment. By
contrast, Omicron successfully replicated in hNECs in the pres-
ence of Camostat, albeit at a slower rate than in untreated wells.
However, similar levels of viral load were obtained by 2–3 days
p.i. in both the presence and absence of Camostat. For both
strains, the presence of Amphotericin B had little impact on
viral load dynamics in hNECs. In Calu-3 cells, infectious virus
was not detected at any point for either Omicron or Delta in
thepresence ofCamostat. In thepresence of thedrugAmphoter-
icin B which is described as specifically inhibiting endosomal
restriction [22,39], Omicron infectious viral titres were consist-
ently higher than in control wells, until 3 days p.i. when titres
became similar. Delta geometric mean infectious viral titres
were similar with and without Amphotericin B.

Experiments with both drugs combined were only per-
formed for Calu-3 cells. For both virus strains, the infectious
viral load was below the limit of detection in the presence of
Camostat only. Adding Amphotericin B raised the infectious
viral load to above the limit of detection for all replicates for
Omicron, but only for some replicates for Delta (figure 4).

3.2. Viral fitness
3.2.1. Model 1
For both Omicron and Delta, the simple model (Model 1)
captured the viral dynamics observed in control wells of
hNECs and Calu-3 cells (figures 5 and 6). For hNECs, we esti-
mated a higher target cell infection rate β for Omicron relative
to Delta (2.13 × 10−05 (95% CrI: 1.54 × 10−05, 3.07 × 10−05) cell
(pfu ml−1)−1 day−1 for Omicron, 8.89 × 10−08 (95% CrI: 5.91 ×
10−08, 1.28 × 10−07) cell (pfu ml−1)−1 day−1 for Delta), but a
lower infectious virus production rate ωInf for Omicron relative
to Delta (4.07 × 10+03 (95% CrI: 3.13 × 10+03, 5.50 × 10+03)
pfu ml−1 cell−1 day−1 for Omicron, 3.42 × 10+05 (95% CrI:
2.41 × 10+05, 5.04 × 10+04 pfu ml cell−1 day−1 for Delta). Hence,
we estimate an approximately 200-fold increase in infectivity
and 100-fold decrease in infectious virus production when com-
paring Omicronwith Delta in hNECs. All estimated parameters
are presented in electronic supplementary material, table S2.
These results suggest an approximately 1.5-fold difference in
the growth rate between these strains in hNECs, with a
growth rate of 11.61 day−1 (95% CrI: 10.43, 12.99) for Omicron
and 6.87 day−1 (95% CrI: 6.33, 7.50) for Delta. Furthermore, we
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estimated a higher basic reproduction number (R0) for Omicron
(65.04 (95% CrI: 51.94, 82.71)) compared with Delta (23.13 (95%
CrI: 19.91, 27.23)), thereby suggesting an overall increase in viral
fitness of Omicron relative to Delta in hNECs.

For Calu-3 cells, we estimated a higher target cell infection
rate for Omicron than Delta (9.23 × 10−07 (95% CrI: 6.17 × 10−07,
1.36 × 10−06) cell (pfu ml−1)−1 day−1 for Omicron, 1.42 × 10−07

(95% CrI: 9.80 × 10−08, 2.05 × 10−07) cell (pfu ml−1)−1 day−1

for Delta) and lower infectious virus production rate for
Omicron than Delta (4.13 × 10+02 (95% CrI: 2.85 × 10+02,
6.07 × 10+02) cell (pfu ml−1)−1 day−1 for Omicron, 3.73 × 10+03

(95% CrI: 2.67 × 10+03, 5.32 × 10+03) cell (pfu ml−1)−1 day−1 for
Delta). In contrast with hNECs, our results indicate an overall
increase in viral fitness of Delta relative to Omicron in Calu-3
cells as we estimated a higher basic reproduction number of
Delta (36.67 (95% CrI: 33.69, 39.81)) compared with Omicron
(24.23 (95% CrI: 22.14, 26.70)) in this cell type. In addition,
we estimated a larger growth rate of Delta relative to Omicron
in Calu-3 cells, with a growth rate of 8.78 day−1 (95% CrI: 8.40,
9.15) for Delta compared with 7.25 day−1 (95% CrI: 6.86, 7.60)
for Omicron (for details see electronic supplementary material,
table S2).

For both cell types, the target cell infection rate (β), which
is positively correlated with the probability of a virion
successfully infecting a cell, was higher for Omicron than
Delta. The infectious virus production rate (ωInf ), which is
directly proportional to the burst size (the total number of
infectious virions produced by one infected cell), was higher
for Delta than Omicron. However, the magnitude of each of
these differences meant that the basic reproduction number
and growth rate, which are both functions of the target cell
infection rate and the infectious virus production rate (see
electronic supplementary material, methods), were higher for
Omicron in hNECs, but higher for Delta in Calu-3 cells
(electronic supplementary material, table S2).

3.2.2. Model 2
When fittingModel 2 to the data, we found the same qualitative
result that Omicron’s R0 is higher than Delta’s in hNECs, but
lower inCalu-3 cells (figures 7 and 8). InhNECs,R0 forOmicron
was estimated to be 106.59 (95% CrI: 85.92, 134.72), while for
Delta it was estimated to be 21.61 (95% CrI: 18.97, 25.30). In
Calu-3 cells, R0 for Omicron was estimated to be 16.53 (95%
CrI: 15.15, 17.99), and for Delta was estimated to be 27.87
(95% CrI: 25.60, 30.34). R0 estimates were comparable between
Models 1 and 2, except forOmicron inhNECs,where theR0 esti-
mates obtained with Model 2 were higher. This discrepancy
occurred because Model 2 predicts that Omicron can use both
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TMPRSS2-dependent and TMPRSS2-independent pathways in
hNECs (see next section), whereas for all other strain and cell
combinations, only TMPRSS2-dependent pathways are active.
When only TMPRSS2-dependent pathways are active, then in
the absence of drug,Models 1 and 2 are the same. All parameter
estimates are presented in electronic supplementary material,
table S2.
3.3. Role of cell entry pathways
As Camostat inhibits serine proteases including TMPRSS2,
Camostat-sensitive viruses must be able to use TMPRSS2-
independent pathways for cell entry; thus, the fit of Model 2
to the data in the presence of Camostat provides information
on the role of cell entry pathways. We found that in hNECs,
Omicron was able to use both TMPRSS2-dependent and
TMPRSS2-independent pathways. The median estimates of
R0T and R0E were 92.13 (95% CrI: 72.95, 118.27) and 15.44
(95% CrI 12.86, 18.52) respectively (electronic supplementary
material, table S3). On the other hand, in hNECs, Delta was
unable to effectively use TMPRSS2-independent pathways, as
R0E , 1 (median 0.15, 95% CrI: (0.07, 0.30)). In Calu-3 cells,
neither viruswas able to use TMPRRS2-independent pathways
effectively. R0E was estimated to be slightly greater than 1 for
both Omicron (median 1.34 (95% CrI: 1.14, 1.55)) and Delta
(median 1.71 (95% CrI: 1.47, 1.98)) but these small values of
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R0 are insufficient for the viral load to exceed the limit of detec-
tion during the time course of the experiment (figure 8,
Camostat panels). Note that for Omicron in hNECs, the esti-
mate for R0T is comparable to the overall R0 for Model 1. This
is because the increase in viral load due to TMPRSS2-
dependent pathways is much faster than through TMPRSS2-
independent pathway, so the TMPRSS2-dependent pathway
is the main contributor to the initial exponential increase,
from which Model 1 estimates R0.

It has been suggested that Omicron’s use of TMPRRS2-
independent pathways explains its fitness advantage over
Delta [13,14,17]. However, even the TMPRSS2-specific basic
reproduction number is higher for Omicron than Delta in
hNECs, with a median R0T equal to 92.13 (95% CrI: 72.95,
118.27) for Omicron compared with 21.46 (95% CrI:18.89,
25.05) for Delta. In fact, R0T alone for Omicron is greater than
the overall R0 for Delta. Therefore, it is primarily Omicron’s
more efficient use of TMPRSS2-dependent pathways, rather
than its utilization of TMPRSS2-independent pathways,
which gives it a fitness advantage over Delta in hNECs.
20230187
3.4. Role of endosomal restriction
As Amphotericin B inhibits restrictions to virus entry imposed
by endosomal restriction factors, the fit of Model 2 to
the Amphotericin B data provides information on the role of
endosomal restriction factors in shaping the viral dynamics
observed. The parameters fE and fT capture the degree of inhi-
bition of TMPRSS2-independent and TMPRSS2-dependent
pathways by endosomal restriction factors respectively, and
Amphotericin B is assumed to set these parameters to 0.
Comparing across cell types, inhibition by endosomal restric-
tion factors was higher in Calu-3 cells than hNECs across all
strains and pathways (higher values of fE and fT for Calu-3
cells compared with hNEC cells in electronic supplementary
material, table S2), with the exception of TMPRSS2-
independent pathways for Delta, where fE could not be
estimated precisely. Inhibition was similar for both Omicron
and Delta in hNECs, but Omicron was more inhibited by
endosomal restriction factors than Delta in Calu-3 cells for
both pathways (higher values of fE and fT for Omicron than
Delta in Calu-3 cells in electronic supplementary material,
table S2). Comparing across pathways, fE and fT were
similar for each virus strain in hNECs, but in Calu-3 cells, fE
was higher than fT for both virus strains, suggesting more
inhibition of TMPRSS2-independent pathways than of
TMPRSS2-dependent pathways.

Given that TMPRSS2-independent pathways are suscep-
tible to inhibition by endosomal restriction factors, and that
previous variants were not able to use endosomal restriction
pathways, one may hypothesize that Omicron has overcome
endosomal restriction in hNECs, and that TMPRSS2-indepen-
dent pathways would also be accessible by other virus–cell
combinations if endosomal restriction were lifted. However,
we predict that even if endosomal restriction is lifted for
the three other virus-cell combinations (as per the Amphoter-
icin B experiments) R0EX remains low. This suggests that
other factors contribute to Omicron’s increased use of
TMPRSS2-independent pathways in hNECs. We predict
that in the absence of endosomal restriction factors, Omicron
would still have a higher overall basic reproduction number
and growth rate than Delta in hNECs, but these quantities
would be similar between variants in Calu-3 cells (R0X in
electronic supplementary material, table S3 and rX in
electronic supplementary material, table S6).

3.5. Sensitivity of results to the values of fixed
parameters

A caveat of the above results is that we have fixed the values
of several parameters: the length of the eclipse phase, the
infected cell decay rate and the infectious virus decay rate.
The eclipse phase in this model reflects the speed of viral
replication with the cell. To date, studies which have
measured the duration of the eclipse phase in the SARS-
CoV-2 viral life cycle have used viruses which enter target
cells through TMPRSS2-dependent pathways only [48,49].
Thus, the duration of the eclipse phase for TMPRSS2-
independent pathways is unclear and our knowledge of
this component of the viral life cycle is limited. To address
this, we conducted a sensitivity analysis around the duration
of the eclipse phase. In Model 1, τ was set to 6, 4, or 2 day−1.
In Model 2, τT was set to 6, 4 or 2 day−1, and τE was set to 4, 2
or 1 day−1. We found that for Model 1, regardless of the dur-
ation of the eclipse phase assumed—as long as it was the
same between strains—Omicron had a higher R0 than Delta
in hNECs, and Delta had a higher R0 than Omicron in
Calu-3 cells (electronic supplementary material, table S4).
Also, all estimated R0 values decreased as the duration of
the eclipse phase decreased, as expected theoretically. This
is because if, at the start of infection, cells start producing
virus sooner due to a short eclipse phase, then each individ-
ual infected cell needs to lead to fewer secondary infections to
reproduce the dynamics observed. In detail, shortening the
assumed eclipse phase shortens the generation time. The
growth rate is directly related to the slope of the viral load
curve and thus its estimated value is insensitive to changes
in the assumed eclipse phase; however, the same growth
rate can be achieved using a small R0 and a short generation
time, or a large R0 and a long generation time. Decreasing the
assumed generation time thus decreases the estimated value
of R0. Similarly, for Model 2, we found that regardless of the
values of τE and τT, as long as these were assumed to be the
same between strains, Omicron had a higher R0 than Delta
in hNECs, and Delta had a higher R0 than Omicron in
Calu-3 cells; only Omicron in hNECs used TMPRSS2-
independent pathways efficiently; and endosomal restriction
only had a significant effect in Calu-3 cells (electronic sup-
plementary material, table S5). However, allowing the
duration of the eclipse phase to be different between strains,
no longer allows us to draw conclusions about whether R0 is
greater for Omicron or Delta (electronic supplementary
material, tables S3 and S5). On the other hand, estimates of
the growth rate r only varied slightly with the assumed dur-
ation of the eclipse phase for both models (electronic
supplementary material, tables S4 and S6).

The infected cell decay rate is inversely proportional to its
lifetime, and has not been measured directly; its value has
been estimated using within-host mathematical models [25],
but this parameter is known to be unidentifiable given viral
load data alone [50]. We therefore conducted a sensitivity
analysis by setting δ to 0.1, 0.85, 1.7, 3.4 and 10 day−1 (elec-
tronic supplementary material, tables S7–S10). For Model 1,
similarly to when changing the duration of the eclipse
phase, the main conclusions of this study remained the
same, with Omicron having a higher R0 than Delta in
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hNECs and Delta have a higher R0 than Omicron in Calu-3
cells (electronic supplementary material, table S7 and S8).
For Model 2, for δ = 0.1 day−1, we estimated a median R0E

of 9.03 (95% CrI: 6.86, 11.63) for Omicron and 13.61 (95%
CrI: 10.50, 17.15) for Delta in Calu-3 cells (electronic sup-
plementary material, table S9). This might suggest that
TMPRSS2-independent pathways were efficiently used in
Calu-3 cells; however, the corresponding median growth
rates were still low (rE = 0.63 (95% CrI: 0.48, 0.80) for Omi-
cron, 0.92 (95% CrI: 0.73, 1.11) for Delta (electronic
supplementary material, table S10). δ = 0.1 day−1 corresponds
to a generation time of 10.3 days, so although each initial
infectious virion results in 10 secondary infectious virions
on average, the timescale on which those virions would be
produced would be beyond the resolution time of an acute
infection in vivo. Hence, this would still indicate R0E . 1.
As with changing the eclipse phase, comparisons between
growth rates for Model 2 remained robust whether δ was
the same or different between variants and cell types, but
this was not the case for comparisons between reproduction
numbers.

The infectious virus decay rate has been measured directly
[51,52], but there is evidence that it differs between variants
[53]. We therefore conducted a sensitivity analysis, setting κInf
to 1.2, 5, 10, 20 or 100 day−1 (electronic supplementarymaterial,
tables S11-S14). ForModel 1, themain conclusions remained the
same. For Model 2, comparisons between growth rates
remained robustwhether κInf was the same or different between
variants and cell types, but this was not the case for
comparisons between reproduction numbers.
4. Discussion
By fitting a simple within-host model to viral kinetics data for
Omicron and Delta in hNECs and Calu-3 cells, we found that
Omicron has a fitness advantage over Delta in hNECs, but
Delta has a fitness advantage over Omicron in Calu-3 cells,
as measured by both the growth rate and basic reproduction
number of the virus. These findings are consistent with
previously published studies showing faster replication of
Omicron compared with Delta in human nasal epithelial
cells [14,15], and faster replication of Delta compared with
Omicron in the ex vivo explant cultures of human lungs [13]
and Calu-3 cells [54].

We estimated that Omicron had a higher rate of infection
β in both cell types, which could be linked to increased ACE2
binding affinity, probably due to mutations in the spike
protein. Evidence is mixed as to whether Omicron has a
higher ACE2 binding affinity than Delta. Cameroni et al.
[55] found that Omicron has a higher human ACE2 binding
affinity than Delta, but Mannar et al. [56] found that ACE2
binding affinity is similar for Omicron and Delta, though
higher than the ancestral strain. On the other hand, Zhang
et al. [57] found that the Omicron spike protein required a
higher level of ACE2 than Delta for efficient membrane
fusion. We also estimated that Omicron had a lower rate of
infectious virus production ωInf than Delta for both cell
types. Changes to the rate of viral production could be due
to mutations in either spike or non-spike proteins. The basic
reproduction number is positively correlated with both the
rate of infection β and the rate of infectious virus production
ωInf in our models. In hNECs, the increase in the rate of
infection β for Omicron was greater than the decrease in
infectious virus production ωInf, resulting in a larger basic
reproduction number and growth rate for Omicron compared
with Delta; the converse was true in Calu-3 cells.

Previous studies have proposed that TMPRSS2-
independent pathways, which are only available to Omicron,
are responsible for its faster growth in hNECs. Our study
found that Omicron can use TMPRSS2-independent pathways
in hNECs, consistent with the previous studies. However, the
growth rate and basic reproduction number for TMPRSS2-
independent pathways was low and insufficient to explain
the overall fitness advantage for Omicron over Delta
in hNECs. On the other hand, the growth rate and basic repro-
duction number for TMPRSS2-dependent pathways was also
higher for Omicron than Delta in hNECs and was sufficient
to explain the overall fitness advantage. Evidence for the con-
tinued importance of TMPRSS2-dependent pathways for
Omicron was provided by a study by Metzdorf et al. [58],
which found that the growth of Omicron in the nose
and lung was attenuated in TMPRSS2 knockout mice. In
Calu-3 cells, neither Omicron nor Delta can use TMPRSS2-
independent pathways, thereby providing further insight
into how these viruses use different pathways to enter
target cells.

We estimated the degree of inhibition in viral growth
imposed by endosomal restriction factors by fitting our
model to data where the cells were treated with Amphotericin
B, as Amphotericin B inhibits the action of endosomal restric-
tion factors. The main hypotheses tested were (i) whether
Omicron was able to evade endosomal restriction in hNECs;
(ii) whether this evasion enabled Omicron to use TMPRSS2-
independent pathways; and (iii) whether this was responsible
for Omicron’s growth advantage. We found that the fitness
of Delta in hNECswithout endosomal restriction, as measured
by the basic reproduction number R0X and the growth rate rX,
was still lower than that of Omicron in hNECswith endosomal
restriction. Hence, reduced endosomal restriction alone does
not explain Omicron’s fitness advantage in hNECs. Although
wewere able to quantify the degree of inhibition by endosomal
restriction factors for both pathways for Omicron in hNECs,we
were unable to for Delta, as doing so requires either the infec-
tious viral load to be above the limit of detection in the presence
of Camostat (as was the case for Omicron in hNECs), or
requires data on viral growth in the presence of both drugs
(as was the case in Calu-3 cells). Hence, we were unable to
make a direct comparison at a pathway-specific level between
Omicron and Delta in hNECs. In Calu-3 cells, we found
that Omicron was more inhibited by endosomal restriction
factors than Delta, for both TMPRSS2-dependent or TMPRSS2-
independent pathways.

Human nasal and lung cells were used in the experiments
to recapitulate replication in the nose and lung. For nasal cells,
primary differentiated nasal airway epithelial cells cultured at
an air–liquid interface were used. These cells represent the
major cell types in the nose, and have previously been used
to compare the growth of SARS-CoV-2 variants [18]. For lung
cells, the immortalized Calu-3 cell line was used as Calu-3
cells express both ACE2 and TMPRSS2 proteins, and thus are
amenable to SARS-CoV-2 infection. They have been used to
test antivirals against SARS-CoV-2 [19] and compare growth
kinetics between variants [59]. However, they do not represent
the range of cell types available in the lower respiratory tract,
and so future experiments could use primary differentiated
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human lung cells (e.g. [60]); however, not all such cultures can
be efficiently infectedwith SARS-CoV-2 to comparable titres as
within the respiratory tract [61], so ex vivo lung culturesmay be
another alternative [13].

The model has several limitations. First, we fixed the
infected cell death rate, the rate at which viruses lose infectivity,
the RNA degradation rate, and the duration of eclipse phases,
according to values from the literature. It is currently unclear
whether the duration of the eclipse phase differs between var-
iants. Studies have shown that Omicron survives for longer on
surfaces than the ancestral strain [62] and Delta [53], so it is
plausible that extracellular virus may also differ in stability in
our experiments. Moreover, fixing the parameters using
values from previous studies may underestimate the uncer-
tainty in the reproduction number and growth rate. To test
this, we conducted a sensitivity analysis where the model
was fitted assuming different lengths of the eclipse phase,
infected cell decay rates, and infectious virus decay rates.
This sensitivity analysis showed that, if the values of these
three parameters were assumed to be the same between Omi-
cron and Delta, the trends and relationships in R0 and the
growth rate estimates r between Omicron and Delta (for
example, that Omicron has a higher R0 and growth rate esti-
mate r than Delta in hNECs) remained unchanged. Allowing
any of these three parameters to be different between strains,
no longer allows us to draw conclusions about whether R0 is
greater for Omicron or Delta (electronic supplementary
material, tables S3 and S5), but the differences in r are robust.
This result reflects the finding that if the eclipse phase is
allowed to vary, the growth rate r is identifiable but R0 is not.
Future studies could measure the duration of the eclipse
phase for each cell type and virus strain using single-cycle
growth kinetics experiments; make the infected cell lifetime
identifiable by measuring the number of infected cells over
time in addition to the viral load; and measure intracellular
RNA and the infectious virus decay rate for each variant.

Another limitation of the model is that it assumes 100%
effectiveness for both drugs. Assuming 100% effectiveness
of Camostat means interpreting all remaining viral growth
as due to TMPRSS2-independent pathways, so if the drug
is less than 100% effective, the contribution of TMPRSS2-
independent pathways will be overestimated. Assuming
100% effectiveness of Amphotericin B means interpreting
viral growth in the presence of Amphotericin B as the viral
growth in the complete absence of endosomal restriction. If
the drug were less than 100% effective, the viral load in the
complete absence of endosomal restriction could be higher
than that suggested by the data, so the effect of endosomal
restriction would be underestimated.

An additional limitation is that the structure of the model
is such that the initial growth rate is independent of the
inoculum size. It is plausible that differences in growth rate
between hNECs and Calu-3 cells observed in the experiments
were partly due to the differing inoculum sizes used, as a
higher inoculum could, for example, trigger endosomal
restriction factors more quickly—an effect which was not
modelled. A higher MOI was used for hNECs as a lower
MOI did not always successfully infect these primary cells;
repeating the Calu-3 experiments at the same higher MOI
would strengthen confidence in our comparison between
cell types. We also did not consider the spatial spread of
the virus. While an agent-based model could be developed
to explore the spatial dynamics of virus in cell culture, fitting
such a model would require much more detailed experimen-
tal data, which unfortunately was not available for this study.

However, the models developed in this study can inform
future studies using more complex models. Models capturing
more immune components and how the virus spreads within
the host are useful for understanding contributors to disease
severity and the effects of antivirals [38–40], but because
they have many parameters, it is often difficult to determine
their values by fitting them to data. This study can help
parametrize these models.

The models developed in this study can be applied to
different SARS-CoV-2 virus strains to help enhance our
understanding of transmission potential of new strains as
the virus continues to evolve. While between-strain differ-
ences in the speed of viral replication is typically assessed
by comparing viral titre measurements at individual
time points, adopting a mathematical modelling approach
using longitudinal time points enables us to estimate key
characteristics of different strains such as the growth rate
and viral fitness, thus providing a deeper insight into the
factors shaping observed differences in viral dynamics at
the individual and population level.
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