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A B S T R A C T 

Observations suggest that the dark matter and stars in early-type galaxies ‘conspire’ to produce a surprisingly simple distribution 

of total mass, ρ( r ) ∝ ρ−γ , with γ ≈ 2. We measure the distribution of mass in 48 early-type galaxies that gravitationally lens 
a resolved background source. By fitting the source light in every pixel of images from the Hubble Space Telescope , we find a 
mean 〈 γ 〉 = 2 . 075 

+ 0 . 023 
−0 . 024 with an intrinsic scatter between galaxies of σγ = 0 . 172 

+ 0 . 022 
−0 . 032 for the o v erall sample. This is consistent 

with and has similar precision to traditional techniques that employ spectroscopic observations to supplement lensing with 

mass estimates from stellar dynamics. Comparing measurements of γ for individual lenses using both techniques, we find a 
statistically insignificant correlation of −0 . 150 

+ 0 . 223 
−0 . 217 between the two, indicating a lack of statistical power or deviations from a 

power-law density in certain lenses. At fixed surface mass density, we measure a redshift dependence, ∂ 〈 γ 〉 /∂ z = 0 . 345 

+ 0 . 322 
−0 . 296 , 

that is consistent with traditional techniques for the same sample of Sloan Lens ACS and GALaxy-Ly α EmitteR sYstems 
(GALLER Y) lenses. Interestingly , the consistency breaks down when we measure the dependence of γ on the surface mass 
density of a lens galaxy. We argue that this is tentative evidence for an inflection point in the total mass-density profile at a few 

times the galaxy ef fecti ve radius – breaking the conspiracy. 

Key words: gravitational lensing: strong – galaxies: formation – galaxies: evolution – galaxies: elliptical and lenticular, cD. 
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 I N T RO D U C T I O N  

arly-type galaxies (hereafter ETGs) are the end product of the 
ierarchical merging paradigm central to the Lambda cold dark 
atter cosmological model (White & Rees 1978 ; Cole et al. 1994 ).
hey are built from the successive mergers between more and more 
assive objects, and hence provide tests of the entire process of

alaxy formation and evolution. The distribution of mass in their 
aryon-dominated inner regions is especially sensitive, because 
aryonic physics significantly redistributes mass at various stages 
f evolution. The inner mass-density profile may become steeper 
s a result of higher baryon densities from dissipative gas cooling 
rocesses and the inflow of gas (Blumenthal & Faber 1986 ; Silk
993 ; Velliscig et al. 2014 ). They may become softened by outflows
f gas driven by feedback processes such as active galactic nuclei and
upernovae (Dubois et al. 2013 ; Velliscig et al. 2014 ). Measurements
f ETG inner mass-density profiles are therefore fundamental in 
nderstanding the relative strength and timing of these physical 
rocesses. 
 E-mail: amy.etherington@durham.ac.uk (AE); 
ames.w.nightingale@durham.ac.uk (JWN) 
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ommons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whic
rovided the original work is properly cited. 
Observ ations have sho wn that the mean distribution of dark plus
aryonic matter in the central few effective radii of ETGs is such that
heir combined density profile is roughly isothermal, ρ( r ) ∝ r −γ , with

∼ 2. This has been consistently observed by many observational 
echniques: dynamically modelled local ETGs (Cappellari et al. 
013 ; Tortora et al. 2014 ; Serra et al. 2016 ; Li et al. 2019 ), X-ray
tudies (Humphrey et al. 2006 ; Humphrey & Buote 2010 ), weak
ensing (Gavazzi et al. 2007 ), and combined strong lensing and
ynamical modelling (Koopmans et al. 2009 ; Auger et al. 2010b ; Li,
hu & Wang 2018 ). The latter is the most pre v alent of these results,
ith the ‘standard’ procedure developed by Treu & Koopmans ( 2002 ) 

onstraining the total mass inside two different radii: the galaxy 
ight’s ef fecti ve radius from measurements of the velocity dispersion,
nd the galaxy mass’s Einstein radius from lensing. In this way,
uger et al. ( 2010b ) measured a mean logarithmic density slope
 γ 〉 = 2.078 ± 0.027, with an intrinsic scatter between galaxies of
γ = 0.16 ± 0.02, for the largest single sample of strong lenses that
ake up the Sloan Lens ACS (SLACS) surv e y (Bolton et al. 2008 ). 
The near-isothermality of mass in ETGs is often termed as 

he ‘bulge–halo conspiracy’, referring to the apparent coincidence 
hat despite diverse assembly histories, and although neither their 
aryonic nor dark matter components follow a single power law, their
um approximately does (Treu et al. 2006 ; Humphrey & Buote 2010 ).
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h permits unrestricted reuse, distribution, and reproduction in any medium, 

http://orcid.org/0000-0003-4642-7109
http://orcid.org/0000-0002-8987-7401
http://orcid.org/0000-0002-6085-3780
http://orcid.org/0000-0002-0086-0524
http://orcid.org/0000-0002-4465-1564
http://orcid.org/0000-0002-5954-7903
http://orcid.org/0000-0002-2338-716X
http://orcid.org/0000-0003-3672-9365
mailto:amy.etherington@durham.ac.uk
mailto:james.w.nightingale@durham.ac.uk
http://creativecommons.org/licenses/by/4.0/


6006 A. Etherington et al. 

M

T  

s  

D  

F  

o  

d  

t  

2
 

o  

f  

c  

p  

a  

2  

t  

R  

m  

y  

m  

o  

h  

s  

f  

u  

c  

o
 

d  

r  

a  

r  

(  

t  

c  

o  

t  

e  

a  

a  

(  

b  

o
 

s  

w  

2  

R  

s  

a  

t  

t  

b  

t  

t  

l  

E  

a  

s  

f  

m

 

e  

a  

t  

(  

2  

o  

l  

o  

e  

d  

(  

E  

c  

m  

e  

t  

(  

d  

t  

a  

C
 

h  

d  

t  

t  

q  

o  

a  

P

2

2

H  

d  

t  

A  

T  

t  

a  

a  

fi  

s  

d  

t  

t  

t  

t  

m
 

f  

(  

b  

L  

2  

t  

g  

s

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/521/4/6005/7071907 by U
niversity of D

urham
 user on 16 August 2023
he galaxies’ homogeneity is further evident in the well-known ETG
caling laws such as the Fundamental Plane relations (Djorgovski &
avis 1987 ) and the M BH –σ c relation (Hyde & Bernardi 2009 ).
urthermore, the total mass-density slopes correlate with a number
f galaxy parameters, including ef fecti ve radius, stellar surface mass
ensity, and central dark matter fraction, as well as being observed
o mildly soften with increasing redshift up to z ∼ 1.0 (Auger et al.
010b ; Ruff et al. 2011 ; Sonnenfeld et al. 2013a ; Li et al. 2018 ). 
Numerical simulations are invaluable in understanding the origin

f these empirical relations, and are now beginning to account
or the physical processes involved in their formation. The current
onsensus for the formation of ETGs, often referred to as a ‘two-
hase’ assembly (Oser et al. 2010 ), begins with an initial stage of
ctive star formation and adiabatic contraction at a redshift z �
, followed by growth through major and minor merging events
o the present (Naab & Ostriker 2009 ; Van Dokkum et al. 2010 ;
emus et al. 2017 ). Ho we ver, details of the physical processes that
odify the mass distributions throughout this formation process are

et to be well understood. Fine-tuning between the baryonic and dark
atter distributions would be necessary to produce the distribution

f near-isothermal total mass profiles that are observed, a result
ydrodynamic simulations have been unable to accomplish while
imultaneously reproducing the observed distribution of dark matter
ractions (Duffy et al. 2010 ; Dubois et al. 2013 ; Xu et al. 2017 ). It is
nclear whether this discrepancy is a result of an inadequacy in the
osmological simulations or a systematic bias in the determination
f the observed mass-density slopes. 
Comparing observed and simulated mass-density slopes is

ifficult. Wang et al. ( 2020 ) demonstrated that IllustrisTNG
eproduces many of the observed mass-density slope correlations,
ssuming the best-fitting total power-law density slope within the
adial interval [0.4 R 1/2 , 4 R 1/2 ] of their simulated sample of ETGs
see also Mukherjee et al. 2018 , 2021 ; Peirani et al. 2019 ). Although
ensions do exist, the authors find a ne gativ e correlation with
entral velocity dispersion ( σ ) for the simulated galaxies, whereas
bservational data sets tend towards a positive correlation. This is
he case for both strong lensing and dynamical observations. Li
t al. ( 2019 ) show that both IllustrisTNG and EAGLE simulations
re unable to reproduce the γ –σ trend observed from a dynamical
nalysis of o v er 2000 galaxies in the Sloan Digital Sk y Surv e y IV
SDSS-IV) Mapping Nearby Galaxies at APO (MaNGA) surv e y;
oth simulations typically predict shallower slopes than those
bserved for the high-velocity dispersion galaxies in their sample. 
Furthermore, cosmological simulations typically exhibit a mild

teepening of the density slope with redshift up to z ∼ 2.0, in contrast
ith the mild softening observed (Johansson, Naab & Ostriker
012 ; Remus et al. 2017 ; Xu et al. 2017 ). Xu et al. ( 2017 ) and
emus et al. ( 2017 ) demonstrated that the Illustris and Magneticum

imulations show better agreement with the observations when using
 different estimator for the power-law slope that better resembles
he observ ational methods. Ho we ver, the estimator dif fers between
he two studies, and a direct comparison to observations must still
e approached with caution. F or e xample, Xu et al. ( 2017 ) note that
heir observational slope estimator results in a sampling bias whereby
he simulated sample has relatively lower mean slopes due to a
arger fraction of systems with lower mass and/or smaller normalized
instein radii. An appropriate comparison would require strictly
dopting observational criteria to estimate the slopes and select the
imulated samples. Further to this, the necessary observational data
or a large sample of galaxies out to high redshifts would allow for a
ore complete comparison to the simulations. 
NRAS 521, 6005–6018 (2023) 
In this work, we build on the results presented in Etherington
t al. ( 2022 , hereafter E22 ), who used strong gravitational lensing
lone to measure the total mass-density profiles of 59 lenses from
he SLACS (Bolton et al. 2006 ) and BOSS Emission Line Lens
BELLS) GALaxy-Ly α EmitteR sYstems (GALLERY; Shu et al.
016b ) samples. Previous lensing and dynamical analyses exploited
nly one lensing observable, the Einstein radius, and inferred the
ogarithmic density slope by combining this with measurements
f stellar kinematics. Ho we ver, E22 used the fact that light rays
mitted from opposite sides of an extended source are deflected by
ifferent amounts. Using the lens modelling software PYAUTOLENS

Nightingale, Dye & Massey 2018 ; Nightingale et al. 2021b ),
22 fitted the full surface brightness profile of observed arcs to
onstrain the total mass-density profile of these 59 lens galaxies. The
easurement was automated, to ensure that it will also be able to

xploit the tens of thousands of lenses expected to be observed by
he Large-aperture Synoptic Surv e y Telescope (LSST) and Euclid
Collett 2015 ). Since this measurement uses only imaging data, and
oes not require e xpensiv e spectroscopy for stellar kinematics, it has
he potential to measure the formation and accumulation of mass
round galaxies out to redshift z = 2.0 and beyond (Sonnenfeld &
autun 2021 ; Sonnenfeld 2021 , 2022 ). 
We introduce the samples of lenses that we study in this work that

ave total mass-density slopes derived from lensing-only, lensing and
ynamics (L&D), or both in Section 2 . In Section 3 , we investigate
he assumption of the power-law mass distribution by comparing
o what extent the two methods infer the same slope. We then
uantify the dependence of the slopes, measured with both methods,
n redshift in Section 4 , before discussing the results in Section 5 ,
nd concluding in Section 6 . Throughout this work, we assume a
lanck 2015 cosmological model (Ade et al. 2016 ). 

 OBSERVATI ONA L  SAMPLES  O F  G A L A X I E S  

.1 Complete sample: L&D measurements from the literature 

undreds of galaxy-scale strong lenses have been disco v ered by
edicated surv e ys during the past two decades, with measurements of
heir mass profiles by e.g. Treu et al. ( 2006 ), Koopmans et al. ( 2006 ),
uger et al. ( 2010b ), Sonnenfeld et al. ( 2013a ), and Li et al. ( 2018 ).
he method, initially developed by Treu & Koopmans ( 2002 ), models

he stellar plus dark matter distribution of total mass in each galaxy
s ρ ∝ r −γ . By further assuming a stellar density profile (treated
s a massless tracer of the total density profile), with ef fecti ve radii
xed to those observed (typically from de Vaucouleurs models), the
pherical Jeans equations can be solved to calculate the velocity
ispersion for a given model. The total mass-density slope γ can
hen be constrained using the mass within the Einstein radius and
he stellar velocity dispersion by comparing the model values to
hose observed – the Einstein radius is typically measured from fits
o imaging data assuming a singular isothermal ellipse (SIE) mass
odel (Kormann, Schneider & Bartelmann 1994 ). 
We have collated a ‘complete L&D sample’ of 123 lens galaxies

rom SLACS (Bolton et al. 2006 ; Auger et al. 2010b ), BELLS
Brownstein et al. 2012 ), BELLS GALLERY (Shu et al. 2016a ,
 ), Strong Lensing Le gac y (SL2S; Gavazzi et al. 2012 ) surv e ys, and
enses Structure and Dynamics (LSD) surv e ys (Treu & Koopmans
004 ) for which measurements of the total mass-density slope from
he combined L&D analysis have previously been carried out. Lens
alaxies were selected in the following different ways in the various
urv e ys: 
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Figure 1. Various galaxy quantities plotted as a function of redshift for the 
complete L&D sample. Stellar masses (hence stellar surface mass densities) 
have not been measured for BELLS, GALLERY, or LSD samples. Where 
necessary throughout this study we instead use total masses, derived from 

equation ( 2 ). 
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(i) SLACS (50 lenses) : spectroscopic search within the SDSS data 
ase, using a 3 arcsec fibre, examining residual spectra for higher 
edshift emission lines. 1 

(ii) BELLS (25 lenses) : spectroscopic search within the BOSS data 
ase, using a 2 arcsec fibre, examining residual spectra for higher 
edshift emission lines. 

(iii) GALLERY (15 lenses) : same technique as BELLS with an 
dditional selection for higher redshift, compact Lyman α-emitting 
LAE) source galaxies. 

(iv) SL2S (25 lenses) : imaging data are analysed for an excess of
lue features that indicate the presence of lensed features (Gavazzi 
t al. 2014 ). 

(v) LSD (5 lenses) : systems selected from the CfA-Arizona Space 
elescope Lens Surv e y (CASTLeS) 2 sample of known galaxy-scale 
ystems for their morphology (E/S0) and brightness ( I � 22). 

To our knowledge, this is the first time all these observations 
ave been studied in one analysis. As well as L&D total mass-
ensity slopes, we gather literature measurements of a number of 
alaxy observables, including velocity dispersions, ef fecti ve radii, 
instein radii (which we normalize by the ef fecti ve radii throughout

his study), stellar masses, and stellar surface mass densities ( � 

∗ =
 

∗/ (2 πR 

2 
eff )), which are plotted as a function of redshift of the lens

alaxy in Fig. 1 . 
 Auger et al. ( 2010b ) find that six of the SLACS galaxies are significant 
utliers of the fundamental hyper-plane relation (the relationship between 
he ef fecti v e radius, v elocity dispersion, central stellar mass, and central 
otal mass), which may be a result of significantly underestimated velocity 
ispersion errors (Jiang & Kochanek 2007 ). In keeping with previous studies, 
e remo v e those from our sample. 
 see the CASTLeS web page at http:// cfa-www.harvard.edu/ castles/ . 
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Total mass-density slopes have been shown to correlate with 
oth total and stellar surface mass densities (Auger et al. 2010a ;
onnenfeld et al. 2013a ). We must account for this relationship

f we wish to study how the density profile depends on redshift,
ecause stellar density also evolves with redshift. Notably, stellar 
asses (hence stellar surface mass densities) have not been measured 

or BELLS, GALLERY, or LSD samples. Following Auger et al. 
 2010b ), 3 we therefore calculate total surface mass densities 

 tot = 

M tot 

R 

2 
eff 

, (1) 

here R eff is the ef fecti ve radius of the galaxy and 

 tot = � crit πR 

γ−1 
Ein 

(
R eff 

2 

)3 −γ

(2) 

s the total projected mass within half the ef fecti ve radius inferred
rom power-law models with Einstein radii R Ein and total mass- 
ensity slope γ . The total projected mass is calculated within half
he ef fecti ve radius, which typically resembles closely the Einstein
adius, to reduce errors from extrapolating the power-law model. 

.2 Complete sample: new measurements using lensing-only 

f a lensed galaxy is spatially resolved, the apparent shape of the arc
an be used to infer the distribution of total mass density around a
ore ground lens, without an y spectroscopic information about stellar 
inematics. The source flux in every image pixel can be ray traced
ack to the source plane, and the shape of the source galaxy is
odelled as a sum of analytical functions (Tessore, Bellagamba & 

etcalf 2016 ), possibly combined with a basis of shapelets (Birrer,
mara & Refregier 2015 ; Shajib, Treu & Agnello 2018 ), or a
ixelized source (Warren & Dye 2003 ; Dye & Warren 2005 ; Suyu
t al. 2006 ; Vegetti & Koopmans 2009 ; Nightingale & Dye 2015 ;
ightingale et al. 2018 ; Joseph et al. 2019 ; Galan et al. 2021 ).
he configuration of ray tracing required to map multiple images 

n the lens plane on to consistent morphologies in the source plane
onstrains parameters of the mass model, including its logarithmic 
ensity slope γ . 
E22 used this approach to model a sub-sample of 43 SLACS and

5 GALLERY lenses. Here we consider only the 53 ‘Gold’ and 4
Silver’ lenses for which an automated analysis reliably fitted the data
ithout residuals (see E22 , for the details of the categories). We refer

o this sample of 57 lenses as the ‘complete lensing-only sample’.
e note that, with the lensing-only technique, the density profile 

onstraints from compact LAE sources in the GALLERY sample 
re not as tight as constraints from the more extended sources in the
LACS sample. Ho we ver, the slopes of GALLERY lenses are still
etter constrained than the slopes measured for the same lenses using
he L&D analysis (Fig. 2 ). 

.3 Overlapping sample: galaxies with both lensing-only and 

&D measurements 

o directly compare the two methods, we select the subset of lenses
hose density slope has been measured by both lensing-only and 
MNRAS 521, 6005–6018 (2023) 

 The convention for � tot in Auger et al. ( 2010b ) does not include a π in the 
enominator, whereas the stellar surface mass density � 

∗ given by Sonnenfeld 
t al. ( 2013a ) does. We follow the convention of each paper that each quantity 
s taken from and therefore retain π in the denominator for � 

∗ but drop it for 
 tot . 

art/stad582_f1.eps
http://cfa-www.harvard.edu/castles/
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M

Figure 2. Measurement uncertainties on the slopes from lensing-only and 
L&D as a function of redshift of the lens galaxy. 

Figure 3. Galaxy observables as a function of lens redshift for the o v er- 
lapping sample. From top to bottom panel, the quantities are as follows: 
lensing-only total mass-density slope ( γ lensing ), de Vaucouleurs ef fecti ve 
radii R eff in units of kpc, Einstein radius normalized by the ef fecti ve radius 
(log[ R Ein / R eff ]), total mass within half the ef fecti ve radius (log[ M tot ]), and 
total surface mass density (log[ � tot ]). The total masses and total surface mass 
densities plotted here are those derived from the lensing quantities ( γ lensing 

and R 

PL 
Ein in equations 2 and 1 ); we note that they do not change significantly 

when derived from L&D quantities (see Table 1 for both values). 
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&D. This requires excluding one GALLERY and six SLACS lenses
rom the complete lensing-only sample whose mass slopes have
ot previously been measured using the L&D method. As in the
omplete sample, we also exclude three SLACS lenses suspected to
ave anomalous measurements of velocity dispersion. We shall refer
o the remaining 48 lenses as the ‘o v erlapping sample’. 

As for the complete L&D sample, we gather literature mea-
urements of a number of galaxy observables, including velocity
ispersions, ef fecti ve radii, and normalized Einstein radii (plotted
s a function of redshift in Fig. 3 ). We also calculate total masses
equation 2 ) and surface mass densities (equation 1 ). Note that the
NRAS 521, 6005–6018 (2023) 
f fecti ve radius of all galaxies in the o v erlapping sample has been
easured at least twice: assuming de Vaucouleurs surface brightness

rofiles in L&D analyses (e.g. Auger et al. 2010b ) and double S ́ersic
rofiles in the lensing analysis E22 (see Table 1 ). Since the L&D
ass-density slopes were calculated using de Vaucouleurs ef fecti ve

adii, we use these for consistency with previous literature whenever
e quote an ef fecti ve radius. The lensing-only analyses do not use

heir measurements of ef fecti ve radius. A mildly positive trend of R eff 

ith z lens is seen, which is reported by other studies (e.g. Sonnenfeld
t al. 2013a ) and related to how R eff correlates with mass. 

 D O  T H E  LENSI NG-ONLY  A N D  L&D  

E T H O D S  MEASURE  T H E  SAME  DENSI TY  

LOPES?  

lthough the lensing-only and L&D methods aim to measure the
ame quantity γ , the assumption of the power-law profile is critical
n this endea v our. The L&D analysis is averaged between mass
easurements at the Einstein and ef fecti ve radii, whereas the lensing
ethod is constrained by the pixel information of the source galaxy

hat, by definition, occurs near the Einstein radius. Any deviation
f the galaxy’s true mass-density profile from a power law could
herefore lead to biases on γ that behave differently between the
wo methods (e.g. Schneider & Sluse ; Cao et al. 2020 ; Kochanek
020 ). We therefore investigate to what extent the methods infer the
ame slope, first by comparing the sample averages in Section 3.1 ,
easurements of individual galaxies in Section 3.2 , and then corre-

ations between galaxies’ slopes and other observable quantities in
ection 3.3 . 

.1 Comparison of results, for a population of galaxies 

e assume that each individual galaxy’s mass-density slope γ i 

elongs to an underlying Gaussian distribution of slopes with mean
 γ 〉 and intrinsic scatter σγ . The likelihood function of 〈 γ 〉 and σγ

s 

 ( 〈 γ 〉 , σγ |{ γi } ) = 

∏ 

i 

exp 
[ 

− ( γi −〈 γ 〉 ) 2 
2( σ 2 

γ + σ 2 
γi ) 

] 
√ 

2 π( σ 2 
γ + σ 2 

γi 
) 

, (3) 

here σγi 
is the uncertainty on the individual slope measurements

i . One can then infer the posterior probability distribution function
PDF) of 〈 γ 〉 and σγ using Bayes’ theorem 

( 〈 γ 〉 , σγ |{ γi } ) ∝ p( 〈 γ 〉 , σγ ) L ( 〈 γ 〉 , σγ |{ γi } ) , (4) 

here p ( 〈 γ 〉 , σγ ) is the prior. We assume uniform priors on 〈 γ 〉 and
γ and fit for them using the nested sampling algorithm dynesty

Speagle 2020) via an implementation using the probabilistic pro-
ramming language PYAUTOFIT (Nightingale, Hayes & Griffiths
021a ). Note that lensing-only analysis uses a non-linear fitting
rocedure that yields asymmetric and non-Gaussian uncertainties
n lensing slopes σγi 

. We approximate these as a split normal
istribution, i.e. Gaussian uncertainty with 

γi 
= σ ue 

γi 
if γi < 〈 γ 〉 , (5) 

γi 
= σ le 

γi 
if γi > 〈 γ 〉 , (6) 

here σ ue 
γi 

and σ le 
γi 

correspond to the upper and lower uncertainties
t the 68.7 per cent credible region of the individual γ lensing PDF,
espectively. 

For galaxies in the o v erlapping sample, we measure mean
ogarithmic density slope 〈 γ 〉 = 2 . 075 + 0 . 023 

−0 . 024 and intrinsic scatter

art/stad582_f2.eps
art/stad582_f3.eps
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M

Figure 4. Logarithmic slopes γ of galaxies’ total mass density ρ( r ) ∝ r −γ , 
measured using lensing-only and L&D techniques, for a common ‘o v erlap- 
ping’ sample of 48 galaxies. The two high Gaussian curves and dashed lines 
illustrate the best-fitting mean and intrinsic scatter fitted via equation ( 3 ). 
Lower curves show the posterior PDFs of individual lensing measurements, 
to illustrate their additional measurement uncertainty. 
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Figure 5. Logarithmic total mass-density slopes measured using the L&D 

method for the ‘complete’ sample of 123 galaxies, but split into the SLACS, 
BELLS, GALLERY, SL2S, and LSD samples. Coloured curves show the 
best-fitting mean and intrinsic scatter of galaxies in each surv e y, calculated 
as in Fig. 4 . The grey curve shows the best fit to all 123 galaxies. 

Figure 6. Posterior PDFs from fitting the mean γ and intrinsic scatter σγ

of the SLACS and GALLERY o v erlapping sample of lenses assuming a 
Gaussian parent distribution. The GALLERY lenses have on average steeper 
density slopes than SLACS with both the L&D and lensing-only approach. 
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γ = 0 . 172 + 0 . 022 
−0 . 032 (purple curve in Fig. 4 ); errors quoted are at the

8 per cent credible region. This is consistent with L&D measure-
ents from the literature for the same sample, 〈 γ L&D 〉 = 2 . 050 + 0 . 023 

−0 . 031 

nd σ L&D 
γ = 0 . 156 + 0 . 030 

−0 . 026 (orange curve in Fig. 4 ). 
Robustly for different methods, we thus confirm a slightly su-

erisothermal distribution of mass around galaxies in our o v erlapping
ample. This is consistent with Auger et al. ( 2010b )’s original L&D
nalysis of the entire SLACS sample, 〈 γ 〉 L&D = 2 . 078 ± 0 . 027 and
L&D 
γ = 0 . 16 ± 0 . 02, which has been verified in repeat analyses
Ruff et al. 2011 ; Li et al. 2018 ). We confirm that this result is also
eproduced in an analysis of L&D measurements for our complete
ample 〈 γ L&D 〉 = 2 . 030 + 0 . 019 

−0 . 020 and σ L&D 
γ = 0 . 184 + 0 . 020 

−0 . 019 (gre y curv e
n Fig. 5 ). 

Splitting our complete sample into its parent surv e ys (Fig. 5 ),
e note that the (high redshift) GALLERY lenses are the only

ample with a mean logarithmic slope steeper than the (low redshift)
LACS sample. This remains true for the sub-samples of SLACS
nd GALLERY lenses that go into our o v erlapping sample. The
osterior PDF contours in Fig. 6 show that lenses in the GALLERY
ample have steeper slopes with smaller intrinsic scatter, for both
ensing-only (dark green) and L&D (dark purple) measurements,
han for the SLACS sample (light green and purple). Something may
e unusual in the selection technique used to find GALLERY lenses
see Sections 5.3 and 5.4 for further discussion). 

.2 Comparison of results, for individual galaxies 

o further test whether the lensing-only and L&D methods are
easuring the same total mass-density slopes, Fig. 7 compares their
easurements for each of the 48 galaxies in the o v erlapping sample.
ssuming the measurement errors are correct, we investigate to what

xtent the true underlying slope measurements for this sample of
alaxies are correlated. To do this, we assume that the combination of
NRAS 521, 6005–6018 (2023) 
lensing and γ L&D can be described by a bi v ariate Gaussian distribution
ith likelihood 

 ( μ, � int | γi ) = 

∏ 

i 

exp 
(

− 1 
2 ( γi − μ) T � 

−1 
i ( γi − μ) 

)
√ 

(2 π) 2 | � i | 
, (7) 
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Figure 7. Logarithmic mass-density slopes of 48 individual galaxies in our 
‘o v erlapping’ sample, measured using lensing and stellar kinematics γ L&D 

or lensing-only γ lensing methods. The identity line is plotted solely to guide 
visualization. In the legend, 33 SLACS lenses are listed first, followed by 15 
GALLERY lenses. 
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4 We additionally looked for correlations of γ with lens light axial ratio, mass 
model axial ratio, and external shear magnitude, but found no evidence for a 
correlation in either the lensing-only or L&D measurements. 
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here μ = [ 〈 γ lensing 〉 , 〈 γ L&D 〉 ] is the vector mean, � i = � int + � err, i 

s the covariance matrix, and γi = [ γ lensing 
i , γ L&D 

i ] are the individual
lope measurements. The vector mean μ and the covariance matrix 

 int = 

[ 

( σ lensing 
γ ) 2 ρσ lensing 

γ σ L&D 
γ

ρσ lensing 
γ σ L&D 

γ ( σ L&D 
γ ) 2 

] 

, (8) 

ogether describe the intrinsic distribution of the lensing-only and 
&D slopes, where ρ is the intrinsic correlation between γ lensing and 
L&D . We assume that the two measurement errors are uncorrelated 

uch that the covariance matrix � err, i is given by 

 err, i = 

⎡ 

⎣ 

(
σ

lensing 
γ,i 

)2 
0 

0 
(
σ L&D 

γ,i 

)2 

⎤ 

⎦ , (9) 

here σ lensing 
γ,i and σ L&D 

γ,i are the individual measurement errors on 
lensing and γ L&D , respectively. Note that in this case we approximate 

he asymmetric lensing-only measurement errors as Gaussian with 
γ,i = ( σ ue 

γ,i + σ le 
γ,i ) / 2. 

Using Bayes’ theorem (equation 4 ), we infer the PDFs of the
ndependent parameters 〈 γ lensing 〉 , 〈 γ L&D 〉 , σ lensing 

γ , σ L&D 
γ , and ρ

n equation ( 7 ). We fit for these parameters with an Markov
hain Monte Carlo sampling process using the PYTHON im- 
lementation EMCEE (F oreman-Macke y et al. 2013 ). The means 
 γ lensing 〉 = 2 . 085 + 0 . 031 

−0 . 030 and 〈 γ L&D 〉 = 2 . 050 + 0 . 034 
−0 . 033 , and intrinsic scat-
ers σ lensing 
γ = 0 . 191 + 0 . 027 

−0 . 023 and σ L&D 
γ = 0 . 159 + 0 . 031 

−0 . 027 inferred with this
i v ariate model agree with those fitted separately in Section 3.1 . We
nfer a correlation co-efficient ρ = −0 . 150 + 0 . 223 

−0 . 217 , consistent with no
orrelation at the 68 per cent credible region. At 2 σ confidence, 
he model implies a wide range of correlation coefficients, both 
e gativ e and positive ( −0.554–0.276), which are consistent with
he data. With this level of measurement uncertainty, we cannot 
efinitively detect a correlation between the slopes measured with 
ensing and those measured with L&D. There is, ho we v er, no ob vious
ystematic offset between the two methods: the mean difference 
s 〈 γ lensing − γ L&D 〉 = 0 . 031 ± 0 . 042 and the data points appear
cattered randomly either side of the identity line. 

.3 Correlations with the total mass-density slope 

ince it is difficult to quantify for individual galaxies whether the
lensing-only and L&D) methods are measuring the same slope, we 
nstead investigate whether they infer the same global dependence 
ith other observable properties of galaxies. We continue to assume 

hat the slopes are drawn from a parent Gaussian distrib ution, b ut we
ow assume the mean of the distribution (in equation 3 ) is described
y 

 γ 〉 ( x) = 〈 γ 〉 0 + 

∂〈 γ 〉 
∂x 

( x − 〈 x〉 ) , (10) 

here x is the galaxy observable. The free parameters in the model
re now the mean slope 〈 γ 〉 0 at the average of the chosen galaxy
bservable 〈 x 〉 , the intrinsic scatter of the distribution of slopes σγ ,
nd the linear correlation coefficient ∂〈 γ 〉 

∂x 
. We again use dynesty to

t these free parameters, in successive analyses where x represents 
he redshift of the lens galaxy, its ef fecti ve radius, its total mass
equation 2 ), its normalized Einstein radius, its velocity dispersion, 
r its total surface mass density. The best-fitting parameters from this
rocedure are listed in Table 2 and visualized in Fig. 8 . 4 

For most galaxy observables, we find correlations with the 
ogarithmic density slope that are consistent (at 2 σ confidence) 
or the lensing-only and L&D analyses. The only exception is the
ependence on total surface mass density. The L&D slopes imply 
 positive correlation of ∂〈 γ 〉 

∂� tot 
= 0 . 631 + 0 . 434 

−0 . 492 (2 σ uncertainty), which
s in agreement with previous L&D slope measurements for larger 
amples (Auger et al. 2010b ; Sonnenfeld et al. 2013a ), whereas the
ensing slopes imply zero or slightly ne gativ e correlation ∂〈 γ 〉 

∂� tot 
=

0 . 304 + 0 . 358 
−0 . 357 . This may indicate that the methods are measuring

ifferent slopes, and we shall investigate this further in Section 4.1 . 
We find that 〈 γ L&D 〉 has non-zero correlation (at > 2 σ statistical

ignificance) with only two lens observables: total mass density 
nd velocity dispersion. Ho we ver, 〈 γ lensing 〉 has non-zero correlation
ith only total mass. Given that our analysis does not account for
ncertainty on the x variable, we caution that these coefficients may
e o v erestimated – particularly for the dependence on v elocity disper-
ion, for which typical measurements have ∼10 per cent uncertainty. 

 D E P E N D E N C E  O F  T H E  TOTA L  

ASS-DENSITY  SLOPE  O N  REDSHIFT  

he logarithmic density slope of mass in a galaxy is go v erned by the
elative amounts of stellar and dark matter, and the physical processes
MNRAS 521, 6005–6018 (2023) 
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Table 2. Correlations between galaxies’ total mass-density slopes γ and other galaxy observables, as visualized in Fig. 8 . Uncertainties are the 1 σ
credible regions on the gradient, intercept, and scatter on the covariate x , as in equation ( 10 ). 

Covariate ( x ) c 〈 x 〉 Gradient ( ∂〈 γ 〉 
∂x 

) Intercept ( 〈 γ 0 〉 ) Scatter ( σγ ) 
γ lensing γ L&D γ lensing γ L&D γ lensing γ L&D 

z lens 0.319 0 . 248 +0.174 
−0 . 178 0 . 043 +0.215 

−0 . 224 2 . 077 +0.029 
−0 . 028 2 . 058 +0.031 

−0 . 039 0 . 173 +0.026 
−0 . 022 0 . 165 +0.034 

−0 . 028 

R eff 7.27 0 . 017 +0.009 
−0 . 009 −0 . 02 +0.01 

−0 . 013 2 . 076 +0.024 
−0 . 027 2 . 054 +0.024 

−0 . 029 0 . 169 +0.027 
−0 . 02 0 . 155 +0.029 

−0 . 033 

log( M tot ) 11.2 0 . 254 +0.082 
−0 . 088 −0 . 12 +0.118 

−0 . 108 2 . 076 +0.032 
−0 . 029 2 . 054 +0.038 

−0 . 037 0 . 165 +0.026 
−0 . 022 0 . 158 +0.033 

−0 . 028 
R Ein / R eff 0.91 −0 . 036 +0.025 

−0 . 023 −0 . 026 +0.046 
−0 . 041 2 . 076 +0.027 

−0 . 026 2 . 049 +0.036 
−0 . 033 0 . 173 +0.031 

−0 . 024 0 . 162 +0.024 
−0 . 026 

σ e2 260 0 . 001 +0.0 
−0 . 0 0 . 002 +0.001 

−0 . 001 2 . 072 +0.03 
−0 . 024 2 . 073 +0.032 

−0 . 025 0 . 172 +0.024 
−0 . 023 0 . 138 +0.033 

−0 . 021 

log( � tot ) 9.6 −0 . 304 +0.167 
−0 . 152 0 . 631 +0.221 

−0 . 285 2 . 078 +0.024 
−0 . 028 2 . 049 +0.03 

−0 . 025 0 . 167 +0.024 
−0 . 019 0 . 131 +0.033 

−0 . 027 

Figure 8. Correlation between total mass-density slopes γ and other proper- 
ties of a lens galaxy. Measurements with lensing-only or L&D techniques are 
consistent, except for the correlation with total mass density � tot . Numerical 
parameters of the best-fitting lines are listed in Table 2 . 
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hat modify their distribution as the galaxy evolves. Studying how
 γ 〉 depends on redshift can therefore constrain universal models of
alaxy formation. 5 

To quantify the dependence of the mean density profile slope on
edshift, it is necessary to account for any other confounding variables
y including them as covariates in the model. We investigate variables
hat are well moti v ated from previous L&D analyses (Auger et al.
010b ; Sonnenfeld et al. 2012 ; Li et al. 2018 ), the total surface
ass density and normalized Einstein radius. These two variables

re strongly correlated (with a Pearson correlation coefficient of
.66), to the degree that including both of them as covariates would
ield degenerate and unphysical coefficients. Therefore, we fit only
ne of these covariates at a time, modelling the mean logarithmic
ensity slope 

 γ 〉 ( z lens , x) = 〈 γ 〉 0 + 

∂〈 γ 〉 
∂z 

( z lens − 0 . 3) + 

∂〈 γ 〉 
∂x 

( x − 〈 x〉 ) , (11) 

here the free parameters to be fitted are 〈 γ 〉 0 , the mean slope at
 lens = 0.3 and x = 〈 x 〉 , and ∂〈 γ 〉 

∂z 
and ∂〈 γ 〉 

∂x 
, the linear coefficients of

ovariates z lens and x . We again perform fits using the nested sampling
lgorithm dynesty via the probabilistic programming language
YAUTOFIT . We assume uniform priors on gradient parameters ∂〈 γ 〉 

∂z 

nd ∂〈 γ 〉 
∂x 

between −10 and 10, and uniform priors on the intercept
 γ 〉 0 between 0 and 5. 

.1 Allowing for dependence on surface mass density 

revious studies have shown that a galaxy’s logarithmic density
lope measured using L&D (Auger et al. 2010a ; Sonnenfeld et al.
013a ) correlates with both its total and stellar surface mass density.
n Section 3.3 , we confirmed this for the L&D slopes but found
hat lensing-only slopes were consistent with zero correlation at
 σ . We investigate whether this discrepancy persists when we
t the density slopes of galaxies in the o v erlapping sample, but
llowing for simultaneous variation with both redshift and total mass
ensity (equation 11 ). When fitting to lensing-only results, we use
ovariate x = � 

lensing 
tot , which uses R 

PL 
Ein in equation ( 1 ). When fitting

o L&D results, we use covariate x = � 

L&D 
tot , the power-law density

rofiles inferred by L&D analyses in the literature, but using R 

SIE 
Ein in

quation ( 1 ). 
 As emphasized by Sonnenfeld et al. ( 2013b ), these measurements represent 
ow the population mean density slope depends on the population parameters 
f the galaxies included in the model, and not how the mass-density slope 
volves for an individual galaxy. By combining their measurements with 
iterature values for the evolution of the mass and size of ETGs, Sonnenfeld 
t al. ( 2013b ) measured the average redshift evolution of an individual galaxy 

o be consistent with zero d γ L&D 

d z = 0 . 10 ± 0 . 12. 
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Table 3. Best-fitting values of free parameters in a two-covariate model (equation 11 ) describing the correlation between 
g alaxies’ log arithmic density slope, γ , with redshift z and total surface mass density � tot . The total surface mass density 
is calculated inside the ef fecti ve radius of a de Vaucouleurs fit to the stellar emission (equation 1 ). All errors are quoted at 
2 σ confidence intervals. 

Sample 〈 γ 〉 0 σγ
∂〈 γ 〉 
∂z 

∂〈 γ 〉 
∂� tot 

Complete: LD 2 . 024 +0.019 
−0 . 021 0 . 126 +0.023 

−0 . 015 −0 . 259 +0.084 
−0 . 082 0 . 423 +0.068 

−0 . 075 

Overlapping: LD 2 . 051 +0.031 
−0 . 037 0 . 127 +0.028 

−0 . 024 0 . 045 +0.217 
−0 . 177 0 . 659 +0.250 

−0 . 264 

Overlapping: lensing 2 . 071 +0.027 
−0 . 026 0 . 159 +0.028 

−0 . 018 0 . 345 +0.144 
−0 . 167 −0 . 432 +0.175 

−0 . 191 

Complete: lensing 2 . 097 +0.032 
−0 . 029 0 . 202 +0.023 

−0 . 023 0 . 147 +0.174 
−0 . 154 −0 . 225 +0.181 

−0 . 151 

Figure 9. The 68 per cent (dark) and 95 per cent (light) marginalized 
confidence limits on posterior probabilities of the mean, intrinsic scatter, and 
linear coefficients for the dependence of slope on redshift and total surface 
mass density for both lensing-only (orange contours) and L&D slopes (purple 
contours). 
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Best-fitting parameters for lensing-only and L&D analyses of the 
 v erlapping sample are listed in Table 3 , and the full posterior
robability distributions are shown in Fig. 9 . The coefficient for
ariation with redshift is consistent between the two methods at 
 σ . Surprisingly, ho we ver, our lensing-only analysis suggests that 

∂〈 γ 〉 
∂z 

= 0 . 345 +0.144 
−0 . 167 is greater than zero at 2 σ confidence. L&D

nalysis of the same galaxies implies that ∂〈 γ L&D 〉 
∂z 

= 0 . 045 +0.217 
−0 . 177 is

onsistent with zero. Fitting the complete sample of L&D slopes 
blue contours in Fig. 9 ) yields a value less than zero at 4 σ confidence
∂〈 γ L&D 〉 

∂z 
= −0 . 259 +0.084 

−0 . 082 (in better agreement with measurements in 
he literature; Auger et al. 2010b ; Bolton et al. 2012 ; Sonnenfeld
t al. 2013a ; Li et al. 2018 , see Table 5 ). 

Coefficients describing the dependence of density slope on sur- 
ace mass density are inconsistent between lensing-only and L&D 

nalyses. F or the o v erlapping sample of galaxies, the lensing-only

oefficient is ∂〈 γ 〉 
∂� tot 

= −0 . 432 +0.175 
−0 . 191 , while L&D suggests ∂〈 γ L&D 〉 

∂� tot 
= 

 . 659 +0.250 
−0 . 264 . Note that these results come from reasonably small

opulations of galaxies, and may be subject to outliers. For the 
omplete lensing-only sample, the increase in sample size leads to 
orrelation coefficients with both redshift and surface mass density 
hat are consistent with zero at 2 σ confidence (see Table 3 ). None
he less, the coefficient with � tot remains inconsistent with those 
nferred for both the complete and o v erlapping L&D samples. 

.2 Allowing for dependence on the radius where 
easur ements ar e made 

f measurements of the density slope are sensitive to the radius
t which the measurement is constrained, this could bias our 
nference about redshift dependence of the mean slope. Because the 
ormalized Einstein radius R Ein / R eff typically increases with redshift 
or geometric reasons, one should simultaneously fit variation with 
 Ein / R eff and z lens so as to not bias either result. Indeed, Li et al.
 2018 ) demonstrated that L&D slopes display an increasing trend
ith radius, while still inferring a ne gativ e trend with redshift, for the
ELLS, GALLERY, and SL2S samples. We now fit the two-covariate 
odel (equation 11 ), with x = R Ein / R eff . Best-fitting parameters for

ensing-only and L&D analyses of the o v erlapping sample are listed
n Table 4 , and the full posterior probability distributions are shown
n Fig. 10 . 

Best-fitting parameters of the lensing-only and L&D models are 
onsistent at 2 σ confidence for the o v erlapping sample. Albeit, for
ogarithmic density slopes measured with a lensing-only analysis, we 
nfer relationships with redshift ∂〈 γ 〉 

∂z 
= 0 . 812 +0.252 

−0 . 263 and normalized 

instein radius ∂〈 γ 〉 
∂ R Ein / R eff 

= −0 . 539 +0.160 
−0 . 191 at o v er 2 σ confidence,

hereas the L&D inference ∂〈 γ 〉 
∂z 

= −0 . 002 +0.303 
−0 . 265 and ∂〈 γ 〉 

∂ R Ein / R eff 
= 

 . 074 +0.194 
−0 . 294 is consistent with no correlation at 2 σ . Note that, as for the

 tot model, the coefficients for the complete lensing-only sample are 
onsistent with zero (see Table 4 ). The complete L&D sample infers
oefficients ∂〈 γ 〉 

∂z 
= −0 . 428 +0.119 

−0 . 127 and ∂〈 γ 〉 
∂ R Ein / R eff 

= 0 . 21 +0.114 
−0 . 100 that are

onsistent with measurements in the literature. 

 DI SCUSSI ON  A N D  C O M PA R I S O N  WI TH  

R E V I O U S  STUDIES  

.1 Bulge–halo conspiracy? 

hat the total mass-density profiles of massive elliptical galaxies are 
early isothermal has been observed in X-ray emission (Humphrey 
t al. 2006 ), dynamical modelling (Serra et al. 2016 ; Poci, Cap-
ellari & McDermid 2017 ), and lensing and dynamical analyses 
Koopmans et al. 2006 ; Barnab ̀e et al. 2009 ; Auger et al. 2010b ;
onnenfeld et al. 2013a ). Given that neither the stellar nor dark matter
omponents are individually described by a single power law, this 
emarkable observation about their sum is known as the ‘bulge–halo 
onspirac y’. On av erage, taking into account current measurement 
ncertainties, our analysis is consistent with this result. By fitting to
nly the imaging data of a sample of 48 strong lenses from the SLACS
nd GALLERY surv e ys, we measure slightly superisothermal total 
ass-density slopes, with mean 〈 γ 〉 = 2 . 075 + 0 . 023 

−0 . 024 and intrinsic
MNRAS 521, 6005–6018 (2023) 
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Table 4. Best-fitting values of free parameters in a two-covariate model (equation 11 ) describing the correlation between 
g alaxies’ log arithmic density slope, γ , with redshift z and normalized Einstein radius R Ein / R eff . The ef fecti ve radius v alues 
R Eff are literature values of de Vaucouleurs fits to the stellar emission. All errors are quoted at 2 σ confidence intervals. 

Sample 〈 γ 〉 0 σγ
∂〈 γ 〉 
∂z 

∂〈 γ 〉 
∂R Ein / R eff 

Complete: LD 2 . 056 +0.023 
−0 . 022 0 . 163 +0.016 

−0 . 019 −0 . 428 +0.119 
−0 . 127 0 . 210 +0.114 

−0 . 100 

Overlapping: LD 2 . 053 +0.033 
−0 . 028 0 . 165 +0.027 

−0 . 025 −0 . 002 +0.303 
−0 . 265 0 . 074 +0.194 

−0 . 294 

Overlapping: lensing 2 . 063 +0.028 
−0 . 023 0 . 156 +0.027 

−0 . 021 0 . 812 +0.252 
−0 . 263 −0 . 539 +0.160 

−0 . 191 

Complete: lensing 2 . 095 +0.03 
−0 . 029 0 . 199 +0.027 

−0 . 025 0 . 331 +0.216 
−0 . 228 −0 . 276 +0.176 

−0 . 156 

Figure 10. The 68 per cent (dark) and 95 per cent (light) marginalized 
confidence limits on posterior probabilities of the mean, intrinsic scatter, and 
linear coefficients for the dependence of slope on redshift and normalized 
Einstein radius for both lensing-only (orange contours) and L&D slopes 
(purple contours). 
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catter σγ = 0 . 172 + 0 . 022 
−0 . 032 . Previous L&D analyses of exactly the same

alaxies yield consistent measurements 〈 γ L&D 〉 = 2 . 050 + 0 . 023 
−0 . 031 and

L&D 
γ = 0 . 156 + 0 . 030 

−0 . 026 . 
If the true density profiles of massive elliptical lens galaxies are

ndeed power -law distrib utions, then one would expect a perfect
orrelation between the slopes constrained with the different meth-
ds. For a sample of 21 SLACS systems analysed using a similar
ensing-only method, Shajib et al. ( 2021 ) were unable to detect a
orrelation between slopes measured using lensing-only and L&D.
hey measured a bi-weight mid-correlation of 0.01 ± 0.16, where

he errors on the correlation coefficient were calculated from the
8 per cent confidence interval of the coefficients calculated from
000 random draws of their lensing-only and L&D slopes from the
osterior PDFs. With more than double the number of systems, if
e adopt the same approach as Shajib et al. ( 2021 ), we continue to
nd no correlation between the lensing and L&D slopes (bi-weight
id-correlation 0 . 08 + 0 . 11 

−0 . 12 ). Moreo v er, using our own approach that
akes into account the covariance between the intrinsic distributions
f slopes (described in Section 3.2 ), we measure a correlation
oefficient of −0 . 150 + 0 . 223 

+ 0 . 217 , suggesting that an even wider range
f correlation coefficients are consistent with the data. Therefore,
lthough we cannot rule out the existence of a global power law given
NRAS 521, 6005–6018 (2023) 
he measurement uncertainties, the lack of an obvious correlation
etween the slopes measured using the different methods may be
ndicating that some of the systems deviate from a strict power law. 

.2 Are the L&D and lensing-only methods constraining the 
ame quantity? 

lthough lensing-only and L&D analyses yield consistent mean
alues of logarithmic density slopes for a population of galaxies,
his does not necessarily imply that the two analyses constrain the
ame quantity for each individual galaxy. Lensing-only analyses
re sensitive to the profile at the Einstein radius (e.g. Koopmans
t al. 2006 ; Treu 2010 ; Suyu et al. 2017 ), whereas L&D analyses
combining measurements of velocity dispersion and Einstein radius)
robe the integrated profile between the ef fecti ve and Einstein
adii. If galaxies’ total density profiles deviate from a power law,
easurements of the logarithmic slope at different radii will yield

ifferent results. Shankar et al. ( 2017 ) report a connection between
he observed dependence of γ L&D on stellar mass and ef fecti ve radius
hence stellar surface mass density) and the relative amounts of stellar
nd dark matter in the region of the mass-density profile that is being
robed. They find that steeper γ L&D are inferred from the inner profile
here the stellar component steepens. Similarly, with models of
TGs built from analytical stellar and dark matter profiles, Dutton &
reu ( 2014 ) showed that the strength of the correlation between
L&D and dark matter fraction largely determines the strength of the
orrelation between γ L&D and stellar density (among other galaxy
ariables). 

We found in Section 4 that measurements of a galaxy’s logarithmic
ensity slope can be made independently of most of its observable
roperties. The main complications are caused by variations in
 galaxy’s total surface mass density, � tot . For a lensing-only
nalysis, we obtain ne gativ e values of ∂〈 γ 〉 

∂� tot 
, while L&D analyses are

onsistently positive (Table 3 ). A negative coefficient seemingly runs
ounter to the expectation (also demonstrated with stellar kinematics
ethods Poci et al. 2017 ) that galaxies with higher stellar densities

ave higher central densities, and hence steeper total mass-density
lopes. This disagreement may therefore indicate that the L&D and
ensing-only methods are constraining different quantities. Indeed,
t is notable that the multi v ariate model we fit to the lensing-only
nalyses (o v erlapping and complete) with normalized Einstein radius
s a second covariate infers similar coefficients ∂〈 γ 〉 

∂ R Ein / R eff 
to the

oefficients ∂〈 γ 〉 
∂� tot 

in the models fitted with surface mass density as a
ovariate (see Tables 4 and 3 ). Since these quantities are strongly
orrelated, and can therefore not be fitted for simultaneously, it is
ifficult to interpret the coefficients individually. It may be that the
e gativ e relationship we infer with total surface mass density is a
onsequence of a more fundamental dependence on the radius at
hich the lensing slope is measured. 
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Table 5. Comparison of the coefficients inferred for models in previous studies that have constrained the redshift dependence of L&D total 
mass-density slopes. 

Study Samples 〈 γ 〉 0 σγ
∂〈 γ 〉 
∂z 

∂〈 γ 〉 
∂� 

∂〈 γ 〉 
∂R Ein / R eff 

Bolton et al. ( 2012 ) SLACS and BELLS 2.11 ± 0.02 0.14 ± 0.06 −0.60 ± 0.15 – –

Sonnenfeld et al. ( 2013a ) SLACS, SL2S, and LSD 2 . 08 + 0 . 02 
−0 . 02 0 . 12 + 0 . 02 

−0 . 02 −0 . 31 + 0 . 09 
−0 . 10 0 . 38 + 0 . 07 

−0 . 07 –

Li et al. ( 2018 ) SL2S, BELLS, and 
GALLERY 

1 . 981 + 0 . 024 
−0 . 024 0 . 168 + 0 . 021 

−0 . 017 −0 . 309 + 0 . 092 
−0 . 083 – 0 . 194 + 0 . 092 

−0 . 083 
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Figure 11. Analytical model of an azimuthally symmetric lens, which 
reproduces and explains behaviour observed in the data. The distribution 
of mass is described as the sum of Hernquist (stellar) and NFW (dark 
matter) profiles. As the stellar surface mass density increases from the top 
to bottom panel, the slope of the total mass-density profile constrained 
between the Einstein radius and ef fecti ve radius (cyan dash–dotted line) 
steepens, mimicking the L&D positive relationship with surface mass density. 
Conversely, the slope constrained locally at the Einstein radius (dark blue 
dash–dotted line) flattens, reproducing the ne gativ e relationship with surface 
mass density observed for the slopes measured using lensing-only. The top 
and bottom panels represent the mass-density profiles, and their fitted L&D 

and local slopes, for the first and last points plotted in the middle panel 
that shows how these quantities behave as the stellar surface mass density 
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We now put forward a toy model that can explain the observed
ehaviour. We first construct a model of the distribution of mass
n an ETG, comprising baryons in a spherically symmetric Hern- 
uist profile, and dark matter in a spherically symmetric Navarro- 
renk-White (NFW) profile (Fig. 11 ). In line with previous studies
Dutton & Treu 2014 ; Shankar et al. 2017 ), we found that Salpeter-
ike values were necessary to produce values of total mass-density 
lope that were representative of the L&D observations. We fix the 
otal stellar mass (at 11.64 log[ M 

∗/M �]), and then adjust the NFW
arameters to obtain a dark matter fraction within half the ef fecti ve
adius representative of observations of ETGs (these are small such 
hat at this radius the stellar and total masses, hence surface densities,
re similar). Following Dutton & Treu ( 2014 ), we then approximate
he L&D mass-density slope measurement as the mass-weighted 
ensity slope within the ef fecti ve radius 

L&D 
proxy ( r ) = 

1 

M ( < R eff ) 

∫ R eff 

0 
−γ ( r )4 πr 2 ρ( r )d r , (12) 

here M( < R eff ) is the total mass within the ef fecti ve radius, and
γ ( r ) ≡ dlog ρ/dlog r is the local logarithmic slope of the given

ensity profile ρ( r ). We then assume that the lensing-only method
easures the local logarithmic slope at the Einstein radius. In this
odel, increasing the stellar surface mass density from � 

∗ = 8 
og[M � kpc −2 ] (left-hand panel) to � 

∗ = 10.5 log[M � kpc −2 ] (right-
and panel), by decreasing the ef fecti ve stellar radius, raises the
nferred L&D slope (cyan dot–dashed line) from 2.08 to 2.28 but 
educes the inferred local logarithmic slope at the Einstein radius 
navy dot–dashed line) slope from 2.26 to 1.76 – similar to our 
bservations of real galaxies. 
The ne gativ e relationship of the local slope at R Ein in this model

middle panel of Fig. 11 ) appears to occur at larger values of
ormalized Einstein radius. The ef fecti ve radius is typically in a
eavily baryon-dominated regime, whereas the Einstein radius is 
ear an inflection point in the total density profile, created by the
ransition from baryon to dark matter domination. As we increase the 
tellar density, the steepening stellar profile strengthens the inflection 
oint (deviating further from a power law), and the Einstein radius
o v es out f arther tow ards the inflection point and a shallower slope.
o we ver, all this is averaged over by an L&D measurement. That we
bserve the same behaviour in real galaxies suggests that their total 
ensity profile might also contain a detectable inflection point. If 
urther work supports this hypothesis, that the inflection is detected 
y a lensing-only measurement, b ut a v eraged o v er by an L&D
easurement, future analyses that combine measurements may be 

ble to constrain deviations from the bulge–halo conspiracy. 
If lensing-only measurements are near an inflection point, we 

nticipate this would produce an increased intrinsic scatter compared 
o the L&D measurements. This is because the local nature of the
ensing measurement depends more sensitively on the inflection 
oint, whereas the L&D measurement av erages o v er the extended
nner radial density. Table 3 shows that for the o v erlapping lens
increases. 
MNRAS 521, 6005–6018 (2023) 
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ample, when redshift z and total surface mass density � tot are
ovariates, the lensing-only scatter is σγ = 0 . 159 +0.028 

−0 . 018 and L&D
s σγ = 0 . 127 +0.028 

−0 . 024 . As expected, the lensing-only measurement
s higher, but they are consistent within 2 σ confidence intervals.
or the complete samples, the lensing-only value is higher than

he L&D at o v er 2 σ confidence, with values σγ = 0 . 202 +0.023 
−0 . 023 and

γ = 0 . 126 +0.023 
−0 . 015 , respecti vely. This is tentati ve e vidence the lensing-

nly method has more scatter, consistent with an inflection point, but
 larger sample of o v erlapping lenses is necessary to confirm this. 

We acknowledge that it is a strong assumption that the lensing-
nly measurement constrains the local slope at the Einstein radius.
his neglects the constraining power of the positions of the arcs in

he image (i.e. the Einstein radius) that are fitted for simultaneously
ith the gradients of the deflection angle field that constrain the slope

n a real lensing analysis. If a lens’s true underlying mass distribution
s not a power law, the inferred lensing-only slope measurement will
e biased by the mass-sheet de generac y (MSD) (Sluse et al. 2012 ;
chneider & Sluse ). The size of the bias depends on the difference

n curvature of the true mass profile, near R Ein , compared to the fitted
ower law (Schneider & Sluse 2013b ). However, as discussed below,
esults from Cao et al. ( 2020 ) indicate that the MSD makes lensing-
nly measurement more closely trace the L&D measurement. 
Based on the MSD, Kochanek ( 2020 ) emphasize that the only two

uantities determined by lens data are the Einstein radius and the
imensionless and mass-sheet invariant quantity ξ 2 = R Ein α

′′ ( R Ein )/(1
κEin ), where α′′ ( R Ein ) is the second deri v ati ve of the deflection

rofile at R Ein . They argue that power-law models have a one-to-
ne mapping between this quantity and the mass-density slope γ =
2 /2 + 2. With γ calculated in this way for the Hernquist + NFW
rofiles plotted in Fig. 11 , we do not find a ne gativ e relationship
etween total mass-density slope and stellar surface mass density.
his may be implying that the mass-density profiles that make up
ur toy model are too simplistic, that the way we induce an increase
n stellar surface mass density is different to how this increase occurs
n real galaxies, or that γ = ξ 2 /2 + 2 does not well represent what
e measure with lensing-only in real galaxies. 
Understanding what slope lensing constrains when the underlying

rofile deviates from a power law will be invaluable in interpreting
he results presented in this work. Cao et al. ( 2020 ) showed that
he true profile’s mass-weighted slope within the Einstein radius
etter matched the total mass-density slope of lensing-only fits to
ock images, simulated with complex multiple Gaussian expansion
 NFW profiles, than the mass-weighted slope between 0.8 and 1.2
 Ein . For these mock systems, the mismatch between the power law
nd the true density profiles can be compensated by a mass-sheet
ransformation (see fig. 8 of Cao et al. 2020 ), which results in a
tted lensing-only slope that resembles more closely the true density
rofiles’ average slope over a local measurement as suggested in
his work. None the less, the 2 σ disagreement between the lensing-
nly and L&D surface mass-density coefficients implies a deviation
f the underlying profile from a power-law distribution, and the
e gativ e relationship of the lensing-only slopes with normalized
instein radius may well be the result of an inflection zone like

hat described in the toy model put forward in this work. 

.3 Evolution of massive elliptical galaxies 

lthough measurements of ∂〈 γ 〉 
∂z 

reflect the evolution of galaxy
opulations rather than individual galaxies, they can still inform
odels of the o v erall processes. F or e xample, Shankar et al. ( 2018 )

ound that their observations could be reproduced only if the S ́ersic
ndex of stellar components varies with redshift. Our L&D analysis
NRAS 521, 6005–6018 (2023) 
onfirms previous measurements in the literature, that galaxies’
ogarithmic density slopes decrease with redshift; i.e. they steepen
ith cosmic time (see Table 5 ). Interestingly, most cosmological

imulations instead show a mild increase in density slopes with
edshift (Remus et al. 2017 ; Wang et al. 2019 , 2020 ), which is
nconsistent with L&D measurements but matches our lensing-only
esults. At present, it is not clear whether this discrepancy indicates
 limitation of the simulations, systematics in the observations, or
dditional complexity in the physics, such as deviations from a
ower-law profile. Notably, adjusting the method used to calculate
ensity slopes in the Illustris simulation so it better represents
bservational techniques suggests a mild shallowing of slopes with
edshift, ∂〈 γ 〉 

∂z 
= −0 . 03 ± 0 . 01 (Xu et al. 2017 ). None the less, those

uthors caution that the method still suffers from systematic biases
nd does not account for sampling bias that will be present in the
bservational data. 
Galaxy selection effects are important. Both lensing-only and

&D analyses of our o v erlapping sample yield positiv e values of ∂〈 γ 〉 
∂z 

hat do not match the results of larger samples (see Tables 3 and 4 ).
he positive coefficients are driven by the GALLERY lenses, which
onstitute most high-redshift lenses in the o v erlapping sample, and
ave the steepest mean slopes. The unusual properties of GALLERY
ystems may even explain the differences between the lensing-only
nd L&D coefficients. Because the constraining power of L&D
nalyses degrades at high redshift (see Section 5.4 ), the GALLERY
ample does not contribute as much to the o v erall fit, and ∂〈 γ 〉 

∂z 
is not

s significantly positive. 
If lensing-only and L&D techniques measure different aspects

f galaxies’ mass distributions, as we suggested they might in
ection 5.2 , it is unclear whether we should expect the dependence
f these measurements on redshift to agree. Nevertheless, with the
urrent level of statistical precision, the lensing-only and L&D
easurements are consistent when we model the same samples of

enses. 

.4 Benefits of lensing-only analyses 

easurements using our lensing-only method do not degrade at high
edshift. This is illustrated in Fig. 2 , which compares the statistical
ncertainty of lensing-only or L&D measurements of each slope,
γ , as a function of redshift. For the L&D analysis of galaxies in
he o v erlapping sample, we find a strong linear relationship between
ncertainties and lens redshift, with a slope of 0.37 ± 0.05 (1 σ errors,
.e. significant at > 3 σ ). Ho we ver, for lensing-only measurements,
e measure much less degradation, with a slope of 0.06 ± 0.04

1 σ errors, i.e. consistent with zero at 2 σ ). Note that lensing-only
easurements of (high redshift) GALLERY lenses have greater

ncertainty than lensing-only measurements of (low redshift) SLACS
enses. This appears to be unrelated to the lens redshift, as we detect
o correlation between measurement uncertainties and redshift for
he SLACS and GALLERY samples separately. It is instead expected
ecause the GALLERY lenses were selected due to Lyman alpha
mission from their source galaxies, which makes them inherently
ompact and less well resolved. 

Despite this selection effect, which disfa v ours only the lensing
ethod, the lensing-only measurements of the GALLERY sample

re better constrained than L&D measurements, which degrade
ue to increasing uncertainty on velocity dispersion measurements
t high redshift. This highlights the potential of the lensing-only
ethod to extend this analysis to higher redshifts without losing

onstraining po wer. De viations from a global po wer law, as discussed
n Section 5.2 , may complicate the interpretation of analyses like that



Beyond the bulge–halo conspiracy? 6017 

p
o
r
t
(  

t
c
h

p  

a  

o
m
c
t
o
a  

e

6

W
S
h
p
m
r
t  

c
o  

a

F
m
g
t
−  

c
m
m
w  

T
−  

∂

m
E  

f  

t  

r
t  

t
d
p  

t
2  

u  

i

r
t

u  

p  

t  

o  

r
w  

s
o

 

0  

c  

w  

s  

t  

e  

t  

b

S

T

2

2

A

A
S
S
X
S
1
P
a  

Q
(
T
D
a
v  

a
S
a
S
N

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/521/4/6005/7071907 by U
niversity of D

urham
 user on 16 August 2023
resented in this study. In future, constraining how the parameters 
f more complex stellar plus dark matter distributions depend on 
edshift may be more appropriate to further our understanding of 
he evolution of ETGs, a problem well suited to strong lensing 
Nightingale et al. 2019 ). Sonnenfeld & Cautun ( 2021 ) demonstrated
he ability of strong lensing alone to calibrate stellar masses and 
onstrain the inner dark matter density profile of galaxies with a 
ierarchical approach. 
In the next couple of decades, lensing-only analyses could be 

ossible at redshifts up to z ∼ 2, through surv e ys such as Euclid
nd the Vera Rubin Observatory that will disco v er large populations
f high-redshift lenses (Collett 2015 ). Furthermore, the lensing-only 
easurements were constrained from the imaging data alone and 

an therefore scale to the hundreds of thousands of lenses that 
hese surv e ys will observ e, without requiring deep spectroscopic 
bservations. Photometric redshifts (Sonnenfeld 2022 ) and fully 
utomated analyses (Shajib et al. 2021 ; E22 ) will be key in this
ndea v our. 

 SU M M A RY  

e measure the distribution of mass around 48 ETGs in the 
LACS and GALLERY strong lens surv e ys to test the ‘bulge–
alo conspiracy’ that stellar and dark matter together produce a 
ower-law radial density profile with index γ . We compare two 
ethods: a traditional L&D technique that combines the Einstein 

adius from lensing with stellar kinematical data, and a lensing-only 
echnique that fits ev ery pix el in imaging data. The two methods yield
onsistent measurements of the parent distribution of γ . Our lensing- 
nly technique finds a population average, 〈 γ 〉 = 2 . 075 + 0 . 023 

−0 . 024 , with
n intrinsic scatter between galaxies of σγ = 0 . 172 + 0 . 022 

−0 . 032 . 
Two results hint at the fact that the conspiracy breaks down. 

irst, although the two methods yield consistent population-averaged 
easurements, they appear to differ for individual galaxies. If every 

alaxy has a single, well-defined power-law slope, it is surprising 
hat we infer a statistically insignificant correlation coefficient of 

0 . 150 + 0 . 223 
−0 . 217 although we cannot rule out a global power law with the

urrent level of measurement uncertainty . Secondly , although both 
ethods can measure γ independently of most galaxy properties, 
easurements are correlated with total surface mass density (even 
hen we fit multi v ariate models including redshift as a covariate).
he lensing-only method yields a ne gativ e correlation, ∂〈 γ 〉 / ∂� tot = 

0 . 432 +0.404 
−0 . 348 , whereas the L&D method yields a positive correlation,

〈 γ L&D 〉 / ∂� tot = 0 . 659 +0.481 
−0 . 474 . 

We discuss a hypothesis that could explain these results. The L&D 

ethod measures the galaxy’s mean density profile between the 
instein radius and its ef fecti ve radius. This averages out deviations

rom a power law, pointing to a ‘bulge–halo conspiracy’. Ho we ver,
he lensing-only method is sensitive to the local slope at the Einstein
adius. For galaxies in which the Einstein radius is larger than 
he ef fecti ve radius, the Einstein radius typically occurs near the
ransition between the stellar-dominated core and the dark matter- 
ominated outskirts – an inflection point where the total mass 
rofile deviates from a power law. The inflection gets stronger as
he stellar mass density increases. Further studies (e.g. Cao et al. 
020 ; Kochanek 2020 ) will be useful to test this hypothesis and to
nderstand ho w de viations from a po wer law could af fect pre vious
nferences about galaxy evolution. 

Any study of galaxy evolution must deal with selection effects. Our 
esults suggest that galaxy redshift and stellar surface density affect 
he mass profile inferred with lensing methods (partly because they 
sefully change the Einstein radius, and so probe deviations from a
ower -law mass distrib ution). If selection effects can be understood,
he lensing-only method will be able to analyse the large samples
f lenses expected from surveys such as Euclid . This is because it
equires only imaging data and can be automated. Its application 
ill also be possible to higher redshifts than L&D techniques, whose

tatistical precision degrades with redshift due to uncertainties in 
btaining accurate spectroscopy. 
In this study, we measured a redshift dependence of ∂ 〈 γ 〉 /∂ z =

 . 345 + 0 . 322 
−0 . 296 at fixed surface mass density for the lensing-only slopes,

onsistent with the same sample of L&D slopes but in tension
ith the complete L&D sample. A large sample of lenses from a

ingle lens surv e y like Euclid will pro vide a tighter constraint on
his conclusion and remo v e an y biases from the different selection
ffects of the combined surv e ys. This will offer new insights into
he formation and evolution of galaxies out to redshift 2.0 and
eyond. 
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(xii) SCIKIT-LEARN (Pedregosa et al. 2011 ) 
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ATA  AVA ILA BILITY  

ables containing the rele v ant data used for the analysis of each of
he three observational samples of galaxies are available at https:
/ github.com/amyetherington/ beyond bulge halo data . 
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