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Stabilization and Optimal Control for Discrete-time
Markov Jump Linear System with Multiplicative
Noises and Input Delays: A Complete Solution

Chunyan Han, Zidong Wang,Fellow, IEEE, Huanshui Zhang,Senior Member, IEEE, and Paresh Date

Abstract—This paper investigates the stabilization and optimal
control problems for Markov jump linear system (MJLS) with
multiplicative noises and input delays. By overcoming the sub-
stantive difficulty resulting from the invalidity of the separation
principle, we provide a complete solution to the addressed
problems by means of: 1) necessary and sufficient solvability,
and the analytical formula on optimal finite horizon control
in line with a generalized coupled difference Riccati equation;
and 2) necessary and sufficient stabilizability, and the explicit
expression of the optimal controller on infinite horizon according
to a delayed generalized coupled algebraic Riccati equation (D-
GCARE). It is shown that the MJLS with multiplicative noises
and input delays is mean square stabilizable if and only if the
D-GCARE has a specific solution. Our main results are attained
through the creation of a novel delayed stochastic Markov
maximum principle as well as the construction of a novel class
of delayed Markov Lyapunov function.

Index Terms—Stabilization, optimal control, Markov jump lin-
ear system, input delay, multiplicative noise, maximum principle

I. I NTRODUCTION

In many practical applications, time delays are an essential
feature that cannot be neglected. For example, due primarily
to data collisions, network congestion and transmission errors,
the information transmitted through communication networks
of limited bandwidth may suffer time delays which, if not
appropriately tackled, will deteriorate the control performance
of the closed-loop systems [13], [14], [17], [18], [20], [25],
[26], [28], [42]. So far, plenty of research effort has been
dedicated to the stabilization and optimal control for determin-
istic delayed systems [1], [31], [39]. For example, in [39], the
control problem was studied for a single deterministic input-
delayed system and an optimal controller was developed by the
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Smith predictor. In [1], a reduction technique was developed
to convert the stabilization problem (subject to input delays)
to an equivalent delay-free one. In [31], the optimal control
and its application were investigated for the linear systems
with multiple input/state time-lags, while the controller was
attained by solving one type of partial differential/difference
Riccati equations. In [44], the linear quadratic regulation for
the multiple input-delayed system was investigated by using
the duality method as the key technique.

Apart from the time delays, stochastic noises serve as
another source for complicating the system analysis, and time-
delay systems with multiplicative noises have recently been a
research focus attracting much attention from the control com-
munity [2]–[5], [23], [24], [34], [36], [47], [48]. In [22], [45],
[46], a novel maximum principle was established for solving
the optimal finite horizon control for the systems possessing
multiplicative noise and input delays simultaneously, where
the existence condition and explicit solution for the optimal
controller were supplied on the basis of a delayed difference
Riccati equation. The stabilizability was investigated for the
infinite horizon case. In fact, the results developed in [22],
[45], [46] can be regarded as an extension of the deterministic
delayed systems. It is important to realize that the optimal
controller for systems with additive/multiplicative noises is
with a unified form which can be expressed as a multiplication
of a deterministic gain and a state predictor.

Markov jump linear systems (MJLSs) with multiplicative
noises are usually termed as stochastic MJLSs which have
found wide applications in practice such as nuclear fission,
heater transfer, population dynamics and immunology, etc.
The stabilization and optimal control problems for MJLS have
received persistent research attention ever since the 1960s [6]–
[10], [19], [21], [30], [37], [40]. In general, there are two
methodologies available for deriving the optimal controller
for MJLSs, namely, the maximum principle and the dynamic
programming approach. According to different versions of the
concepts of controllability and observability (detectability),
different stabilization conditions have been developed for the
MJLS, see [6], [7], [21].

In recent years, the optimal control for stochastic MJLSs
has attained an increasing research interest, some recent results
have been developed on optimal mean-variance control [11]
and indefinite linear quadratic control [12], [15], [16], [32].
As for the stabilization control problem for state delayed
MJLSs, a good many excellent results have been published,
see e.g. [27], [29], [33], [35], [41], [43], [50]. Unfortunately,
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the optimality issue of the designed controller has not been
considered in [27], [29], [33], [35], [41], [43], [50] and, as
far as we know, no corresponding results have been found
on the input-delayed stochastic MJLS. As such, distinct from
the existed stabilization works for state delayed MJLS, the
optimal control problems will be investigated for stochastic
MJLSs with input delay and the stabilizability will also be
revealed within the optimal control framework.

To date, the stabilization and optimal control problems for
stochastic MJLSs withinput delays are still open despite the
numerous results on delayed MJLSs. The main reason for such
a lack of fundamental progress towards the stochastic MJLSs
with input delays is twofold. First, by comparison with the pre-
venient results for delayed systems with additive/multiplicative
noises and for delay-free MJLSs,the separation principleis no
longer applicable for stochastic MJLS withinput delays, that
is, the optimal controller for input-delayed stochastic MJLSs
canno longerbe expressed as the Smith predictor form owing
to the dependence property of jumping parameters between
the adjacent time points, this is the basic obstacle faced in
this study. We also note that, when the state is unknown, the
separation principle does not hold in the case of systems with
multiplicative noises, as pointed out in [47], [48]. In this case,
the estimation error is dependent on the control input. Only
a suboptimal controller can be obtained there by applying
“enforced separation principle”, and the conditional mean
estimate is required for implementing the controller. Second,
although the state augmentation approach can be employed to
handle the input-delays, the introduction of the extended state
would result in an immense burden in computation [38], and
the second challenge would then be to reduce the computation
complexity while preserving the convenience of the controller
design.

The aim of this study is to supply a complete solution
to the stabilization and optimal control of stochastic MJLS
possessing input delays. The primary innovations of this study
are indicated as below. 1) A novel class of delayed stochastic
Markov maximum principle (D-SMMP) with regard to optimal
control is established and its analytic solution is deduced,
which offers the theoretical basis for solving the optimal
control of stochastic MJLS subject to input delay. 2) Necessary
and sufficient condition, which is given in an explicit form,
is established for the existence of the optimal finite-horizon
control. The optimal controller, which is in the feedback form
of current state and history inputs, is designed by means of a
delayed generalized coupled difference Riccati equation (D-
GCDRE). 3) A novel type of delayed Lyapunov function,
expressed as the optimal cost function, is put forward for the
stabilization problem, and then the necessary and sufficient
stabilization conditions along with the infinite-horizon optimal
controller are derived on the basis of a new D-GCARE.

The structure of this paper is listed as below. In Section
II, the optimal control over a finite-horizon is studied. A new
maximum principle is introduced first. By applying the new
technique, the finite-horizon controller is designed and the ex-
istence condition is established. In Section III, the stabilization
and optimal controller on infinite horizon are supplied. Section
IV numerically illustrates the solvability condition of finite-

horizon control, and verifies the infinite-horizon stabilization
condition. Section V draws some concluding conclusions.

Notations: Denote byRn the n-dimensional Euclidean
space,Rm×n the set of allm × n matrices. For a matrix
L ∈ Rn×n, let L′ be the transpose ofL, L > 0 (L ≥ 0) be
its positive definite (positive semi-definite) matrix. Use P(·)
and E(·) to denote the occurrence probability and expectation
operator, respectively.

II. F INITE-HORIZON OPTIMAL CONTROL

A. Problem Statement
The stochastic MJLS withr-step input delay is considered,

which runs up to a final timeN :
x(t+ 1) =(Aθt + ωtĀθt)x(t)

+ (Bθt + ωtB̄θt)u(t− r), (1)

where x(t) ∈ Rn represents the current state andu(t) ∈
Rm represents the input with delayr ≥ 0. θt means a
homogeneous discrete-time Markov chain with finite-state
spaceΘ , {1, 2, · · · , L} and transition probability matrix
Π , (λij)L×L. Let π0 = [π

(1)
0 , · · · , π

(L)
0 ] be the initial

distribution of θt, so thatπt, 0 ≤ t ≤ N can be obtained.
Here,ωt stands for the zero-mean multiplicative noise with
covarianceµ2. If θt = i ∈ {1, · · · , L}, we setAi, Bi, Āi, B̄i

for the coefficient matrices of system (1). The initial values
x0 andu(−j), 1 ≤ j ≤ r are known.

As for the sequences{θt}t≥0 and{ωt}t≥0, we make several
assumptions below.

Assumption 1:For each t ≥ 0, the σ−algebra Ft is
independent of theσ−algebraGt, whereFt = σ[ω0, · · · , ωt]
andGt = σ[θ0, · · · , θt].

Assumption 2:{θt}t≥0 and{ωt}t≥0 are independent of the
initial valuesx0 andu(i) (i = −r, · · · ,−1).

In conjunction with theσ−algebrasFt and Gt, we put
forward an algebra as follows:

Ht =







σ{θl, ωs, 0 ≤ l ≤ t, 0 ≤ s ≤ t− 1},
if t ≥ 1;

σ{θ0}, if t = 0.

Obviously, we have E{wt|Ht} = 0,E{ωtωs|Ht} = µ2δt,s.
For system (1), the statex(t) and jumping parameterθt

are acquired to the current time. In this situation, the optimal
controlu(t) is Ht-measurable.

The quadratic cost function with relation to system (1) is
defined as

JN =E[
N∑

t=0

x(t)′Qθtx(t) +

N∑

t=r

u(t− r)′Rθtu(t− r)

+ x(N + 1)′PθN+1
x(N + 1)], (2)

whereN > r is the terminal time,PθN+1
, Qθt , andRθt are

positive semi-definite matrices of compatible dimensions.
The admissible control set is defined as follows:
Uad , {u(−r), · · · , u(−1), u(0), · · · , u(N − r)|u(t) ∈ R

m
,

u(t) is Ht −measurable, and
N−r∑

t=−r

E[u(t)′u(t)] < +∞},

(3)

and anyu(t) ∈ Uad is called an admissible control. Therefore,
the finite-horizon optimal control for stochastic MJLS with
input delay can be described as:
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Problem 1: Find an admissible controlleru(t) ∈ Uad such
that (2) is minimized according to system (1).
Note that, in case of no jumping parameters, system (1) would
reduce to the stochastic system [46]

x(t+ 1) = (A+ ωtĀ)x(t) + (B + ωtB̄)u(t− r),

whereωt is a scalar random white noise, and then theFt−r−1-
measurable controller can be described as

u(t− r) , E{f(ωt, t)x(t)|Ft−r−1}

= E{f(ωt, t)|Ft−r−1}E{x(t)|Ft−r−1},

where E{f(ωt, t)|Ft−r−1} denotes the controller gain [46].

B. Establishment of D-SMMP

To begin with, we develop a new type of stochastic maxi-
mum principle for Problem 1 to deal with the correlation of
θt between adjacent times and the presence of input delay.

Lemma 1: (Maximum Principle) Assume that Problem 1
is solvable. Then, the optimal controlleru(t − r) is Ht−r-
measurable and satisfies

0 = E[Γθt(t)
′
ηt +Rθtu(t− r)|Ht−r], t = r, · · · , N, (4)

whereηt represents the costate and satisfies
ηN = PθN+1

x(N + 1), (5)

ηt−1 = E[Φθt (t)
′
ηt +Qθtx(t)|Ht], t = 0, · · · , N (6)

with
Φθt (t) = Aθt + ωtĀθt ,

Γθt(t) = Bθt + ωtB̄θt .

Proof: See Appendix A.
It is obvious that (1), (4), (5), and (6) make up a delayed

forward backward stochastic Markov difference equation (D-
FBSMDE):







x(t+ 1) =Φθt (t)x(t) + Γθt(t)u(t− r),

0 =E[Γθt(t)
′
ηt +Rθtu(t− r)|Ht−r]

for t = r, · · · , N ,

ηt−1 =E[Φθt (t)
′
ηt +Qθtx(t)|Ht]

for t = 0, · · · , N ,

ηN =PθN+1
x(N + 1).

(7)

Next, we seek for the unique solution to D-FBMDE (7). To
this end, some new notations need to be defined. For any jump-
ing parameter matricesXθt−r

, Xθt−r+1
,· · · , Xθt−s

(−1≤ s <r),
denoteX̄θt−s,θt−r

=
∏r

i=s Xθt−i
, and define a new set of linear

evolution operatorsLθt−s−1
(.),Lθt−s−2

(.), · · · ,Lθt−r
(.) as

Lθt−s−1
(X̄θt−s,θt−r

) , E[X̄θt−s ,θt−r
|Ht−s−1]

=
L∑

θt−s=1

λθt−s−1 ,θt−s
X̄θt−s,θt−r

,

Lθt−s−2
(X̄θt−s,θt−r

) , E[X̄θt−s ,θt−r
|Ht−s−2]

= E[E[X̄θt−s ,θt−r
|Ht−s−1]|Ht−s−2]

=
L∑

θt−s−1=1

λθt−s−2 ,θt−s−1
Lθt−s−1

(X̄θt−s ,θt−r
),

...

Lθt−r
(X̄θt−s,θt−r

) , E[X̄θt−s ,θt−r
|Ht−r]

= E[E[X̄θt−s ,θt−r
|Ht−r+1]|Ht−d]

=
L∑

θt−r+1=1

λθt−r ,θt−r+1
Lθt−r+1

(X̄θt−s,θt−r
), (8)

whereλθt−s−1,θt−s
(−1 ≤ s < r) is the transition probability

of θt−s, which is defined in Subsection A.It needs to be stated
that Xθt−s

(−1 ≤ s ≤ r) defined above can be chosen as the
identity matrix or some multiplication of jumping parameter
matrices concerning withθt−s.

For simplicity, we still useθt−i(−1 ≤ i ≤ r) to denote the
possible realization of the Markov chain in this section, where
θt−i ∈ {1, 2, · · · , L}. So,θt−i is used as the summation index
in the definition of (8). In the system (1) and performance
index (2),θt represents the variable of Markov chain.

Furthermore, for anyHt-measurable functioñΦθt(t), we
have

E{Φ̃θt (t)x(t)|Ht−r}=Lθt−r
(Φ̃θt (t)F̃θt−1,θt−r

)x(t−r)

+
r∑

i=1

Lθt−r
(Φ̃θt(t)F̃θt−1,θt−i+1

×(Bθt−i
+ ωθt−i

B̄θt−i
))u(t− i− r), (9)

where the matrixF̃θt−s,θt−i
= (Aθt−s

+ωt−sĀθt−s
) · · · (Aθt−i

+

ωt−iĀθt−i
), F̃θt−i−1,θt−i

= I for s, i = 0, 1, · · · , r. It would
be found that formula (9) plays a key role in the derivation of
the subsequent main results.

Now, we define a novel backward difference equation as
below
Wθt−r

(t−r)=Lθt−r
(B′

θtPθt+1 (t+1)Bθt+ µ
2
B̄

′

θtPθt+1 (t+1)

× B̄θt +Rθt)−

r−1∑

s=0

Lθt−r
(T s+1,s+1

θt−s
(t−s)), (10)

T
0
θt−r

(t−r)=Lθt−r
((B′

θtPθt+1 (t+1)Aθt + µ
2
B̄

′

θt

× Pθt+1 (t+1)Āθt)Fθt−1,θt−r
)

−
r−1∑

s=0

Lθt−r
(T s+1,0

θt−s
(t−s)Fθt−s−1,θt−r

), (11)

T
1
θt−r

(t−r)=Lθt−r
((B′

θtPθt+1 (t+1)Aθt + µ
2
B̄

′

θt

× Pθt+1 (t+1)Āθt)Fθt−1,θt−r+1
Bθt−r

)

−

r−1∑

s=0

Lθt−r
(T s+1,0

θt−s
(t−s)Fθt−s−1,θt−r+1

Bθt−r
), (12)

T
j

θt−r
(t−r)=Lθt−r

((B′

θtPθt+1 (t+1)Aθt + µ
2
B̄

′

θt

× Pθt+1 (t+1)Āθt)Fθt−1,θt−r+j
Bθt−r+j−1

)

−

r−j
∑

s=0

Lθt−r
(T s+1,0

θt−s
(t−s)Fθt−s−1,θt−r+j

Bθt−r+j−1
)

−

r−1∑

s=r−j+1

Lθt−r
(T

s+1,s−(r−j)
θt−s

(t−s)),

j = 1, 2, · · · , r, (13)

T
i,j

θt−s
(t−s)=(T i

θt−s
(t−s))′Wθt−s

(t−s)−1
T

j

θt−s
(t−s),

s, i, j = 0, 1, · · · , r, (14)

for t = N,N − 1, · · · , r, and T
j
θN−s

(N − s) = 0, j =
0, 1, · · · , r, s = 0, 1, · · · , r− 1, and the matrixFθt−s,θt−i

=
Aθt−s

· · ·Aθt−i
, Fθt−i−1,θt−i

= I for i = 0, 1, · · · , r. Moreover,
Pθt(t) satisfies a backward difference equation as below

Pθt (t) =A
′

θtLθt(Pθt+1(t+1))Aθt+ µ
2
Ā

′

θtLθt(Pθt+1(t+1))

×Āθt+Qθt−T
0,0
θt

(t), (15)

for t = N,N−1, · · · , 0, andPθN+1
(N+1) = PθN+1

.
In the sequel, the collection of (10)-(15) will be termed as

the D-GCDRE, where the couplings caused by jumping pa-
rameters and history inputs have been taken into simultaneous
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consideration. The D-GCDRE is with the same dimension as
that of the original system state, which shows that the new de-
veloped maximum principle method reduces the computational
complexity of the state augmentation. In (14), it is assumed
that the inverseWθt−s

(t−s)−1 exists. If this is not the case,
the recursion stops and the solution to the D-GCDRE (10)-(15)
does not exist.

In addition, the following notations are introduced
(αr

θt,θt(t, t))
′ = (δrθt(t))

′
, (16)

(αr−j

θt,θt−j
(t, t− j))′

=(δr−j

θt
(t))′ −

j∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1))′

×Wθt−s
(t− s)−1

T
r−j+s
θt−s

(t− s), (17)

j = 1, 2, · · · , r − 1,

with
(δ1θt(t))

′ =A
′

θtLθt(Pθt+1
(t+ 1))Bθt + µ

2
Ā

′

θt

× Lθt(Pθt+1
(t+ 1))B̄θt − T

0,1
θt

(t), (18)

(δjθt(t))
′ =A

′

θtLθt(δ
j−1
θt+1

(t+ 1)′)− T
0,j
θt

(t),

j = 2, 3, · · · , r, (19)

for t = N,N−1, · · · , 0 andδjθN+1
(N+1) = 0, j = 1, 2, · · · , N .

Then, the relationship betweenαr−j
θt,θt−j

(t, t−j) andT j
θt−j

(t−j)
is revealed as follows.

Lemma 2:Considerαr−j
θt,θt−j

(t, t − j) and T
j
θt−j

(t − j) as
in (11)-(13), (16), and (17), then the following relations are
achieved

E{Φθt (t)
′(αr

θt+1,θt+1
(t+1, t+1))′|Ht}=(T 0

θt(t))
′
, (20)

E{Φθt (t)
′(αr−j

θt+1,θt−j+1
(t+1, t− j + 1))′|Ht}

=(αr−j+1
θt,θt−j+1

(t, t− j + 1))′, j = 1, 2, · · · , r − 1, (21)

E{Γθt (t)
′(αr−j

θt+1 ,θt−j+1
(t+1, t− j + 1))′|Ht−j}

=(T j+1
θt−j

(t− j))′, j = 0, 1, · · · , r − 1. (22)

Proof: See Appendix B.
We now deduce the solution to D-FBSMDE (7).
Theorem 1:Assume that the solution to the D-GCDRE

(10)-(15) exists. Then, the unique solution to D-FBSMDE (7)
is as below

ηt−1 =Pθt(t)x(t)−
r∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1))′

×Wθt−s
(t− s)−1

× E{αr−s+1
θt,θt−s+1

(t, t− s+ 1)x(t)|Ht−s}. (23)

Furthermore, (23) can be reformulated as

ηt−1 =Pθt(t)x(t)−

r∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1))′

×Wθt−s
(t− s)−1

T
0
θt−s

(t− s)x(t− s)

−

r∑

s=1

{

r∑

i=r−s+1

(αr−i+1
θt,θt−i+1

(t, t− i+ 1))′

×Wθt−i
(t− i)−1

T
s−(r−i)
θt−i

(t− i)}

× u(t− 2r + s− 1), t = r, r + 1, · · · , N. (24)

Proof: See Appendix C.
Remark 1:Note that the solution to D-FBSMDE (7) is

more complicated than that proposed in [46] and lays the
foundation for the later deduction of the optimal controller
and the associated existence condition.

C. Solution to Problem 1

In line with Theorem 1, we are in a position to propose an
analytical solution to Problem 1.

Theorem 2:Problem 1 admits a unique optimal control if
and only if

Wθt−r
(t− r) > 0, t = N,N − 1, · · · , r. (25)

In this situation, the explicit expression of the optimal con-
troller is supplied by

u(t− r) =−Wθt−r
(t− r)−1[T 0

θt−r
(t− r)x(t− r)

+
r∑

j=1

T
j

θt−r
(t− r)u(t− 2r + j − 1)],

t = r, r + 1, · · · , N, (26)

and the optimal cost satisfies

J
∗

N =E{
r−1∑

t=0

x(t)′Qθtx(t) + x(r)′Pθr (r)x(r)

− x(r)′
r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1))′Wθr−s
(r − s)−1

× E[αr−s+1
θr ,θr−s+1

(r, r − s+ 1)x(r)|Hr−s]}. (27)

Proof: See Appendix D.

D. The Case of No Jumping Parameters
In the case that there are no jumping parameters, i.e.,

Ai = A, Bi = B, Āi = Ā, B̄i = B̄ for i = 1, 2, · · · , L,
the notations defined in (10)-(19) are simplified toWt−r,
T i
t−r (i = 0, 1, · · · , r), Pt, δ

j
t (j = 1, · · · , r), α

r−j
t,t−j

(j = 0, 1, · · · , r − 1), respectively. SetP 1
t , Pt, P

j
t ,

−(αj−1
t,t−r+j−1)

′W−1
t−r+j−2α

j−1
t,t−r+j−1, j = 2, · · · , r + 1, then

the expression for the optimal costate (23) turns into

ηt−1 = P
1
t x(t) +

r+1∑

j=2

P
j
t x̂(t|t− r + i− 2),

with x̂(t|t− r+ i− 2) = E{x(t)|Ht−r+i−2}, and the optimal
controller (26) turns into

u(t− r) = −Υ−1
t Mtx̂(t|t− r), (28)

with x̂(t|t− r) = E{x(t)|Ht−r}, and

Mt = B
′

r+1∑

j=1

P
j
t+1A+ µ

2
B̄

′
P

1
t+1Ā,

Υt = B
′

r+1∑

j=1

P
j
t+1B + µ

2
B̄

′
P

1
t+1B̄ +R.

It can be seen that the optimal costate and the optimal
controller coincide with the results developed for the stochastic
systems with multiplicative noises and input delay simultane-
ously [46].

E. The Case of No Time Delays
When there is no time delay in the control, the D-GCDRE

(10)-(15) is specialized in the following form
Wθt(t) =B

′

θtLθt(Pθt+1
(t+ 1))Bθt

+ µ
2
B̄

′

θtLθt(Pθt+1
(t+ 1))B̄θt +Rθt ,

T
0
θt(t) =B

′

θtLθt(Pθt+1
(t+ 1))Aθt

+ µ
2
B̄

′

θtLθt(Pθt+1
(t+ 1))Āθt ,

Pθt(t) =A
′

θtLθt(Pθt+1
(t+ 1))Aθt
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+ µ
2
Ā

′

θtLθt(Pθt+1
(t+ 1))Āθt

+Qθt − T
0
θt(t)

′
Wθt(t)

−1
T

0
θt(t).

For this situation, the optimal costate (23) is simplified as
ηt−1 = Pθt(t)x(t), and the optimal controller (26) reduces
to u(t) = −Wθt(t)

−1T 0
θt
(t)x(t). Furthermore, the optimal

performance index becomesJ∗
N = E{x′

0Pθ0(0)x0}. It can be
seen that the optimal costate and the optimal controller for
the delay-free stochastic MJLS are both linear combinations
of the state, which are consistent with the results proposed
in [15]. The optimal costate and optimal controller for the
stochastic MJLS with input delay are more complicated, which
are related to not only the current state, but also the recentr-
step history inputs.

Remark 2: In order to specifically reflect the terminal time
N , we rewrittenWθt−r

(t− r), T i
θt−r

(t− r) (i = 0, 1, · · · , r),

Pθt(t), δ
j
θt
(t) (j = 1, · · · , r), α

r−j
θt,θt−j

(t, t − j) (j =

0, 1, · · · , r − 1), respectively, asWθt−r
(t − r,N), T i

θt−r
(t −

r,N) (i = 0, 1, · · · , r), Pθt(t, N), δjθt(t, N) (j = 1, · · · , r),
α
r−j
θt,θt−j

(t, t− j,N) (j = 0, 1, · · · , r − 1).

III. T HE INFINITE-HORIZON OPTIMAL CONTROL AND

STABILIZATION

A. Problem Statement
In this section, we focus on the infinite-horizon stabilization

control of stochastic MJLS with multi-step input delay. For the
sake of argument, setPθN+1

= 0 and define the performance
index as

J(θ0, x0, u)

,E

{
∞∑

t=0

x(t)′Qx(t) +
∞∑

t=r

u(t− r)′Ru(t− r)

}

(29)

with Q ≥ 0, R ≥ 0.
The admissible control set for the infinite horizon case is

given as:
U∞ , {u(−r), · · · , u(−1), u(0), u(1), · · · |u(t) ∈ R

m
,

u(t) is Ht −measurable, and

∞∑

t=−r

E[u(t)′u(t)] < +∞}.

(30)

Furthermore, some definitions and standard assumptions are
made in order to analyze the system stabilization.

Definition 1: The stochastic MJLS (1) is said to be stabiliz-
able in the mean square sense if there exists aHt-measurable
controller

u(t) = −K
0
θtx(t)−

r∑

i=1

K
i
θtu(t+ i− r − 1)

with constant gain matricesKi
l for θt = l (l =

1, 2, · · · , L, i = 0, 1, · · · , r) satisfying limt→∞ E(u(t)′u(t))
= 0 such thatlimt→∞ E(x(t)′x(t)) = 0 for any initial values
x0, u(−r), · · · , u(0).

Definition 2: The following stochastic MJLS
x(t+ 1) = (Aθt + ωtĀθt)x(t), y(t) = Cθtx(t) (31)

is called exactly observable if, for anyN > 0,
y(t) ≡ 0, a.s.,∀0 ≤ t ≤ N ⇒ x0 = 0.

For ease of description, we write (31) as(A, Ā, C), where
A = (A1, A2, · · · , AL), Ā = (Ā1, Ā2, · · · , ĀL), and C =
(C1, C2, · · · , CL) with Ci = Q

1
2 (i = 1, · · · , L).

Assumption 3:R > 0 andQ ≥ 0.
Assumption 4:(A, Ā, C) is exactly observable.
Now, the stabilization and optimal control on infinite hori-

zon is formulated as below:
Problem 2: Seek for aHt-measurable controlleru(t) =

−K0
θt
x(t)−

∑r

i=1 K
i
θt
u(t+i−r−1) ∈ U∞, which minimizes

the cost (29) and stabilizes system (1).

B. Solution to Problem 2
Lemma 3:Under Assumption 3, we obtain forN ≥ r that

Pθt(t,N) ≥ 0, t = N, · · · , 1, 0, (32)

Pθt(t,N)−
r∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1, N))′

×Wθt−s
(t− s,N)−1

α
r−s+1
θt,θt−s+1

(t, t− s+ 1, N)

≥ 0, t = N, · · · , r. (33)

Proof: See Appendix E.
Lemma 4:Under Assumptions 3 and 4, there exists a

positive integerN0 ≥ r, such that

Pθt(t,N0)−

r∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1, N0))
′

×Wθt−s
(t− s,N0)

−1
α
r−s+1
θt,θt−s+1

(t, t− s+ 1, N0)

> 0, t = N0, · · · , r.

Proof: See Appendix F.
For anyt ≥ 0, in this part, we employ{lr, lr−1, · · · , l0, l̃} to

describe the realization of{θt−r, θt−r+1, · · · , θt, θt+1}, with
lr, lr−1, · · · , l0, l̃ ∈ Θ. Consider some jumping parameter ma-
tricesXθt+1 , Xθt , · · · , Xθt−r

and letX̄θt+1,θt−r
=

∏r

i=−1 Xθt−i
,

and then the realization of these matrices can be denoted as
Xl̃, Xl0 , · · · , Xlr−1

, Xlr , X̄l̃,lr
= Xl̃

∏r

i=0 Xli . In accordance
with (8), we define a set of algebraic evolution operators
Ll0(.),Ll1(.), · · · , Llr (.) as

Ll0(X̄l̃,lr
)=

L∑

l̄=1

λl0,l̃
X̄l̃,lr

, l0 ∈ Θ

Ll1(X̄l̃,lr
)=

L∑

l0=1

λl1,l0Ll0(X̄l̃,lr
), l1 ∈ Θ,

...

Llr (X̄l̃,lr
)=

L∑

lr−1=1

λlr ,lr−1
Llr−1

(X̄l̃,lr
), lr ∈ Θ. (34)

Also, Xθt−s
(−1 ≤ s ≤ r) can be chosen as the identity matrix

or the product of some matrix multiplication. Now, we define
a new D-GCARE as

Wlr =Llr (B
′

l0
Pl̃Bl0 + µ

2
B̄

′

l0
Pl̃B̄l0 +R)

−

r−1∑

s=0

Llr (T
s+1,s+1
ls

), lr ∈ Θ, (35)

T
0
lr =Llr ((B

′

l0
Pl̃Al0 + µ

2
B̄

′

l0
Pl̃Āl0)Fl1,lr )

−
r−1∑

s=0

Llr (T
s+1,0
ls

Fls+1,lr ), lr ∈ Θ, (36)

T
j

lr
=Llr ((B

′

l0
Pl̃Al0 + µ

2
B̄

′

l0
Pl̃Āl0)Fl1,lr−j

Blr−j+1
)

−

r−j
∑

s=0

Llr (T
s+1,0
ls

Fls+1,lr−j
Blr−j+1

)
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−

r−1∑

s=r−j+1

Llr (T
s+1,s−(r−j)
ls

), lr ∈ Θ,

j = 1, 2, · · · , r, (37)

T
i,j

ls
=(T i

ls)
′
W

−1
ls

T
j

ls
, s, i, j = 0, 1, · · · , r, (38)

Pl0 =Q+ A
′

l0
Ll0(Pl̃)Al0 + µ

2
Ā

′

l0
Ll0(Pl̃)Āl0 − T

0,0
l0

,

l0 ∈ Θ. (39)

Furthermore, define the algebraic operatorsδjl0(j =

1, 2, · · · , r), αr−j
l0,lj

(j = 0, 1, · · · , r − 1) as

(δ1l0)
′ =A

′

l0
Ll0(Pl̃)Bl0 + µ

2
Ā

′

l0
Ll0(Pl̃)B̄l0 − T

0,1
l0

, l0 ∈ Θ,

(40)

(δjl0)
′ =A

′

l0
Ll0((δ

j−1

l̃
)′)− T

0,j
l0

, j = 2, 3, · · · , r, l0 ∈ Θ, (41)

(αr
l0,l0

)′ =(δrl0)
′
, l0 ∈ Θ, (42)

(αr−j

l0,lj
)′ =(δr−j

l0
)′ −

j∑

s=1

(αr−s+1
l0,ls−1

)′(Wls)
−1

T
r−j+s

ls
,

j = 1, 2, · · · , r − 1, l0, lj ∈ Θ. (43)

Then, the main results of this part can be stated as below.
Theorem 3:Under Assumptions 3 and 4, letting system (1)

be mean square stabilizable, we have the following properties.
1) WhenN → ∞, Pl0(t, N),Wlr (t − r,N), T s

lr
(t − r,N)

(s = 0, 1, · · · , r) converge, respectively, toPl0 , Wlr , T s
lr
(s =

0, 1, · · · , r) for any t ≥ 0 and l0, lr ∈ Θ. In addition,Pl0 ,
Wlr , T s

lr
(s = 0, 1, · · · , r) obey the coupled algebraic Riccati

equations (35)-(39).
2) The following inequality is satisfied

Pl0 −

r∑

s=1

(αr−s+1
l0,ls−1

)′W−1
ls

α
r−s+1
l0,ls−1

> 0, l0, · · · , lr ∈ Θ. (44)

Proof: See Appendix G.
Theorem 4:Under Assumptions 3 and 4, system (1) is

stabilizable in the mean-square sense if and only if there exists
a unique solution to (35)-(39) such that

Pl0 −
r∑

s=1

(αr−s+1
l0,ls−1

)′W−1
ls

α
r−s+1
l0,ls−1

> 0, l0, · · · , lr ∈ Θ.

On this condition, the analytical solution to the optimal
controller can be obtained by

u(t− r) = −W
−1
lr

[T 0
lrx(t− r) +

r∑

j=1

T
j

lr
u(t− 2r + j − 1)],

(45)

which stabilizes (1) and minimizes the performance (29).
Furthermore, the minimum value of (29) is with the form

J
∗ =E{

r−1∑

t=0

x(t)′Qx(t) + x(r)′Pθrx(r)− x(r)′
r∑

s=1

× (αr−s+1
θr ,θr−s+1

)′W−1
θr−s

E(αr−s+1
θr ,θr−s+1

x(r)|Hr−s)}. (46)

Proof: See Appendix H.
Remark 3:So far, we have addressed the stabilization and

optimal control problems for one type of MJLS with multi-
plicative noises and input delay. It has been shown that the
stochastic MJLS with input delay is mean square stable under
the optimal controller if and only if a certain D-GCARE has a
particular positive definite solution. The novelty with respect
to the methodology lies mainly in the introduction of a D-
FBSMDE as well as the definition of a new type of Lyapunov
function.

C. The Case of No Time Delay or Multiplicative Noises

For the case without input delay, the D-GCARE (35)-(39)
reduces to

Pl0 =A
′

l0
(

L∑

l̃=1

λl0 l̃
Pl̃)Al0 + µ

2
Ā

′

l0
(

L∑

l̃=1

λl0 l̃
Pl̃)Āl0 +Q

− T
′

l0
W

−1
l0

Tl0 , l0 = 1, 2, · · · , L, (47)

Wl0 =B
′

l0
(

L∑

l̃=1

λl0 l̃
Pl̃)Bl0 + µ

2
B̄

′

l0
(

L∑

l̃=1

λl0 l̃
Pl̃)B̄l0 +R,

l0 = 1, 2, · · · , L, (48)

Tl0 =B
′

l0
(

L∑

l̃=1

λl0 l̃
Pl̃)Al0 + µ

2
B̄

′

l0
(

L∑

l̃=1

λl0 l̃
Pl̃)Āl0 ,

l0 = 1, 2, · · · , L, (49)

and the stabilization condition becomes
Pl0 > 0, l0 = 1, 2, · · · , L. (50)

Meanwhile, the optimal controller satisfies
u(t) = −W

−1
l0

Tl0x(t), t ≥ 0 (51)

and the optimal cost is given by
J
∗ = E{x′

0Pθ(0)x0}. (52)

Compared with Theorem 4, it can be found that the stabi-
lization condition as well as the optimal controller for the
delayed stochastic MJLS (1) is more complicated because of
the existence of input delayr. If there are no input delay and
multiplicative noises simultaneously, i.e.,µ = 0, the obtained
result (50)-(52) is coincided with Proposition 2 in [7].

D. Application to the NCSs with Packet Losses and Input
Delay

Consider the following NCSs with packet losses and input
delay

x(t+ 1) = Aθtx(t) + γtB̄θtu(t− r), (53)

where{γt}t≥0 is modeled as an i.i.d Bernoulli process.γt = 1
denotes that the data packet has been successfully delivered
to the plant, andγt = 0 signifies the dropout. Prob(γt =
0) = p,Prob(γt = 1) = 1 − p, wherep ∈ (0, 1) is the packet
dropout rate. In fact, system (53) can be viewed as a simplified
version of system (1). In this case, the D-GCARE (35)-(39)
specialized in the following form

Wlr =(1− p)Llr ((1− p)B̄′

l0
Pl̃B̄l0 + pB̄

′

l0
Pl̃B̄l0 +R)

−

r−1∑

s=0

Llr ((T
s+1
ls

)′W−1
ls

T
s+1
ls

), lr ∈ Θ, (54)

T
0
lr =(1− p)Llr (B̄

′

l0
Pl̃Al0Fl1,lr )

−

r−1∑

s=0

Llr ((T
s+1
ls

)′W−1
ls

T
0
lsFls+1,lr ), lr ∈ Θ, (55)

T
j
lr

=(1− p)2Llr ((B̄
′

l0
Pl̃Al0Fl1,lr−j

B̄lr−j+1
)

− (1− p)

r−j∑

s=0

Llr ((T
s+1
ls

)′W−1
ls

T
0
lsFls+1,lr−j

B̄lr−j+1
)

−

r−1∑

s=r−j+1

Llr ((T
s+1
ls

)′W−1
ls

T
s−(r−j)
ls

),

lr ∈ Θ, j = 1, 2, · · · , r, (56)

Pl0 =Q+ A
′

l0
Ll0(Pl̃)Al0 − (T 0

l0
)′W−1

l0
T

0
l0
, l0 ∈ Θ, (57)
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where the notationsαr−j
l0,lj

(j = 0, 1, · · · , r − 1) and δ
j
l0
(j =

2, · · · , r) are kept the same as in (42), (43), and (41), while
δ1l0 becomes

(δ1l0)
′ =(1− p)A′

l0
Ll0(Pl̃)B̄l0 − (T 0

l0
)′W−1

l0
T

1
l0
, l0 ∈ Θ. (58)

Then, the stabilization condition can be obtained directly from
Theorem 4:

Pl0 −

r∑

s=1

(αr−s+1
l0,ls−1

)′W−1
ls

α
r−s+1
l0,ls−1

> 0, l0, · · · , lr ∈ Θ.

It can be seen that the stabilization condition based on (54)-
(57) and (42)-(43) is closely related with the packet dropout
ratep and the input delayr. As is well known that the problem
of maximum packet loss probability has been well studied for
the case of NCSs without delay [51]. When the packet loss,
input delay, and jumping parameter exist simultaneously, it is
difficult to seek for the maximum value of the allowable packet
loss rate, which is worthy of in-depth study in the future.

IV. N UMERICAL EXAMPLES

A. The Finite-Horizon Case
To illustrate the theoretical result for the finite-horizon case,

a second-order dynamic system is introduced. The system
matrices in (1) and the weighting matrices in (2) are given
below

A1 =

[
1.2 1
−0.2 −0.8

]

, A2 =

[
0.8 0
0 0.6

]

,

Ā1 =

[
0.2 0.1

−0.15 −0.05

]

, Ā2 =

[
0.08 0.06
0 0.06

]

,

B1 =

[
1
1

]

, B2 =

[
2
1

]

, B̄1 =

[
0.1
0.1

]

,

B̄2 =

[
0.2
0.1

]

, Q1 =

[
1 0
0 1

]

, Q2 =

[
1 0
0 1

]

,

R1 = 1, R2 = 2, PN+1 =

[
1 0
0 1

]

,

θ(t) ∈ {1, 2} represents a two-state Markov chain, which is

with transition probability

[

0.9 0.1
0.3 0.7

]

and initial distribu-

tion (0.5, 0.5). The input delayr = 2 andµ = 0.7. The initial
valuesu(−1) = 0, u(−2) = 0, x(0) = [1 1]′.

Set the time horizonN = 9. By applying Theorem 2, the
calculation result forWi(t), T 0

i (t), T 1
i (t), T 2

i (t) (i = 1, 2)
are listed in Table I. It is checked thatWi(t) > 0 for i =
1, 2, t = 1, · · · , 7. Therefore, there exists a unique solution to
the finite-horizon LQR problem based on Theorem 2 and the
optimal value of (2) isJ∗

N = 11.1025.

B. The Infinite-Horizon Case
In this part, we show the validity of the stabilization result.

The specifications of system (1), the input delayr, and the
initial values of x0, u(−1), u(−2) remain unchanged. The
stochastic property ofθ(t) and the value ofµ keep the same as
in the previous subsection. However, the weighting matrices
become asQ = diag{1, 1}, R = 1. We run50 Monte Carlo
simulations, and select the first trajectory to illustrate the
stabilization algorithm. By applying Theorem 4, the computed
results are shown as below:

P1 =

[
6.0049 3.2575
3.2575 4.1545

]

, P2 =

[
2.8640 0.4092
0.4092 1.8574

]

,

W1 =10.2104, W2 = 11.8411, T
0
1 =

[
4.5047 1.7793

]
,

T
0
2 =

[
2.6296 0.9424

]
, T

1
1 = 7.3898, T

1
2 = 8.1447,

T
2
1 =4.6907, T

2
2 = 7.1068, S

2
1 =

[
4.4359 3.3759

]
,

S
2
2 =

[
2.7946 0.7970

]
, S

1
11 =

[
3.7527 0.3324

]
,

S
1
12 =

[
3.1283 −0.1429

]
, S

1
21 =

[
4.0432 2.0710

]
,

S
1
22 =

[
3.6497 1.9588

]
.

It can be shown that the stabilization conditions

Pl0 −
2

∑

s=1

(αr−s+1
l0,ls−1

)′W−1
ls

αr−s+1
l0,ls−1

> 0, l0, l1, l2 ∈ {1, 2}.

(59)

are all satisfied. Ifθ(t) = 1, the optimal infinite horizon
controller satisfies

u(t) =−W
−1
1 [T 0

1 x(t) + T
1
1 u(t− 2) + T

2
1 u(t− 1)]

=−
[
0.4412 0.1743

]
x(t)− 0.7237u(t − 2)

− 0.4594u(t − 1). (60)

If θ(t) = 2, the optimal infinite horizon controller obeys
u(t) =−W

−1
2 [T 0

2 x(t) + T
1
2 u(t− 2) + T

2
2 u(t− 1)]

=−
[
0.2221 0.0796

]
x(t)− 0.6878u(t − 2)

− 0.6002u(t − 1). (61)

In view of (46), we can obtain the optimal performance
J0 = 11.1071. The simulation results are supplied in Figs. 1-2.
The closed-loop state trajectories subject to one sample path
of θ(t) ∈ {1, 2} are plotted in Fig. 2 and the corresponding
controller is drawn in Fig. 2. It can be found that the optimal
controlled system is stable since the condition is satisfied.

Fig. 1. The optimal state trajectories

C. Comparison with the Delay-Free Case
In this subsection, the differences of the infinite horizon

stabilization control between the delay-free case and the input
delay case are shown. For this purpose, we still consider the
numerical example as in Subsection B, butr = 0. Based on
the GCARE (47)-(49) and the corresponding results (50)-(52),
we can obtain the simulation results as follows:

P1 =

[
2.3635 1.4999
1.4999 2.8990

]

, P2 =

[
1.2847 −0.2652
−0.2652 1.4847

]

,

T
0
1 =

[
3.4837 0.3217

]
, T

0
2 =

[
2.7984 1.4800

]
,

W1 =8.6976, W2 = 10.4456.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/TAC.2023.3298527, IEEE Transactions on Automatic Control 



FINAL VERSION 8

TABLE I
CALCULATION RESULTS

t W1(t) W2(t) T 0
1 (t) T 0

2 (t) T 1
1 (t) T 1

2 (t) T 2
1 (t) T 2

2 (t)
1 10.1887 11.8120 [4.4942,1.7749] [2.6229,0.9399] 7.3731 8.1237 4.6787 7.0868
2 10.1612 11.7779 [4.4815,1.7698] [2.6153,0.9371] 7.3523 8.1001 4.6653 7.0658
3 10.0653 11.6505 [4.4335,1.7492] [2.5845,0.9257] 7.2767 8.0042 4.6098 6.9741
4 9.9226 11.4614 [4.3766,1.7282] [2.5490,0.9114] 7.1806 7.8915 4.5522 6.8725
5 9.2490 10.5252 [4.0547,1.5929] [2.3345,0.8247] 6.6680 7.2106 4.1794 6.2058
6 8.4824 9.6430 [3.7135,1.4680] [2.1532,0.7648] 6.0906 6.6577 3.8605 5.7781
7 3.6522 5.0974 [1.2999,0.5697] [0.9334,0.2790] 2.0293 2.7986 1.5094 2.7294
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Fig. 2. The optimal control

Obviously, the stabilization condition
P1 > 0, P2 > 0 (62)

are satisfied. The infinite horizon optimal controller

u(t) =

{
−[0.4005 0.0370]x(t), if θt = 1;
−[0.2679 0.1417]x(t), if θt = 2, (63)

and the optimal performance indexJ0 = 5.2507. Compared
(62), (63) with (59), (60), and (61), respectively, it can be
found that the stabilization condition for the delay-free case is
much simpler, and the infinite-horizon optimal controller is a
linear combination of the current state, which does not involve
the delayed input terms.

V. CONCLUSION

This paper has addressed the optimal control and stabi-
lization problems for stochastic MJLS with multi-step input
delay. An analytical solution to the finite-horizon case has
been given, and a necessary and sufficient condition for the
solvability has been proposed for the first time. Later, we have
proposed a necessary and sufficient condition for the stabiliz-
ability of the stochastic delayed MJLS. To show the existence
of such a solution, one just needs to test the satisfaction of
a set of algebraic inequalities, which are easily verifiable. To
our knowledge, no similar conditions have been developed for
the mean square stabilizability subject to delayed stochastic
MJLS. It should be noted that our derivations have been mainly
based on the subtle usage of the link between the system
state/inputs and certain auxiliary variable, thereby avoiding the
unnecessarily complicated augmented argument.

APPENDIX

A. Proof of Lemma 1

Proof: For arbitrary u(t),∆u(t) ∈ Uad and ε ∈ R,
we haveuε

t = u(t) + ε∆u(t) ∈ Uad. Set xε
t , J

ε
N to be the

corresponding state and cost function withuε
t , andx(t) and

JN mean the corresponding state and cost function withu(t).
In view of the system (1), it holds
∆x(t+1) = (Aθt + ωtĀθt)∆x(t) + (Bθt + ωtB̄θt)ε∆u(t−r),

∆x(0) = 0, (64)

where∆x(t+1) = xε
t+1 − x(t+1).

Applying the recursive expression,∆x(t+1) can be rewrit-
ten as

∆x(t+1) =
t∑

i=0

F̃θt,θi+1
(Bθi + ωiB̄θi)ε∆u(i− r), (65)

whereF̃θt,θi+1
=(Aθt+ωtĀθt)(Aθt−1

+ωt−1Āθt−1
) · · · (Aθi+1+

ωi+1Āθi+1), i = 0, · · · , t, F̃θt,θt+1 = I, and∆x(0) = 0 has been
used.

Since∆u(i − r) ∈ Uad, i = 0, 1, · · · , t, it follows from
(3) that

∑t

i=0 E[∆u(i − r)′∆u(i − r)] < +∞. Furthermore,
recall thatA1, A2, · · · , AL, Ā1, Ā2, · · · , ĀL, B1, B2, · · · , BL,
andB̄1, B̄2, · · · , B̄L are constant matrices and E(ω2

i ) is finite
for i = 0, 1, · · · , t. So, there existsγ satisfying

E{∆x(t+1)′∆x(t+1)}≤γε
2
< +∞. (66)

In what follows, we will deduce the variation ofJN owing
to the perturbation of controlleru(t). In accordance with (2),
Jε
N can be expressed as

J
ε
N = E[

N∑

t=0

(xε
t )

′
Qθtx

ε
t +

N∑

t=r

(uε
t−r)

′
Rθtu

ε
t−r

+ (xε
N+1)

′
PθN+1

x
ε
N+1]. (67)

Recalling thatxε
t+1 = x(t+1)+∆x(t+1) anduε

t = u(t) +
ε∆u(t), and based on the total derivative ofJε

N at the point
(x, u), we have

J
ε
N =JN + 2E[

N∑

t=0

x(t)′Qθt∆x(t) +

N∑

t=r

u(t−r)′Rθtε∆u(t−r)

+ x(N + 1)′PθN+1
∆x(N + 1)] + o(τ ), (68)

where

τ =E{sqrt{
N∑

t=0

[xε
t−x(t)]′[xε

t−x(t)] +
N∑

t=r

[uε
t−r − u(t−r)]′

× [uε
t−r − u(t−r)] + [xε

N+1−x(N+1)]′[xε
N+1−x(N+1)]}},

with sqrt{·} being the square root ando(τ) representing the
infinitesimal of higher order whenτ → 0.

Moreover,τ2 satisfies that
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τ
2 ≤

N∑

t=0

E[∆x(t)′∆x(t)] + ε
2

N∑

t=r

E[∆u(t−r)′∆u(t−r)]

+ E[∆x(N + 1)′∆x(N + 1)]. (69)

In view of (66) and
∑N

t=r E[∆u(t−r)′∆u(t−r)] < +∞,we
obtain thatτ is the same order infinitesimal ofε. Based on
this and (65),∆JN can be expressed as
∆JN = J

ε
N−JN

= 2E{x(N+1)′PθN+1

N∑

i=0

F̃θN ,θi+1(Bθi+ωiB̄θi)ε∆u(i−r)

+

N∑

t=0

x(t)′Qθt

t−1∑

i=0

F̃θt−1 ,θi+1(Bθi+ωiB̄θi)ε∆u(i−r)

+
N∑

t=r

u(t−r)′Rθtε∆u(t−r)}+o(ε). (70)

Note that u(−i), i = 1, · · · , r are fixed, we obtain
∆u(−i) = 0, i = 1, · · · , r. Then, (70) can be rewritten as

∆JN =2E{[x(N+1)′PθN+1
(BθN +ωN B̄θN )+u(N−r)′RθN ]

×ε∆u(N−r)+
N−1∑

i=0

[x(N+1)′PθN+1
F̃θN ,θi+1

× (Bθi +ωiB̄θi)+

N∑

t=i+1

x(t)′Qθt F̃θt−1,θi+1 (Bθi+ωiB̄θi)

+u(i−r)′Rθi ]ε∆u(i−r)}+o(ε). (71)

Define

ηi = E{
N∑

t=i+1

F̃
′

θt−1 ,θi+1
Qθtx(t)+F̃θN ,θi+1PθN+1

x(N+1)|Hi+1},

(72)

and we have
ηi−1 =E{Qθix(i)+(Aθi+ωiĀθi)

′
ηi|Hi}.

(5) and (6) are shown.
Substituting (72) into (71) yields

∆JN =2E{
N∑

i=0

[η′

i(Bθi +ωiB̄θi)+u(i−r)′Rθi ]ε∆u(i−r)}+o(ε)

=2E{
N∑

i=0

E[η′

i(Bθi+ωiB̄θi)+u(i− r)′Rθi |Hi−r ]ε∆u(i−r)}

+o(ε).

It is obvious that the necessary condition for the extreme
value of performance index is that∆JN ≥ 0. Since∆u(t)
is arbitrary for1 ≤ t ≤ N , the necessary condition becomes

E[η′

i(Bθi + ωiB̄θi) + u(i− r)′Rθi |Hi−r] = 0.

The result (4) is evident and the proof is completed.

B. Proof of Lemma 2
Proof: Firstly, we prove that equation (20) holds. In view

of (16), (18), and (19), we have
E{Φθt (t)

′(αr
θt+1,θt+1

(t+1, t+1))′|Ht}

=Lθt(F
′

θt+r−1,θt
(δ1θt+r

(t+ r))′)

−

r−2∑

s=0

Lθt(F
′

θt+s,θt
T

0,r−s

θt+s+1
(t+ s+ 1))

=Lθt(F
′

θt+r−1,θt
(A′

θt+r
Pθt+r+1

(t+ r + 1)Bθt+r

+ µ
2
Ā

′

θt+r
Pθt+r+1

(t+ r + 1)B̄θt+r
))

−

r−1∑

s=0

Lθt(F
′

θt+s,θt
T

0,r−s

θt+s+1
(t+ s+ 1)) = (T 0

θt(t))
′
,

and (20) is shown.
Next, we will show that (22) is true forj = 0. Based on

(16), (18), and (19), and recalling the definition ofT 1
θt
(t), we

obtain
E{Γθt(t)

′(αr
θt+1 ,θt+1

(t+1, t+1))′|Ht}

=Lθt(B
′

θtF
′

θt+r−1,θt+1
(δ1θt+r

(t+ r))′)

−

r−1∑

s=1

Lθt(B
′

θtF
′

θt+r−s−1,θt+1
T

0,s+1
θt+r−s

(t+ r − s))

=Lθt(B
′

θtF
′

θt+r−1,θt+1
(A′

θt+r
Pθt+r+1

(t+ r + 1)Bθt+r

+ µ
2
Ā

′

θt+r
Pθt+r+1

(t+ r + 1)B̄θt+r
))

−

r−1∑

s=0

Lθt(B
′

θtF
′

θt+r−s−1,θt+1
T

0,s+1
θt+r−s

(t+ r − s)) = (T 1
θt(t))

′
.

So, (22) is deduced for the case ofj = 0.
In the sequel, we will show that equation (21) and (22) are

true for j = 1, 2, · · · , r − 1. The induction method will be
employed in this derivation. For this purpose, take any1 ≤
s ≤ j − 1, and presume that (21) and (22) are satisfied for
all 1 ≤ s ≤ j − 1. Now, we are in the position to show that
(21) and (22) are true fors = j. From (17) and the above
equations, it follows that

E{Φθt (t)
′(αr−j

θt+1,θt−j+1
(t+ 1, t− j + 1))′|Ht}

=A
′

θtLθt((δ
r−j
t+1 (t+ 1))′)− (T 0

θt(t))
′
Wθt(t)

−1
T

r−j+1
θt

(t)

−

j−1
∑

s=1

(αr−s+1
θt,θt−s+1

(t, t−s+1))′Wθt−s
(t−s)−1

T
r−j+s+1
θt−s

(t−s)

=(αr−j+1
θt,θt−j+1

(t, t− j + 1))′ (73)

and
E{Γθt (t)

′(αr−j

θt+1,θt−j+1
(t+ 1, t− j + 1))′|Ht−j}

=E{Γθt (t)
′(δr−j

θt+1
(t+ 1))′ −

j∑

s=1

(T s
θt+1−s

(t+ 1− s))′

×Wθt+1−s
(t+ 1− s)−1

T
r−j+s

θt+1−s
(t+ 1− s)]|Ht−j}

=(T j+1
θt−j

(t− j))′. (74)

From (73) and (74), we know that (21) and (22) are true for
s = j. By the induction method, we obtain that (21) and (22)
are satisfied for allj = 1, 2, · · · , r − 1. The proof of Lemma
2 is completed.

C. Proof of Theorem 1
Proof: The inductive approach will be used for solving

the D-FBMDE. First of all, consider the case oft = N . Given
(1), (4) and (5), we have

0 =E[ΓθN (N)′ηN +RθN u(N − r)|HN−r]

=E[ΓθN (N)′PθN+1
ΦθN (N)x(N)|HN−r]

+WθN−r
(N − r)u(N − r). (75)

Based on the condition thatWθN−r
(N − r), T j

θN−r
(N − r)

(j = 0, 1, · · · , r), andPθN (N) are the solutions to (10)-(15),
we obtain that the inverse ofWθN−r

(N−r) exists. Therefore,
it follows from (75) that

u(N − r) =−WθN−r
(N − r)−1E[ΓθN (N)′PθN+1

× ΦθN (N)x(N)|HN−r]. (76)
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Furthermore, applying (1), (5), and (76) to (6), one obtains

ηN−1 =E{ΦθN (N)′ηN +QθN x(N)|HN}

=PθN (N)x(N)−

r∑

s=1

(αr−s+1
θN ,θN−s+1

(N,N − s+ 1))′

×WθN−s
(N − s)−1

× E{αr−s+1
θN ,θN−s+1

(N,N − s+ 1)x(N)|HN−s},

where the terminal conditionsαr−s+1
θN ,θN−s+1

(N,N − s + 1) =
0, s = 1, 2, · · · , r − 1 have been used. Therefore, (23) is
demonstrated fort = N .

By the inductive method, we select anyk with 1 ≤ k ≤ N ,
and presume that the costatesηt−1 are given as (23) for all
t ≥ k + 1. In the sequel, we need to show thatηk−1 satisfies
(23). To achieve this aim, substitutingηk into (4) and using
the transforms (20)-(22), we obtain

0 =E{Γθk (k)
′
ηk +Rθku(k − r)|Hk−r}

=E{[B′

θk
Lθk (Pθk+1

(n+ 1))Aθk

+ µ
2
B̄

′

θk
Lθk (Pθk+1

(n+ 1))Āθk

− (T 1
θk
(k))′Wθk (k)

−1
T

0
θk
(k)]x(k)

−

r−1∑

s=1

(T s+1
θk−s

(k − s))′Wθk−s
(k − s)−1

× E[αr−s+1
θk ,θk−s+1

(k, k − s+ 1)x(k)|Hk−s]|Hk−r}

+Wθk−r
(k − r)u(k − r)

=E[α1
θk ,θk−r+1

(k, k − r + 1)x(k)|Hk−r]

+Wθk−r
(k − r)u(k − r). (77)

Since the solution to (10)-(15) exists,Wθk−r
(k− r)−1 exists.

Therefore, it follows from (77) that

u(k − r) =−Wθk−r
(k − r)−1

× E[α1
θk ,θk−r+1

(k, k − r + 1)x(k)|Hk−r]. (78)

Substitutingηk into (6) and using (1), (20)-(22), (78), one
obtains

ηk−1 =E{Qθkx(k) + Φθk (k)
′
ηk|Hk}

=[Qθk + A
′

θk
Lθk (Pθk+1

(k + 1))Aθk + µ
2
Ā

′

θk

× Lθk (Pθk+1
(k + 1))Āθk − T

0,0
θk

(k)]x(k)

−

r−1∑

s=1

(αr−s+1
θk,θk−s+1

(k, k − s+ 1))′Wθk−s
(k − s)−1

× E[αr−s+1
θk,θk−s+1

(k, k − s+ 1)x(k)|Hk−s]

+ [A′

θk
Lθk (Pθk+1

(k + 1))Bθk + µ
2
Ā

′

θk

× Lθk (Pθk+1
(k + 1))B̄θk − T

0,1
θk

(k)

−

r−1∑

s=1

(αr−s+1
θk,θk−s+1

(k, k − s+ 1))′

×Wθk−s
(k − s)−1

T
s+1
θk−s

(k − s)]u(k − r)

=Pθk (k)x(k)−
r∑

s=1

(αr−s+1
θk,θk−s+1

(k, k − s+ 1))′

×Wθk−s
(k − s)−1

× E[αr−s+1
θk,θk−s+1

(k, k − s+ 1)x(k)|Hk−s]. (79)

Thus, (23) is proved by the inductive method. This accom-
plishes the proof of Theorem 1.

D. Proof of Theorem 2
Proof: (i) Necessary: Suppose that the solution to Prob-

lem 1 is uniquely existed. Using the inductive method, we
shall demonstrate thatWθt−r

(t − r) in (10) is reversible and
u(t− r) obeys (26). Set

J(t)
△

=E{
N∑

i=t

(x(i)′Qθix(i) + u(i− r)′Rθiu(i− r))

+ x(N + 1)′PθN+1
x(N + 1)|Ht−r} (80)

for t = N, · · · , r. For t = N , (80) can be written as
J(N)=E{x(N)′QθNx(N) + u(N − r)′RθN u(N − r)

+ x(N + 1)′PθN+1
x(N + 1)|HN−r}. (81)

In view of (1), we know thatJ(N) is with a quadratic form
about the state and input terms. Note that system (1) can start
at any time with arbitrary initial values. Lettingx(N) = 0 and
substituting (1) into (81), one obtains

J(N) =E{u(N − r)′(RθN + ΓθN (N)′PθN+1

× ΓθN (N))u(N − r)|HN−r}

=u(N − r)′WθN−r
(N − r)u(N − r) > 0. (82)

The uniqueness of the optimal controller indicates thatJ(N)
must be positive for arbitraryu(N − r) 6= 0. It can be
concluded from (82) thatWθN−r

(N − r) > 0. Furthermore,
based on the necessary condition that Problem 1 is uniquely
solvable, we obtain from (76) that

u(N − r) =−WθN−r
(N − r)−1[T 0

θN−r
(N − r)x(N − r)

+
r∑

j=1

T
j

θN−r
(N − r)u(N − 2r + j − 1)], (83)

where the following expression
x(N) =Ψ(N − 1, N − r)x(N − r)

+

r−1∑

j=0

Ψ(N − 1, N − r + j + 1)

× ΓθN−r+j
(N − r + j)u(N − 2r + j).

has been employed in the derivation of (83).
Now, select anyk with 1 ≤ k ≤ N , and presume that

Wθt−r
(t− r) is reversible and the explicit solution tou(t− r)

is given as (26) fort ≥ k + 1. In what follows, it remains
to prove that the existence condition and explicit solution for
u(k− r) is also satisfied. Lettingx(k) = 0, we first derive the
quadratic form ofu(k − r) in J(k). In light of (1), (4) and
(6) for t ≥ k + 1, we obtain

E{x(t)′ηt−1 − x(t+ 1)′ηt|Hk−r+1}

=E{x(t)′Qθtx(t) + u(t− r)′Rθtu(t− r)|Hk−r+1}.

Adding up the previous equation fromt = k + 1 to t = N ,
we obtain that

E{x(k + 1)′ηk − x(N + 1)′ηN |Hk−r+1}

=
N∑

t=k+1

E{x(t)′Qθtx(t) + u(t− r)′Rθtu(t− r)|Hk−r+1}, (84)

which leads to
J(k) =E{u(k − r)′Rθku(k − r) + u(k − r)′Γθk (k)

′

× ηk|Hk−r}. (85)

It follows from Theorem 1 that
ηk =Pθk+1

(k + 1)[Φθ(k)(k)x(k) + Γθ(k)(k)u(k − r)]

−

r∑

s=1

(αr−s+1
θk+1,θk+2−s

(k + 1, k + 2− s))′
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×Wθk+1−s
(k + 1− s)−1

× E{αr−s+1
θk+1 ,θk+2−s

(k + 1, k + 2− s)

× x(k + 1)|Hk+1−s}. (86)

Substituting (86) into (85) and employing (20)-(22), we arrive
at

J(k) =u(k − r)′E{Rθk + Γθk(k)
′
Pθk+1

(k + 1)Γθk (k)

−
r∑

s=1

Γθk (k)
′(αr−s+1

θk+1,θk+2−s
(k + 1, k + 2− s))′

×Wθk+1−s
(k + 1− s)−1

× E[αr−s+1
θk+1,θk+2−s

(k + 1, k + 2− s)Γθk(k)|Hk+1−s]

|Hk−r}u(k − r)

=u(k − r)′Wθk−r
(k − r)u(k − r). (87)

Recalling that there exists a unique solution to the optimal
controller, we can obtain the positiveness ofJ(k) directly.
Therefore, it follows thatWθk−r

(k − r) > 0.
To deduce the optimal controlleru(k− r), substituting (86)

into (4) and using (20)-(22) yield
u(k − r) =−Wθk−r

(k − r)−1E[α1
θk,θk−r+1

(k, k − r + 1)

× x(k)|Hk−r]

=−Wθk−r
(k − r)−1[T 0

θk−r
(k − r)x(k − r)

+
r∑

j=1

T
j

θk−r
(k − r)u(k − 2r + j − 1)].

The necessity is shown.
(ii) Sufficiency: Presume that (25) is true, i.e.Wθt−r

(t −
r) > 0 for t ≥ r. We will show that Problem 1 admits a
unique solution. Let

VN(t, x(t))

=E{x(t)′Pθt (t)x(t)− x(t)′
r∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1))′

×Wθt−s
(t− s)−1E[αr−s+1

θt,θt−s+1
(t, t− s+ 1)x(t)|Ht−s]}. (88)

Applying (1) and (10)-(17), one gets that
VN(t, x(t))− VN(t+ 1, x(t+ 1))

=E{x(t)′Qθtx(t) + u(t− r)′Rθtu(t− r)

− [u(t− r) +Wθt−r
(t− r)−1

× E(α1
θt,θt−r+1

(t, t− r + 1)x(t)|Ht−r)]
′

×Wθt−r
(t− r)[u(t− r) +Wθt−r

(t− r)−1

× E(α1
θt,θt−r+1

(t, t− r + 1)x(t)|Ht−r)]} (89)

where the expressions (20)-(22) have played a significant role
in the deduction of (89). Adding up (89) fromt = r to t = N ,
the index (2) is rewritten as

JN =E{
r−1∑

t=0

x(t)′Qθtx(t) + x(r)′Pθr (r)x(r)

− x(r)′
r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1))′

×Wθr−s
(r − s)−1E[αr−s+1

θr ,θr−s+1
(r, r − s+ 1)

× x(r)|Hr−s] +
N∑

t=r

[u(t− r) +Wθt−r
(t− r)−1

× E(α1
θt,θt−r+1

(t, t− r + 1)x(t)|Ht−r)]
′

×Wθt−r
(t− r)[u(t− r) +Wθt−r

(t− r)−1

× E(α1
θt,θt−r+1

(t, t− r + 1)x(t)|Ht−r)]}.

Take notice that fort ≤ r, x(t) is determined by the initial
given valuex0, u−1, · · · , u−r. Therefore, the optimum value
of JN depends on the fourth term of the above equation. Since
Wθt−r

(t − r) is positive definite forr ≤ t ≤ N , a unique
optimal controller subject to Problem 1 is existed and satisfies
(26), and the optimal index satisfies (27). The sufficiency is
shown.

E. Proof of Lemma 3

Proof: Under the circumstance ofR > 0, following a
similar line with the derivation of Lemma 1 and the discussion
of Remark 4 in [46], we can show thatWθt−r

(t− r,N) > 0
with N ≥ r, 0 ≤ t ≤ N . Thus,Wθt−r

(t− r,N)−1 exists.
Assume that system (1) start atr and set

Sr =

N̄∑

t=r

E{x(t)′Qx(t) + u(t− r)′Ru(t− r)},

N̄ = N − r + t, (90)

where the initial value can be chosen arbitrarily. On the ground
of (27), the optimum value of (90) is with the form

S
∗

r =E{x(r)′Pθr (r, N̄)x(r)

− x(r)′
r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N̄))′

×Wθr−s
(r − s, N̄)−1

× E[αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N̄)x(r)|Hr−s]}

=x(r)′{Pθr (r, N̄)−

r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N̄))′

×Wθr−s
(r − s, N̄)−1

× α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N̄)}x(r) ≥ 0. (91)

Note thatx(r) can be selected as any value, so (91) implies
that

Pθr (r, N̄)−

r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N̄))′

×Wθr−s
(r − s, N̄)−1

α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N̄) ≥ 0. (92)

Since the notations defined in (10)-(19) keep invariant for
N owing to the selection ofPθN+1

= 0, i.e.,
Wθt−r

(t− r,N) =Wθt−r−s
(t− r − s,N − s),

T
j

θt−r
(t− r,N) =T

j

θt−r−s
(t− r − s,N − s),

j = 0, 1, · · · , r,

Pθt(t,N) =Pθt−s
(t− s,N − s),

α
r−j+1
θt,θt−j+1

(t, t− j + 1, N)

=α
r−j+1
θt−s,θt−s−j+1

(t− s, t− s− j + 1, N − s),

j = 1, · · · , r,

we obtain (33) from (92) directly. Furthermore, (33) implies
that

Pθt (t,N) ≥

r∑

s=1

(αr−s+1
θt,θt−s+1

(t, t− s+ 1, N))′

×Wθt−s
(t− s,N)−1

× α
r−s+1
θt,θt−s+1

(t, t− s+ 1, N) ≥ 0. (93)

Thus, from (93), one getsPθt(t, N) ≥ 0. Now, (32) is proven.
The proof of Lemma 3 is done.
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F. Proof of Lemma 4
Proof: In order to facilitate the description, we denote

Yθr,θ0(r, 0, N)

,Pθr (r,N)−

r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N))′

×Wθr−s
(r − s,N)−1

α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N).

If Assumption 3 is satisfied, it follows from Lemma 3 that
Yθr,θ0(r, 0, N) ≥ 0 for all N ≥ r. In the sequel, we just need
to show that there existsN0 ≥ r such thatYθr,θ0(r, 0, N0) >
0. Assume this is not valid, and we obtain a non-empty set

XN , {x ∈ R
n : x 6= 0, x′

Yθr ,θ0(r, 0, N)x = 0}.

In light of (90) and (91), we can deduce that
x′Yθr,θ0(r, 0, N)x ≤ x′Yθr ,θ0(r, 0, N + 1)x. Since x is
arbitrary, we obtain thatYθr,θ0(r, 0, N) ≤ Yθr ,θ0(r, 0, N +1).
Then, if x′Yθr,θ0(r, 0, N + 1)x = 0, we can deduce that
x′Yθr,θ0(r, 0, N)x = 0, which implies thatXN+1 ⊂ XN .
Noting that eachXN is non-empty and with finite-dimension,
we can obtain that

1 ≤ · · · ≤ dim(Xr+2) ≤ dim(Xr+1) ≤ dim(Xr) ≤ n. (94)

It follows from (94) that there must exist an integerN1,
such that forN ≥ N1, dim(XN ) = dim(XN1

) and thus
XN = XN1

. It means that
⋂

N≥r XN = XN1
6= ∅.

Therefore, there must exist a nonzero vectorx ∈ XN1
such

that x′Yθr ,θ0(r, 0, N + 1)x = 0 for anyN ≥ r.
Setx(r) = x in (91), and we obtain

S
∗

r =x(r)′{Pθr (r,N)−
r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N))′

×Wθr−s
(r − s,N)−1

× α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N)}x(r)

=0. (95)

It follows from the hypothesisR > 0 andQ = C′C ≥ 0 that
u
∗(t− r) = 0, Cx

∗(t) = 0, r ≤ t ≤ N,N ≥ r.

Then, system (1) becomes as
x
∗(t+ 1) = (Aθ(t) + ωtĀθ(t))x

∗(t),

Cx
∗(t) = 0,∀t ≥ r. (96)

From the observability of (96), we obtain thatx(r) = 0. This
contradicts the factx 6= 0. So there exists someN0 ≥ r such
that Yθr,θ0(r, 0, N0) > 0. This competes the proof of Lemma
4.

G. Proof of Theorem 3

Proof: At the beginning of the derivation, the convergence
of the GCDRE (10)-(15) will be shown.

Let us start by proving thatWθt−r
(t− r,N) andT s

θt−r
(t−

r,N) (s = 0, 1, · · · , r) are convergent. Set
x̄(t) =col{x(t), u(t− 1), · · · , u(t− r)},

Φ̄θt(t) =









Φθt (t) 0 · · · 0 Γθt(t)
0 0 · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I 0









,

∆θt =









Aθt 0 · · · 0 Bθt

0 0 · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I 0









,

∆̄θt =









Āθt 0 · · · 0 B̄θt

0 0 · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0









,

Γ̄ =
[
0 I 0 · · · 0

]′
,

Q̄ =diag{Q,

r blocks
︷ ︸︸ ︷

0, · · · , 0},

P̄θN+1
=diag{PθN+1

,

r blocks
︷ ︸︸ ︷

0, · · · , 0}.

Then, system (1) and index (29) become as
x̄(t+ 1) = Φ̄θt(t)x̄(t) + Γ̄u(t), (97)

J̄ = E{
∞∑

t=0

x̄(t)′Q̄x̄(t) + u(t)′Ru(t)}. (98)

The cost function on finite horizon can be expressed as

J̄N =E{
N∑

t=0

x̄(t)′Q̄x̄(t) + u(t)′Ru(t)

+ x̄(N + 1)′P̄θN+1
x̄(N + 1)}. (99)

The delay-free maximum principle, that is, the necessary
optimality condition for the optimal control of system (97)
with (99), can be stated as

0 =E[Γ̄′
η̄t +Ru(t)|Ht], (100)

η̄t−1 =E[Φ̄θt (t)
′
η̄t + Q̄x(t)|Ht], (101)

η̄N =P̄θN+1
x(N + 1). (102)

Applying (100)-(102) and following a similar derivation as
that of Theorem 2, one gets

u(t) =− Ῡθt(t,N)−1
M̄θt(t,N)x̄(t), (103)

η̄t−1 =P̄θt(t,N)x̄(t), (104)

whereῩθt(t, N), M̄θt(t, N) andP̄θt(t, N) obey the following
difference Riccati equations

Ῡθt(t,N) =Γ̄′Lθt(P̄θt+1
(t+ 1, N))Γ̄ +R, (105)

M̄θt(t,N) =Γ̄′Lθt(P̄θt+1
(t+ 1, N))∆θt , (106)

P̄θt(t,N) =∆′

θtLθt(P̄θt+1
(t+ 1, N))∆θt

+ µ
2∆̄′

θtLθt(P̄θt+1
(t+ 1, N))∆̄θt

+ Q̄− M̄θt (t,N)′Ῡθt(t,N)−1
M̄θt(t,N). (107)

In accordance with the formation ofx̄(t), the partitioned forms
of η̄t−1 and P̄θt(t, N) can be expressed as

η̄t−1

=col{η̄(0)
t−1, η̄

(1)
t−1, · · · , η̄

(r)
t−1},

P̄θt(t,N)

=









P̄
(0,0)
θt

(t,N) P̄
(0,1)
θt

(t,N) · · · P̄
(0,r)
θt

(t,N)

P̄
(1,0)
θt

(t,N) P̄
(1,1)
θt

(t,N) · · · P̄
(1,r)
θt

(t,N)
...

...
. . .

...
P̄

(r,0)
θt

(t,N) P̄
(r,1)
θt

(t,N) · · · P̄
(r,r)
θt

(t,N)









.

From (104), the second component ofη̄t−1 satisfies
η̄
(1)
t−1 =P̄

(1,0)
θt

(t,N)x(t) + P̄
(1,1)
θt

(t,N)u(t− 1)

+ · · ·+ P̄
(1,r)
θt

(t,N)u(t − r). (108)

Meanwhile, (100) can be reduced to
0 = E{η̄(1)

t +Ru(t)|Ht}. (109)

Alternatively, it can be obtained from (4) that
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0 = E{Γθt+r
(t+ r)′ηt+r +Ru(t)|Ht}. (110)

Comparing (109) with (110), we obtain

E{η̄(1)
t |Ht} =E{Γθt+r

(t+ r)′ηt+r|Ht},

=T
0
θt(t,N)x(t) + (Wθt(t,N)−R)u(t)

+
r∑

j=1

T
j

θt
(t,N)u(t− r + j − 1). (111)

Comparing (108) with (111), one has

T
0
θt(t,N) =Lθt(P̄

(1,0)
θt+1

(t+ 1, N))Aθt , (112)

Wθt(t,N)−R =Lθt(P̄
(1,1)
θt+1

(t+ 1, N)), (113)

T
r
θt(t,N) =Lθt(P̄

(1,2)
θt+1

(t+ 1, N)), (114)

...

T
2
θt(t,N) =Lθt(P̄

(1,r)
θt+1

(t+ 1, N)), (115)

T
1
θt(t,N) =Lθt(P̄

(1,0)
θt+1

(t+ 1, N))Bθt . (116)

Note that, in case system (1) is stabilizable (observ-
able, respectively), then the new extended delay-free sys-
tem (97) is stabilizable (observable, respectively) too. With
the stabilization and observability of system (97), we can
obtain that P̄θt(t, N) given in (107) is convergent, i.e.,
limN→∞ P̄l0(t, N) = P̄l0 , l0 = 1, 2, · · · , L, where P̄l0 > 0
is the unique solution to the following coupled algebraic
equations

P̄l0 =∆′

l0
(

L∑

l̃=1

λl0 l̃
P̄l̃)∆l0 + µ

2∆̄′

l0
(

L∑

l̃=1

λl0 l̃
P̄l̃)∆̄l0 + Q̄

− M̄
′

l0
Ῡ−1

l0
M̄l0 , l0 = 1, 2, · · · , L,

Ῡl0 =Γ̄′(

L∑

l̃=1

λl0 l̃
P̄l̃)Γ̄ +R, l0 = 1, 2, · · · , L,

M̄l0 =Γ̄′(
L∑

l̃=1

λl0 l̃
P̄l̃)∆l0 , l0 = 1, 2, · · · , L.

In view of the partitioned form of P̄θt(t, N), we
can obtain that the block matrices̄P (1,0)

θt+1
(t + 1, N),

P̄
(1,1)
θt+1

(t + 1, N), · · · , P̄
(1,r)
θt+1

(t + 1, N) involved in
P̄θt+1

(t + 1, N) are convergent as well. That is
limN→∞ P̄

(1,0)

l̃
(t + 1, N) = P̄

(1,0)

l̃
, limN→∞ P̄

(1,1)

l̃
(t +

1, N) = P̄
(1,1)

l̃
, · · · , limN→∞ P̄

(1,r)

l̃
(t + 1, N) = P̄

(1,r)

l̃
, l̃ =

1, 2, · · · , L. P̄l̃ > 0, l̃ = 1, 2, · · · , L implies that the diagonal
block matrix P̄ (1,1)

l̃
≥ 0, l̃ = 1, 2, · · · , L.

In view of (112)-(116), T 0
θt
(t, N), · · · , T r

θt
(t, N),

Wθt(t, N)−R are convergent, i.e.,
lim

N→∞

T
j

l0
(t,N) = T

j

l0
, l0 = 1, 2, · · · , L, j = 0, 1, · · · , r,

lim
N→∞

Wl0(t,N) = Wl0 , l0 = 1, 2, · · · , L,

andT j
l0
,Wl0 , l0 = 1, 2, · · · , L satisfy the D-GCARE (35)-(39).

Taking the limit on both sides of (113) subject toN , we obtain
that

Wl0 −R =
L∑

l̃=1

λl0,l̃
P̄

(1,1)

l̃
.

SinceP̄ (1,1)

l̃
≥ 0 andR > 0, we obtain thatWl0 > 0 for all

l0 = 1, 2, · · · , L. In addition, from the uniqueness of̄Pl0 , we

know thatT j
l0
,Wl0 , l0 = 1, 2, · · · , L are the unique solutions

to (35)-(39).
The next step is to demonstrate thatPθt(t, N) is convergent.

Without loss of generality, assume that the initializations
u(−i) = 0, i = 1, 2, · · · , d, while x0 is arbitrary. Adding up
(89) from t = 0 to t = N , one gets

VN (0, x0) =

N∑

t=0

[VN (t, x(t))− VN (t+ 1, x(t+ 1))]

=
N∑

t=0

E{x(t)′Qx(t) + u(t− r)′Ru(t− r)

− [u(t− r) +Wθt−r
(t− r,N)−1

× E(α1
θt,θt−r+1

(t, t− r + 1, N)x(t)|Ht−r)]
′

×Wθt−r
(t− r,N)

× [u(t− r) +Wθt−r
(t− r,N)−1

× E(α1
θt,θt−r+1

(t, t− r + 1, N)x(t)|Ht−r)]}. (117)

It follows from (117) that

JN =

N∑

t=0

E{x(t)′Qx(t)}+

N∑

t=r

E{u(t− r)′Ru(t− r)}

=VN(0, x0)−
r−1∑

t=0

E{u(t− r)′Ru(t− r)}

+

r−1∑

t=0

E{[u(t− r) +Wθt−r
(t− r,N)−1

× E(α1
θt,θt−r+1

(t, t− r + 1, N)x(t)|Ht−r)]
′

×Wθt−r
(t− r,N)

× [u(t − r) +Wθt−r
(t− r,N)−1

× E(α1
θt,θt−r+1

(t, t− r + 1, N)x(t)|Ht−r)]}

=E{x′

0Pθ0(0, N)x0}. (118)

From the arbitrariness ofx0, we have
E{x′

0Pθ0(0, N)x0} = J
∗

N ≤ J
∗

N+1 = E{x′

0Pθ0(0, N + 1)x0},

which means thatPl0(0, N) for θ0 = l0 ∈ Θ increases
according toN . Resemble the deduction of (73)-(77) in [46],
it is obtained that there exist constantsλ andc such that

J =
∞∑

t=0

E{x(t)′Qx(t)}+
∞∑

t=r

E{u(t− r)′Ru(t− r)} ≤ 2λcx′

0x0.

Recall that0 ≤ E{x′
0Pθ0(0, N)x0} = J∗

N ≤ J = 2λcx′
0x0,

which means that0 ≤ Pl0(0, N) ≤ 2λcI for θ0 = l0 ∈ Θ.
This shows the boundedness ofPl0(0, N). Together with the
monotonicity ofPl0(0, N), its convergence is obtained. Note
that l0, ld are the realizations ofθt andθt−r, respectively. By
lettingN → ∞ on both sides of (10)-(15), it can be concluded
that Pl0 ,Wlr , and T

j
lr
(j = 0, 1, · · · , r) obey (35)-(39). This

completes the first part of the proof of Theorem 3.
The second stage of the deduction is to show the inequality

(44). In view of Lemma 4, we know that if system (1) is exact
observable, there existsN0 ≥ r such thatYθr,θ0(r, 0, N0) > 0.
Recalling thatYθr,θ0(r, 0, N0) is monotonically increasing on
N , one yields

Pθr −

r∑

s=1

(αr−s+1
θr ,θr−s+1

)′W−1
θr−s

α
r−s+1
θr ,θr−s+1

= lim
N→∞

Yθr,θ0(r, 0, N) ≥ Yθr,θ0(r, 0, N0) > 0.

Therefore, (44) is true. This accomplishes the deduction of
Theorem 3.
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H. Proof of Theorem 4

Proof: (i) Sufficiency: Presume thatPl0 ,Wlr , T
j
lr
(j =

0, 1, · · · , r), and αr−s+1
l0,ls−1

(s = 1, 2, · · · , r) are the solutions
to (35)-(43) such that

Pl0 −
r∑

s=1

(αr−s+1
l0,ls−1

)′W−1
ls

α
r−s+1
l0,ls−1

> 0.

In the next step, we will demonstrate that system (1) is
stabilized by the optimal controller (45). To this end, we define
a new type of Lyapunov function with delayed terms and
jumping parameters

V (t, x(t)) =E{x(t)′Pθtx(t)−
r∑

s=1

x(t)′(αr−s+1
θt,θt−s+1

)′

×W
−1
θt−s

E[αr−s+1
θt,θt−s+1

x(t)|Ht−s]}. (119)

Utilizing (1) and (35)-(43), one has
V (t, x(t))− V (t+ 1, x(t+ 1))

=E{x(t)′Qx(t) + u(t− r)′Ru(t− r)

− [u(t− r) +W
−1
θt−r

E(α1
θt,θt−r+1

x(t)|Ht−r)]
′
Wθt−r

× [u(t− r) +W
−1
θt−r

E(α1
θt,θt−r+1

x(t)|Ht−r)]} (120)

=E{x(t)′Qx(t) + u(t− r)′Ru(t− r)} ≥ 0, (121)

which demonstrates thatV (t, x(t)) monotonically decreasing
aboutt. Furthermore, one yields from (119) that

V (t, x(t))

=E{x(t)′Pθtx(t)

−
r∑

s=1

x(t)′(αr−s+1
θt,θt−s+1

)′W−1
θt−s

α
r−s+1
θt,θt−s+1

x(t)

+

r∑

s=1

[αr−s+1
θt,θt−s+1

x(t)− E(αr−s+1
θt,θt−s+1

x(t)|Ht−s)]
′

×W
−1
θt−s

[αr−s+1
θt,θt−s+1

x(t)− E(αr−s+1
θt,θt−s+1

x(t)|Ht−s)]}

≥E{x(t)′[Pθt −

r∑

s=1

(αr−s+1
θt,θt−s+1

)′W−1
θt−s

α
r−s+1
θt,θt−s+1

]x(t)}

≥0, (122)

which shows thatV (t, x(t)) has a lower bound. From (121)
and (122), we can obtain the convergence ofV (t, x(t)).

Next, letm to be any positive integer. Adding up both sides
of (121) fromt = m+r to t = m+N and matingm → +∞,
one gets

lim
m→∞

m+N∑

t=m+r

E[x(t)′Qx(t) + u(t− r)′Ru(t− r)]

= lim
m→∞

{V (m+ r, x(m+ r))

− V (m+N + 1, x(m+N + 1))} = 0. (123)

Note from (91) that
N∑

t=r

E[x(t)′Qx(t) + u(t− r)′Ru(t− r)]

≥E{x(r)′[Pθr (r,N) −
r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N))′

×Wθr−s
(r − s,N)−1

α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N)]x(r)}.

By a time shift of length ofm, we have

m+N∑

t=m+r

E[x(t)′Qx(t) + u(t− r)′Ru(t− r)]

≥ E{x(m+ r)′[Pθr (r,N)

−

r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N))′

×Wθr−s
(r − s,N)−1

× α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N)]x(m+ r)} ≥ 0. (124)

On the ground of (123), one yields
E{x(m+ r)′[Pθr (r,N)

−

r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N))′

×Wθr−s
(r − s,N)−1

× α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N)]x(m+ r)} = 0. (125)

Based on the exact observability of system (1), we know from
Lemma 4 that there must exist an integerN0 such that

Pθr (r,N0)−

r∑

s=1

(αr−s+1
θr ,θr−s+1

(r, r − s+ 1, N0))
′

×Wθr−s
(r − s,N0)

−1
α
r−s+1
θr ,θr−s+1

(r, r − s+ 1, N0) > 0,

and therefore (125) indicates thatlimm→∞ E[x(m+r)′x(m+
r)] = 0, which shows that (45) stabilizes (1).

The next step is to demonstrate that the cost function (29)
is minimized by (45). Noting from the stabilization of system
(1), we have

lim
t→∞

E{x(t)′Pθtx(t)} = 0. (126)

Alternatively,
0 ≤V (t, x(t))

=E{x(t)′Pθtx(t)−
r∑

s=1

[x(t)′(αr−s+1
θt,θt−s+1

)′]W−1
θt−s

× E[αr−s+1
θt,θt−s+1

x(t)|Ht−s]} ≤ E{x(t)′Pθtx(t)}. (127)

In light of (126) and (127), we havelimt→∞ V (t, x(t)) = 0.
Adding up (120) fromt = r to t = N and lettingN → ∞,
one gets

J =E{
r−1∑

t=0

x(t)′Qx(t) + x(r)′Pθrx(r)

−
r∑

s=1

x(r)′(αr−s+1
θr ,θr−s+1

)′W−1
θr−s

E(αr−s+1
θr ,θr−s+1

x(r)|Hr−s)

+
N∑

t=r

[u(t− r) +W
−1
θt−r

E(α1
θt,θt−r+1

x(t)|Ht−r)]
′

×Wθt−r
[u(t− r) +W

−1
θt−r

E(α1
θt,θt−r+1

x(t)|Ht−r)]}.

(128)

SinceWθt−r
is positive definite, (128) is minimized if and

only if
u(t− r) =−W

−1
θt−r

T
0
θt−r

x(t− r)

−

r∑

j=1

W
−1
θt−r

T
j

θt−r
u(t− 2r + j − 1),

and the relevant optimal cost (46) is now attained.
(ii) Necessity: In view of Theorem 3, if system (1) is mean

square stabilizable, then the condition

Pθt −

r∑

s=1

(αr−s+1
θt,θt−s+1

)′W−1
θt−s

α
r−s+1
θt,θt−s+1

> 0.
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is satisfied. Alternatively, from the derivation process after
(116), we can obtain the uniqueness of the solution to (35)-
(39). This accomplishes the proof of Theorem 4.
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