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#### Abstract

PageRank is an algorithm used in Internet search to score the importance of web pages. The aim of this paper is demonstrate some new results concerning the relationship between the concept of PageRank and automorphisms of a graph. In particular, we show that if vertices $u$ and $v$ are similar in a graph $G$ (i.e., there is an automorphism mapping $u$ to $v$ ), then $u$ and $v$ have the same PageRank score. More generally, we prove that if the PageRanks of all vertices in $G$ are distinct, then the automorphism group of $G$ consists of the identity alone. Finally, the PageRank entropy measure of several kinds of real-world networks and all trees of orders $10-13$ and 22 is investigated.


Keywords: PageRank, eigenvalue, graph automorphism, web page. 2010 AMS: 05C70, 05C07, 05C35, 92E10.

[^0]
## 1. Introduction

The eigenvalues and eigenvectors of the adjacency matrix of a graph offer necessary conditions for a graph to possess certain properties. In particular, they have been found useful in studies of graphs associated with web searches. The world wide web can be modeled as a directed graph in a natural way by interpreting web pages as vertices and links between web pages as directed edges in the graph. This model provides a basis for ranking web pages by means of the PageRank (PR) algorithm. The algorithm was developed by Brin and Page in 1998 [Z].

The PageRank (PR) algorithm provides a mechanism for scoring the importance of web pages. PR has applications in such diverse fields such as neuroscience [32], bioinformatics [16, 30], sports [3, [25], traffic modeling [5, 29], chemistry [ [28] and social network analysis [[22, [23], as well as others [22, [26]. Also, PR has been used extensively for improving the quality of search engines such as google and so forth, see [5]

The research reported here is especially relevant for chemical database applications. Searching for compounds with special properties can be aided by making use of page rank, and the automorphism group is useful for computing page rank. For other possible applications of the results in this paper (see [4]).

In this paper, we establish connections between the PageRank concept and automorphisms of a graph. The motivation to do so is to get deeper insights into graph-theoretical properties of graphs (here symmetry) in conjunction with PR. First, we define the PageRank (PR) vector and show how it can be computed. In Section 3, we establish new results concerning the concept of PageRank and automorphisms of a graph. In section 4, the PageRank entropy measure is defined In other words, analyzing the reported data shows that the PR-entropy measure is not highly correlated with the size of automorphism group and hence it can be regarded as a new measure to study the algebraic properties of the automorphism group.

Finally, in Section 5, we define the notion of a Co-PageRank graph and graphs. The notation used in this paper mainly follows [24].

## 2. PageRank Vector

The following discussion makes use of the model of the web as a directed graph. Let $n$ be the number of all web pages, and suppose $P_{n \times n}$ is the Markov ${ }_{36}$ transitions matrix associated with the web graph defined as follows:

$$
p_{i j}= \begin{cases}\frac{1}{d_{i}} & \text { if page } i \text { and page } j \text { are linked } \\ 0 & \text { otherwise }\end{cases}
$$

${ }_{37}$ where $d_{i}$ is the degree of vertex $i$. In other words, $p_{i j}$ is the probability of navi${ }_{38}$ gating from vertex $i$ to vertex $j$. For a dangling vertex (one with outdegree 0 ), ${ }_{39}$ a zero row appears in the matrix $P$ which violates the condition of a transition 40 matrix. To overcome this violation and obtain a transition matrix, we define ${ }_{41} P+l u^{T}$ where $u$ is the probability distribution vector, $u=[1 / n, 1 / n, \ldots, 1 / n]^{T}$, 42 and $l$ is an $n$-dimensional vector as follows:

$$
l_{i}= \begin{cases}1 & \text { if } i \text { is a dangling node } \\ 0 & \text { otherwise }\end{cases}
$$

A PR vector [24], is an $n$-dimensional vector $\pi$ satisfying the following:

$$
\left\{\begin{array}{c}
\pi^{T}=\pi^{T} \widetilde{G}  \tag{1}\\
\pi^{T} \mathbf{j}=1
\end{array}\right.
$$

where $\widetilde{G}=\alpha\left(P+l u^{T}\right)+(1-\alpha) \mathbf{j} v^{T}, \mathbf{j}=[1,1, \ldots, 1]$ and $\alpha \in(0,1)$ (typically $\alpha=0.85)$. In the present paper, we focus on graphs without dangling vertices.
${ }_{46}$ Hence, the vector $\pi$ can be derived from the following equation:

$$
\begin{equation*}
\pi^{T}=\alpha \pi^{T} P+(1-\alpha) v^{T} \tag{2}
\end{equation*}
$$

47 or equivalently,

$$
\begin{equation*}
\left(I-\alpha P^{T}\right) \pi=(1-\alpha) v \tag{3}
\end{equation*}
$$ example will help to fix ideas.

The Google matrix $\widetilde{G}$ of a directed network is a stochastic square matrix with non-negative matrix elements and the sum of elements in each column being equal to unity. By above notation, the elements of the Google matrix are defined as

$$
\widetilde{G}_{i j}=\alpha P_{i j}+(1-\alpha) \frac{1}{n} .
$$

Proposition 2.1. [24] If $\left\{1, \mu_{2}, \ldots, \mu_{n}\right\}$ are all eigenvalues of transitions matrix $P$, then $\left\{1, \alpha \mu_{2}, \ldots, \alpha \mu_{n}\right\}$ are all eigenvalues of $\widetilde{G}$.

Let $G$ be a graph with adjacency eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$. The graph energy of $G$ is defined as

$$
\mathcal{E}(G)=\sum_{i=1}^{n}\left|\lambda_{i}\right|,
$$

see [14, [19, [20, [2]]. Following Gutman definition, if $\left\{1, \mu_{2}, \ldots, \mu_{n}\right\}$ are all eigenvalues of transitions matrix $P$, then the transition energy can be defined as

$$
\mathcal{E}(P)=\sum_{i=1}^{n}\left|\mu_{i}\right| .
$$

Corollary 2.1. Suppose $G$ is a graph with transitions matrix $P$. Then

$$
\mathcal{E}(\widetilde{G})=\alpha(\mathcal{E}(P)-1)+1 .
$$

Proof. By Proposition [.], the proof is straightforward.
${ }_{55}$ Example 2.1. The following is the adjacency matrix of the graph $G_{1}$ in Figure ${ }_{56}$

$$
A=\left[\begin{array}{lllll}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0
\end{array}\right]
$$

The transition matrix of this graph is

$$
P=\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 / 2 & 1 / 2 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 / 2 & 0 & 1 / 2 & 0 \\
1 / 3 & 0 & 1 / 3 & 0 & 1 / 3 \\
1 / 2 & 0 & 0 & 1 / 2 & 0
\end{array}\right]
$$

${ }_{58}$ With $\alpha=0.85$ Eq. 圆 gives the following linear system

$$
\left\{\begin{array}{rl}
\pi_{1}-\frac{0.85}{3} \pi_{4}-\frac{0.85}{2} \pi_{5} & =0.03  \tag{4}\\
\pi_{2}-\frac{0.85}{2} \pi_{3} & =0.03 \\
-0.85 \pi_{2}+\pi_{3}-\frac{0.85}{3} \pi_{4} & =0.03 \\
-\frac{0.85}{2} \pi_{1}-\left(\frac{0.85}{2}\right) \pi_{3}+\pi_{4}-\left(\frac{0.85}{2}\right) \pi_{5} & =0.03 \\
-\left(\frac{0.85}{2}\right) \pi_{1}-\left(\frac{0.85}{3}\right) \pi_{4}+\pi_{5} & =0.03
\end{array} .\right.
$$

Solving Eq. $\mathbb{Z}^{4}$ we obtain the $P R$ vector of $G_{1}$ :

$$
P R=[0.1918,0.1204,0.2126,0.2834,0.1918] .
$$ $A$ is defined as [27]

$$
\|A\|_{1}=M a x_{j} \sum_{i=1}^{n}\left|a_{i j}\right|
$$

Definition 2.2. The spectral radius $\rho(A)$ of an square matrix $A$ is the largest
66 absolute value of eigenvalues of $A$, see [27].

Theorem 2.1. [1] Let $A$ be an arbitrary square matrix. Then

$$
\rho(A) \leq\|A\|_{1} .
$$

${ }_{68}$ Theorem 2.2. [1]] (Geometric series) Let $A$ be an square matrix. If $\rho(A)<1$, then $(I-A)^{-1}$ exists, and it can be expressed as a convergent series,

$$
\begin{equation*}
(I-A)^{-1}=I+A+A^{2}+\cdots+A^{m}+\cdots=\sum_{k=0}^{\infty} A^{k} \tag{5}
\end{equation*}
$$

70 Lemma 2.1. Let $G$ be a graph of order $n$ and $\pi$ be the $P R$ vector of $G$. The
${ }_{71} P R$ of vertex $v_{i}$ can be determined from the following equation:

$$
\begin{equation*}
\pi_{i}=\frac{(1-\alpha)}{n} \sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t i}^{k} \tag{6}
\end{equation*}
$$

${ }_{72}$ where $\alpha \in(0,1)$ and $P$ is the transition matrix.
${ }^{73}$ Proof. Since $\sum_{i=1}^{n} P_{i j}^{T}=1$, we see that $\left\|P^{T}\right\|_{1}=1$. Consequently, we have
${ }_{74}\left\|\alpha P^{T}\right\|_{1}=\alpha \cdot\left\|P^{T}\right\|_{1}=\alpha<1$. Theorem L.U implies that $\rho\left(\alpha P^{T}\right)<1$, and ${ }_{75}$ Theorem [2.2 implies that the inverse matrix $\left(I-\alpha P^{T}\right)^{-1}$ exists and thus

$$
\begin{equation*}
\left(I-\alpha P^{T}\right)^{-1}=\sum_{k=0}^{\infty}\left(\alpha P^{T}\right)^{k} \tag{7}
\end{equation*}
$$

${ }_{76}$ From Eq. [3 and Eq. $\mathbb{Z}$ we conclude that,

$$
\begin{aligned}
\pi & =(1-\alpha)\left(I-\alpha P^{T}\right)^{-1} v=(1-\alpha)\left(\sum_{k=0}^{\infty}\left(\alpha P^{T}\right)^{k}\right) v \\
& =(1-\alpha)\left(I+\alpha P^{T}+\alpha^{2} P^{T^{2}}+\ldots\right) v
\end{aligned}
$$

Since $\pi_{i}$ is the $i$ th row of the matrix $(1-\alpha)\left(I-\alpha P^{T}\right)^{-1} v$, it is clear that ${ }_{78} \pi_{i}$ is the $i$ th row of column matrix $\frac{(1-\alpha)}{n}\left(I-\alpha P^{T}\right)^{-1} e$. This means that

$$
\begin{equation*}
\pi_{i}=\frac{(1-\alpha)}{n} \sum_{t=1}^{n}\left[\left(I-\alpha P^{T}\right)_{i t}^{-1}\right]=\frac{(1-\alpha)}{n} \sum_{t=1}^{n} \sum_{k=0}^{\infty}\left(\alpha P^{T}\right)_{i t}^{k} \tag{8}
\end{equation*}
$$

79 Hence

$$
\begin{equation*}
\pi_{i}=\frac{(1-\alpha)}{n} \sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t i}^{k} \tag{9}
\end{equation*}
$$

80

83

$$
84
$$
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Proof. Suppose $\sum_{t=1}^{n} P_{t i}^{k}=\sum_{t=1}^{n} P_{t j}^{k}$ and $\alpha \in(0,1)$. Then

$$
\sum_{t=1}^{n} \alpha^{k} P_{t i}^{k}=\sum_{t=1}^{n} \alpha^{k} P_{t j}^{k} \quad(\text { for all } k \in \mathbb{N})
$$

86 and consequently

$$
\sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t i}^{k}=\sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t j}^{k}
$$

87
Eq. 9 implies that

$$
\pi_{i}=\frac{(1-\alpha)}{n} \sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t i}^{k}=\frac{(1-\alpha)}{n} \sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t j}^{k}=\pi_{j}
$$

88 as follows:

$$
94 \quad A=\left[\begin{array}{cccccc}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right], \quad P=\left[\begin{array}{cccccc}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 / 2 & 0 & 0 & 0 & 1 / 2 & 0 \\
0 & 1 / 2 & 0 & 0 & 1 / 2 & 0 \\
0 & 0 & 1 / 3 & 1 / 3 & 0 & 1 / 3 \\
0 & 0 & 0 & 0 & 1 & 0 \\
\hdashline 1 / 2 & 1 / 2 & 4 / 3 & 4 / 3 & 2 & 1 / 3
\end{array}\right] \text {, }
$$

${ }^{9} \quad P^{2}=\left[\begin{array}{cccccc}1 / 2 & 0 & 0 & 0 & 1 / 2 & 0 \\ 0 & 1 / 2 & 0 & 0 & 1 / 2 & 0 \\ 0 & 0 & 2 / 3 & 1 / 6 & 0 & 1 / 6 \\ 0 & 0 & 1 / 6 & 2 / 3 & 0 & 1 / 6 \\ 1 / 6 & 1 / 6 & 0 & 0 & 2 / 3 & 0 \\ 0 & 0 & 1 / 3 & 1 / 3 & 0 & 1 / 3 \\ \hdashline 2 / 3 & 2 / 3 & 7 / 6 & 7 / 6 & 5 / 3 & 2 / 3\end{array}\right]$,
${ }_{96} \quad P^{3}=\left[\begin{array}{cccccc}0 & 0 & 2 / 3 & 1 / 6 & 0 & 1 / 6 \\ 0 & 0 & 1 / 6 & 2 / 3 & 0 & 1 / 6 \\ 1 / 3 & 1 / 12 & 0 & 0 & 7 / 12 & 0 \\ 1 / 12 & 1 / 3 & 0 & 0 & 7 / 12 & 0 \\ 0 & 0 & 7 / 18 & 7 / 18 & 0 & 2 / 9 \\ 1 / 6 & 1 / 6 & 0 & 0 & 5 / 9 & 0 \\ \hdashline-\ldots-12 & 7 / 12 & 22 / 18 & 22 / 18 & 72 / 36 & 5 / 9\end{array}\right]$.

99

The sums of columns 1,2 or 3,4 of $P^{k}($ for all $k)$ are the same, and thus the PR scores of corresponding vertices are the same. This means that

$$
\sum_{t=1}^{6} P_{t 1}^{k}=\sum_{t=1}^{6} P_{t 2}^{k}
$$

## 3. PageRank Vector and Graph Automorphisms

An identity graph or asymmetric graph is a graph whose automorphism group consists of the identity element alone. An example of such a graph is $T_{2}$ shown in Figure 四. Note that all entries of the PR vector $\pi$ of this graph are distinct. The aim of this section is to prove that if the PageRank scores of all vertices are distinct, then the graph must be asymmetric.

Lemma 3.1. Every vertex $v_{i}$ in a regular graph $G$ of order $n$ has $P R$ score $\pi_{i}=\frac{1}{n}$.

Proof. Let $G$ be a regular graph of degree $r$. Then for every vertex $v_{i} \in V(G)$, we have

$$
\sum_{t=1}^{n} P_{t i}=r \cdot \frac{1}{r}=1
$$

and

$$
\sum_{t=1}^{n} P_{t i}^{2}=1 \cdot \frac{1}{r} \cdot r=1
$$

Hence, for each $k \in \mathbb{N}$,

$$
\begin{equation*}
\sum_{t=1}^{n} P_{t i}^{k}=1 \tag{10}
\end{equation*}
$$

Using Eq.

$$
\begin{aligned}
\pi_{i} & =\frac{1-\alpha}{n} \sum_{k=0}^{\infty} \alpha^{k} \sum_{t=1}^{n} P_{t i}^{k} \\
& =\frac{1-\alpha}{n} \sum_{k=0}^{\infty} \alpha^{k}=\frac{1-\alpha}{n}\left(\frac{1}{1-\alpha}\right) \\
& =\frac{1}{n}
\end{aligned}
$$

This completes the proof.

Let $T$ be a tree on $n$ vertices, and denote the degree of a vertex $v$ by $d_{v}$. A non-pendant vertex $v$ of $T$ is adjacent to $d_{v}>1$ vertices in $T$.

Theorem 3.1. Let $i, j$ be two vertices in a graph $G$. If there exists an automorphism $\psi \in \operatorname{Aut}(G)$ such that $\psi(i)=j$, then $\pi_{i}=\pi_{j}$.

Proof. Suppose $N_{i}$ denotes the set of neighbors of vertex $i$, namely $N_{i}=$ $\{t \in V \mid t i \in E\}$, see Figure 5. For every vertex $i_{1}$ in $N_{i}$ there is a vertex
$j_{1} \in N_{j}$ such that $\psi\left(i_{1}\right)=j_{1}$. Since $i_{1}$ and $j_{1}$ are similar, $d_{i_{1}}=d_{j_{1}}$, and $P_{i_{1} i}=\frac{1}{d_{i_{1}}}=\frac{1}{d_{j_{1}}}=P_{j_{1} j}$. Hence,

$$
\sum_{t=1}^{n} P_{t i}=\sum_{t=1}^{n} P_{t j} .
$$

Continuing the method illustrated in Figure ©, for given vertex $i_{2} \in N_{i_{1}}$, there exists a vertex $j_{2} \in N_{j_{1}}$ such that $\psi\left(i_{2}\right)=j_{2}$, since $\psi$ maps the edge $B_{i}$ to $B_{j}$. This implies that $d_{i_{2}}=d_{j_{2}}$ and thus $P_{i_{2} i_{1}}=\frac{1}{d_{i_{2}}}=\frac{1}{d_{j_{2}}}=P_{j_{2} j_{1}}$. Therefore, $\left(P^{2}\right)_{i_{2} i}=\left(P^{2}\right)_{j_{2} j}$ and thus,

$$
\begin{equation*}
\sum_{t=1}^{n} P_{t i}^{2}=\sum_{t=1}^{n} P_{t j}^{2} . \tag{11}
\end{equation*}
$$

In general, we have,

$$
\begin{equation*}
\sum_{t=1}^{n} P_{t i}^{k}=\sum_{t=1}^{n} P_{t j}^{k} \quad(k \in N) . \tag{12}
\end{equation*}
$$

From Eq. $\mathbb{2}$ and Theorem [2] it follows that $\pi_{i}=\pi_{j}$, and the assertion is proved.

Theorem [2] says that if an automorphism maps a vertex $x$ to vertex $y$, they must have the same PR score. However, the converse does not hold. A counterexample is the Frucht graph shown in Figure []. The Frucht graph is regular of degree 3 with 12 vertices and 18 edges and is asymmetric, see [ [ 3 ]. Since it is a regular graph, Lemma shows the PR-vector is $[1 / 12, \ldots, 1 / 12]$, while the automorphism group of this graph consists of the identity element alone.

In what follows, we prove that a graph whose vertices have distinct PageRank scores is asymmetric. First, consider the following example.

Example 3.1. The following is the adjacency matrix of the tree $T_{2}$ shown in Figure [ 주:

$$
A=\left[\begin{array}{lllllll}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

${ }^{141}$ In the matrix $P$ associated with $A$, the sums of 4 th and 7 th columns are equal,
${ }_{142}$ but in $P^{2}$ and $P^{3}$ these column sums are not equal.
$143 \quad P=\left[\begin{array}{ccccccc}0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 / 3 & 0 & 1 / 3 & 0 & 1 / 3 & 0 & 0 \\ 0 & 1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 / 2 & 0 & 0 & 0 & 1 / 2 & 0 \\ 0 & 0 & 0 & 0 & 1 / 2 & 0 & 1 / 2 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ \hdashline-\cdots-1 / 3 & 2 & 4 / 3 & 1 / 2 & 5 / 6 & 3 / 2 & 1 / 2\end{array}\right]$,
$144 \quad P^{2}=\left[\begin{array}{ccccccc}1 / 3 & 0 & 1 / 3 & 0 & 1 / 3 & 0 & 0 \\ 0 & 2 / 3 & 0 & 1 / 6 & 0 & 1 / 6 & 0 \\ 1 / 6 & 0 & 2 / 3 & 0 & 1 / 6 & 0 & 0 \\ 0 & 1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 \\ 1 / 6 & 0 & 1 / 6 & 0 & 5 / 12 & 0 & 1 / 4 \\ 0 & 1 / 4 & 0 & 0 & 0 & 3 / 4 & 0 \\ 0 & 0 & 0 & 0 & 1 / 2 & 0 & 1 / 2 \\ \hdashline-\ldots-12 & 7 / 12 & 7 / 6 & 4 / 6 & 17 / 12 & 11 / 12 & 3 / 4\end{array}\right]$,

$$
{ }^{1} 45 \quad P^{3}=\left[\begin{array}{ccccccc}
0 & 2 / 3 & 0 & 1 / 6 & 0 & 1 / 6 & 0 \\
2 / 9 & 0 & 5 / 6 & 0 & 11 / 36 & 0 & 1 / 12 \\
0 & 7 / 12 & 0 & 1 / 3 & 0 & 1 / 12 & 0 \\
1 / 6 & 0 & 2 / 3 & 0 & 1 / 6 & 0 & 0 \\
0 & 11 / 24 & 0 & 1 / 12 & 0 & 11 / 24 & 0 \\
1 / 12 & 0 & 1 / 12 & 0 & 11 / 24 & 0 & 3 / 8 \\
0 & 1 / 4 & 0 & 0 & 0 & 3 / 4 & 0 \\
\hdashline 17 / 36 & 47 / 24 & 19 / 12 & 7 / 12 & 67 / 72 & 35 / 24 & 11 / 24
\end{array}\right] .
$$

On the other hand, we have,

$$
\sum_{t=1}^{7} P_{t 4}=\sum_{t=1}^{7} P_{t 7},
$$

$$
\sum_{t=1}^{7} P_{t 4}^{2} \neq \sum_{t=1}^{7} P_{t 7}^{2} \quad \text { and } \quad \sum_{t=1}^{7} P_{t 4}^{3} \neq \sum_{t=1}^{7} P_{t 7}^{3}
$$

The graph $T_{2}$ has no vertices for which corresponding column sums are the same. This means that their PR scores are not equal and the entries of the PR vector are all distinct. Finally, the PR vector of this tree is

$$
\pi^{T}=[0.0878,0.2343,0.1660,0.0920,0.1592,0.1680,0.0928]
$$

On the other hand, the automorphism group of $T_{2}$ consists of the identity element alone.

Corollary 3.1. Let $G$ be a graph. If the $P R$ scores of all the vertices are distinct, then $G$ is asymmetric.

Proof. For two arbitrary vertices $u, v \in V(G)$, if $\pi_{u} \neq \pi_{v}$, then by Theorem [... there is no an automorphism that maps $u$ to $v$ and the assertion follows.

Corollary 3.2. Let $T$ be a tree in which no two pendant vertices have the same $P R$ scores. Then the automorphism group of $T$ consists of the identity element alone.

Proof. For the non-identity automorphism $\psi$ of $\operatorname{Aut}(T)$, there are at least two pendant vertices $i, j$ such that $\psi(i)=j$ and thus $\pi_{i}=\pi_{j}$. But the pendant vertices have different PR scores from which the result follows.

Definition 3.1. Let $G$ be a graph with automorphism group Aut $(G)$, and denote the orbit of a vertex $u \in V(G)$ by $u^{\operatorname{Aut(G)}}$ or $[u]$. Note that $u^{\operatorname{Aut}(G)}$ is the set $\{\alpha(u): \alpha \in \operatorname{Aut}(G)\}$.

A graph $G$ is called vertex-transitive, if it has exactly one orbit. In other words, for any two vertices $u, v \in V(G)$, there is an automorphism $\alpha \in \operatorname{Aut}(G)$ such that $\alpha(u)=v$.

The PR complexity, $P R_{C}(G)$, is the number of different values of PR vector.

Theorem 3.2. Let $V_{1}, V_{2}, V_{3}, \ldots, V_{k}$ be all the orbits of $\operatorname{Aut}(G)$. Then for two vertices $x, y \in V_{i}(1 \leqslant i \leqslant k), \pi_{x}=\pi_{y}$. In particular, if $G$ is vertex-transitive, then $P R_{C}(G)=1$.

Proof. If two vertices are in the same orbit, there is an automorphism mapping one to the other. The assertion follows from Theorem [3.].

Corollary 3.3. Let $\# O$ be the number of distinct orbits of a graph $G$. Then

$$
P R_{C}(G) \leq \# O
$$

An illustration of this corollary is given by the tree $T_{1}$ shown in Figure This graph has four orbits $\{1,2\},\{3,4\},\{5\}$ and $\{6\}$. By Theorem [3.2, $\pi_{1}=\pi_{2}$ and $\pi_{3}=\pi_{4}$. This means that the PR vector $\pi$ has at most four distinct entries.

Example 3.2. Suppose $t$ denotes the number of orbits of graph $G$. It should be noted here that there are graphs with $k<t$. For example consider the graph $K$ in Figure 圆. This graphs has three orbits while $k=2$, the vertices in an orbit are colored by the same colors.

This example shows that determining graphs with $k=t$ is a hard task. We Solve this problem for graphs with exactly two orbits.

Corollary 3.4. Let $G$ be an edge-transitive graph. Then either $G$ is a regular graph or $k=2$.

Example 3.3. Consider the complete graph $K_{m, n}(m \neq n)$. It is a well-known fact that $K_{m, n}$ has two orbitse. Since, $m \neq n$, by Theorem [.3.3, we obtain $k=2$. In addition, the matrix $P$ associated to the adjacency matrix of $G$ is

$$
P=\left(\begin{array}{cc}
0_{n \times n} & \frac{1}{m} \mathbf{j}_{n \times m} \\
\frac{1}{n} \mathbf{j}_{m \times n} & 0_{m \times m}
\end{array}\right)
$$

Hence,

$$
\operatorname{Spec}(P)=\{-1,0,0, \ldots, 0,1\}
$$

and thus for the Google matrix, we have

$$
\operatorname{Spec}(\widetilde{G})=\{1,0,0, \ldots, 0,-\alpha\}
$$

Lemma 3.2. The connected graph $G$ is regular if and only if $\pi=\lambda \mathbf{j}$, where $\lambda \in \mathbb{R}$.

Proof. If $G$ is regular, then by Lemma [3.1, $\pi=\frac{1}{n} \mathbf{j}$. Conversely, if $\pi=\lambda \mathbf{j}$ for a scaler $\lambda \in \mathbb{R}$, then all entries of $\pi$ are the same. Since for two vertices $v_{i}$ and $v_{j}$, we have

$$
\pi_{i}-\pi_{j}=\alpha\left(\frac{\pi_{j}}{d_{j}}-\frac{\pi_{i}}{d_{i}}\right)
$$

necessarily $d_{i}=d_{j}$ and thus the graph is regular.

Theorem 3.3. Let $G$ be a graph with two distinct orbits. Then either $G$ is a regular graph or $k=2$.

Proof. Since $G$ has two orbits, it follows that $k \leq 2$. If $k \neq 2$, then by Lemma 3.2, $G$ is regular. This completes the proof.

Example 3.4. Let $S_{n}$ denotes to the star graph with $n$ vertices. The bistar graph $B_{m, n}$ is a graph obtained from union of $S_{n+1}$ and $S_{m+1}$ by joining their central vertices. For the star graph, we obtain

$$
P\left(S_{n+1}\right)=\left(\begin{array}{cc}
0_{1 \times 1} & \frac{1}{n} \mathbf{j}_{1 \times n} \\
\mathbf{j}_{n \times 1} & 0_{n \times n}
\end{array}\right)
$$

This yields that $P R=\left[\pi_{1}, \pi_{2}, \ldots, \pi_{2}, \pi_{2}\right]$, where $\pi_{1}=\left(\frac{1-\alpha}{n+1}+\alpha\right) \times \frac{1}{1+\alpha}$ and $\pi_{2}=\frac{n+\alpha}{n(n+1)(1+\alpha)}$. Also, for the bistar graph, it yields

$$
P\left(B_{m, n}\right)=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B} \\
\mathcal{B}^{T} & \mathcal{C}
\end{array}\right)
$$

where $\mathcal{C}=\mathbf{0}_{m+n}$,

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & \frac{1}{n+1} \\
\frac{1}{m+1} & 0
\end{array}\right), \text { and } \mathcal{B}=\left(\begin{array}{cc}
\frac{1}{n+1} \mathbf{j}_{1 \times n} & \mathbf{0}_{1 \times m} \\
\mathbf{0}_{1 \times n} & \frac{1}{m+1} \mathbf{j}_{1 \times m}
\end{array}\right)
$$

Lemma 3.3. Let $G$ be a graph and $i, j$ be two distinct vertices having the same neighbors. Then $\pi_{i}=\pi_{j}$.

Proof. Two following cases hold:
a) Suppose vertices $i$ and $j$ are adjacent. According to the definition of PR score, we have,

$$
\pi_{i}=\alpha \sum_{k \in N_{i}-\{j\}} \frac{\pi_{k}}{d_{k}}+\alpha \frac{\pi_{j}}{d_{j}}+\frac{1-\alpha}{n}
$$

and

$$
\pi_{j}=\alpha \sum_{k \in N_{j}-\{i\}} \frac{\pi_{k}}{d_{k}}+\alpha \frac{\pi_{i}}{d_{i}}+\frac{1-\alpha}{n}
$$

Thus

$$
\pi_{i}-\pi_{j}=\alpha\left(\frac{\pi_{j}}{d_{j}}-\frac{\pi_{i}}{d_{i}}\right)
$$

and therefore

$$
\pi_{i}\left(1+\frac{\alpha}{d_{i}}\right)=\pi_{j}\left(1+\frac{\alpha}{d_{j}}\right)
$$

Since $\left|N_{i}\right|=\left|N_{j}\right|$, we have $d_{i}=d_{j}$ which implies $\pi_{i}=\pi_{j}$.
b) Now suppose $i$ and $j$ are not adjacent. Then $\pi_{i}=\alpha \sum_{k \in N_{i}} \frac{\pi_{k}}{d_{k}}+\frac{(1-\alpha)}{n}$ and $\pi_{i}=\pi_{j}$.

Proof. Suppose to the contrary that $N_{j} \subseteq N_{i}$. Hence, we obtain

$$
\pi_{j}=\alpha \sum_{k \in N_{j}} \frac{\pi_{k}}{d_{k}}+\frac{1-\alpha}{n} \leq \alpha \sum_{k \in N_{i}} \frac{\pi_{k}}{d_{k}}+\frac{1-\alpha}{n}=\pi_{i}
$$

217 a contradiction.

Proof. Clearly $d_{j} \geq 2$ and thus $-\frac{1}{d_{j}} \geq-\frac{1}{2}$. This implies

$$
\begin{equation*}
\left(\pi_{i}-\frac{1}{d_{j}} \pi_{j}\right) \geq\left(\pi_{i}-\frac{1}{2} \pi_{j}\right) \tag{13}
\end{equation*}
$$

${ }_{221}$ From the definition of PR and Eq. [.3], we have

$$
\begin{aligned}
\pi_{j}=\alpha\left(\frac{\pi_{i}}{1}\right)+\alpha\left(\sum_{k \in N_{j}} \frac{\pi_{k}}{d_{k}}\right)+\frac{1-\alpha}{n}, \quad \pi_{i}=\alpha\left(\frac{\pi_{j}}{d_{j}}\right)+\frac{1-\alpha}{n} \\
\quad k \neq i
\end{aligned}
$$
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Hence

$$
\begin{gathered}
\pi_{j}-\pi_{i}=\alpha\left(\pi_{i}-\frac{1}{d_{j}} \pi_{j}\right)+\alpha \sum_{k \in N_{j}} \frac{\pi_{k}}{d_{k}}+\left(\frac{1-\alpha}{n}-\frac{1-\alpha}{n}\right) \\
\quad \begin{array}{l}
k \neq i \\
\\
\geq \alpha\left(\pi_{i}-\frac{1}{2} \pi_{j}\right)+\alpha \sum_{k \in N_{j}} \frac{\pi_{k}}{d_{k}} \\
\quad k \neq i \\
=\alpha\left(\pi_{i}-\pi_{j}\right)+\frac{1}{2} \alpha \pi_{j}+\alpha \sum_{\quad} \frac{\pi_{k}}{d_{k}} \\
\quad k \neq N_{j}
\end{array} \\
>\alpha\left(\pi_{i}-\pi_{j}\right)+\frac{1}{2} \alpha \pi_{j},
\end{gathered}
$$

and thus

$$
\begin{equation*}
\left(\pi_{j}-\pi_{i}\right)>\frac{\frac{1}{2} \alpha \pi_{j}}{1+\alpha}>0 \tag{14}
\end{equation*}
$$

## 4. Graph Entropy Measure

The general Shannon entropy [5] is defined by $I(p)=-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right)$ for finite probability vector $p$ and the symbol $\log$ is the logarithm on the basis 2 . Let $\Lambda=\sum_{j=1}^{n} \Lambda_{j}$ and $p_{i}=\Lambda_{i} / \Lambda,(i=1,2, \ldots, n)$. Generally, the entropy of an $n$-tuple $\left(\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{n}\right)$ of real numbers is given by

$$
\begin{equation*}
I\left(\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{n}\right)=\log \left(\sum_{i=1}^{n} \Lambda_{i}\right)-\sum_{i=1}^{n} \frac{\Lambda_{i}}{\sum_{j=1}^{n} \Lambda_{j}} \log \Lambda_{i} \tag{15}
\end{equation*}
$$

There are many different ways to associate an $n$-tuple $\left(\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{n}\right)$ to
 due to PageRank vector [15] is defined as

$$
\begin{equation*}
I_{\pi}(G)=\log \left(\sum_{i=1}^{n} \pi_{i}\right)-\sum_{i=1}^{n} \frac{\pi_{i}}{\sum_{j=1}^{n} \pi_{j}} \log \pi_{i} \tag{16}
\end{equation*}
$$

This phrase reduces the complexity of the graph $G$ into a single quantity: $I_{\pi}(G)$ bits of information. This means that the PR-entropy $I_{\pi}$, forms a simple and graceful discriminant statistic for determining the topology of a graph. This metric is the subject of the present section. The entropy function maximizes the freedom in choosing the $p_{i j}$ 's. The theory tell us that the entropy function gives the best unbiased probability assignment to the variables given the restriction.

Example 4.1. Consider the Karate graph $\mathcal{K}$ [31] as depicted in Figure [10. It has 34 vertices and 78 edges and the PageRank vector is as follows:

$$
\begin{aligned}
\pi=[ & 0.097,0.053,0.057,0.036,0.022,0.029,0.029,0.024,0.029,0.014,0.022, \\
& 0.009,0.015,0.029,0.014,0.014,0.017,0.014,0.014,0.019,0.014,0.015, \\
& 0.014,0.031,0.021,0.021,0.015,0.026,0.019,0.026,0.025,0.037,0.072, \\
& 0.101] .
\end{aligned}
$$

The interpretation of $\pi_{1}=0.097$ is that 9.7 percent of the time the random surfer visits page 1. Therefore, the pages in this tiny web can be ranked by their importance. Hence, page 34 is the most important page and page 12 by $\pi_{12}=0.009$ is the least important page, according to the PageRank definition of importance. Also its $P R$-entropy is $I_{\pi}(\mathcal{K})=4.78$.

Example 4.2. Consider the graph $\mathcal{G}$ as depicted in Figure [1]. It presents a typical arrangement of symmetric subgraphs found in many real world networks. It has 33 vertices and 37 edges. The PageRank vector is as follows:

$$
\begin{aligned}
\pi=[\quad & 0.04,0.031,0.018,0.031,0.018,0.064,0.031,0.031,0.031,0.04,0.031, \\
& 0.016,0.018,0.035,0.027,0.075,0.017,0.017,0.017,0.017,0.045,0.046, \\
& 0.037,0.015,0.037,0.015,0.04,0.046,0.046,0.017,0.017,0.017,0.017] .
\end{aligned}
$$

The $P R$-entropy for graph $\mathcal{G}$ is $I_{\pi}(\mathcal{G})=4.89$.
In continuing, five classes of trees of orders 10-13, and 22, were choosen and the results indicated a weak correlation between $|A u t(G)|$ and $I_{\pi}(G)$. These values are given in Figures [19,15, Figure 14, 10.5, and Figure 10. In other words,
analyzing the reported data shows that the $P R$-entropy measure is not highly correlated with the size of automorphism group and hence it can be regarded as a new measure to study the algebraic properties of the automorphism group.

It is clear that if in the Shannon entropy definition, all $p_{i}$ 's are equal, then $I_{\pi}$ achieves the maximum value which is $\log (n)$. By Lemma $[2]$, if $G$ is regular, then $I_{\pi}=\log (n)$. Graphs with minimum value of PR-entropy are more difficult to characterize. We conjecture that for a given number $n$, the star graph $S_{n}$ has the minimum PR-entropy. To do this, three classes of graphs, namely all graphs of orders 5-6 and all trees of order 12 were choosen and the results confirm our following conjecture.

Conjecture 4.1. Among all connected graphs on $n$ vertices, the star graph $S_{n}$ has the minimum value of PR-entropy.

In [IT], it is proved that if $T$ is a tree with two orbits and $n \geq 3$ vertices, then $T$ is isomorphic with either the star graph $S_{n}$ or bistar graph $B_{m, m}$. By Example [3.4, we conclude the following result.

Theorem 4.1. Let $T$ be a tree with two orbits and $n \geq 3$ vertices. Then one of the following cases hold:
i) $T \cong S_{n}$ and $I_{\pi}(T) \approx 0.55 \log n+0.91$.
ii) $T \cong B_{m, m}$ and $I_{\pi}(T) \approx 0.6 \log n+0.93$.

Many networks can be modeled as a star graph. For example, an inwardly directed star graph may be used to represent retweet activity on Twitter and an outwardly directed star graph can be used to represent a hub authority. One may see that the star graph is a special case of $G+\{u\}$ in which $G$ is a vertextransitive graph. Here, we explain how one can the PR-vector of $G+\{u\}$ by having the PR-vector of $G$.

Lemma 4.1. Let $G$ be an r-regular graph on $n$ vertices. Then the PageRank vector of graph $G+\{u\}$ is $\pi=\left[\pi_{1}, \ldots, \pi_{n}, \pi_{n+1}\right]$, where $\pi_{n+1}=\left(\frac{1-\alpha}{n+1}+\frac{\alpha}{r+1}\right) \times$ $\left(\frac{r+1}{\alpha+r+1}\right)$ and $\pi_{1}=\ldots=\pi_{n}=\frac{1-\pi_{n+1}}{n}$.

Proof. Suppose $G$ is a regular graph with $P(G)$ associated to its adjacency matrix. For an arbitrary vertex $u$, the matrix $\widetilde{P}=P(G+\{u\})$ can be regarded as follows:

$$
\widetilde{P}=\left(\begin{array}{cc}
\frac{1}{r+1} A & \frac{1}{r+1} \mathbf{j}_{n \times 1} \\
\frac{1}{n} \mathbf{j}_{1 \times n} & 0_{1 \times 1}
\end{array}\right)
$$

where $A$ is the adjacency matrix of $G$. By replacing $\widetilde{P}$ with $P$ in Eq. [3 the result follows.

## 5. Co-PageRank Graphs

There exist non-isomorphic graphs with the same PR vectors; these graphs are said to be Co-PageRank (or Co-PR). For example, the two graphs $G$ and $H$ shown in Figure $\boldsymbol{\nabla}$ have the same PR-vector, namely,
[ $0.185065,0.185065,0.129870,0.185065,0.185065,0.129870]$.
but they are not isomorphic. In general, suppose $\alpha=\alpha_{1}, \cdots, \alpha_{n}$ and $\beta=$ $\beta_{1}, \cdots, \beta_{n}$ the PR vectors of two graphs $G$ and $H$, respectively, where $\alpha_{1} \leq$ $\alpha_{2} \leq \cdots \leq \alpha_{n}$ and $\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{n}$. If $\alpha=\beta$, then $G$ and $H$ are Co-PR; if, on the other hand, $\alpha$ and $\beta$ differ in at least one entry, then $G$ and $H$ are non-Co-PR. Two graphs $G$ and $H$ are completely non-Co-PR if for each $i$ $(1 \leq i \leq n) \alpha_{i} \neq \beta_{i}$. For example, the two graphs $L$ and $K$ shown in Figure $\mathbb{Q}$, are non-Co-PR, with

$$
\begin{aligned}
& P R(L)=[0.143736,0.209536,0.143736,0.209536,0.146727,0.146727] \\
& P R(K)=[0.161121,0.237500,0.177757,0.100546,0.161121,0.161954]
\end{aligned}
$$

We end this paper with the following conjecture.
Conjecture 5.1. Suppose $G$ and $H$ are two non-Co-PR graphs. Then for each vertex $u \in V(G)$ and each vertex $v \in V(H), \pi_{u} \neq \pi_{v}$. More generally $G$ and $H$ are completely non-Co-PR.

## Conclusion

In this paper, we have investigated the relationship between the concept of PageRank and automorpisms of a graph. In particular, we proved that if the pendant vertices of a tree $T$ have distinct PRs, then $T$ is asymmetric. Results regarding symmetry relations for trees as well as graphs can be useful to design new graph measures. Moreover, we established conditions for which two distinct vertices of a graph have the same PageRank. The main result in this paper is that two vertices in the same orbit have the same PR score. As future work, we hope to determine the structure of automorphism groups of well-known graphs in terms of PR vectors.
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Figure 1: Graph $G_{1}$ in Example 区.


Figure 2: The tree $T_{1}$ in Example [2.2.


Figure 3: The graph $K$ with three orbits and $k=2$.


Figure 4: The tree $T_{2}$ in Example [.].


Figure 5: The neighbors of two adjacent vertices $i, j$.


Figure 6: The neighbors of neighbors of vertices $i, j$.


Figure 7: The Frucht graph.


Figure 8: Two Co-PR graphs.


Figure 9: Two non-Co-PR graphs.


Figure 10: Zachary's Karate graph $\mathcal{K}$.


Figure 11: The graph $\mathcal{G}$.


Figure 12: All trees of order 10. The correlation between $|A u t(T)|$ and $I_{\pi}(T)$ is -0.60 .

Figure 13: All trees of order 11. The correlation between $|A u t(T)|$ and $I_{\pi}(T)$ is -0.50 .


Figure 14: All trees of order 12. The correlation between $|A u t(T)|$ and $I_{\pi}(T)$ is -0.34 .


Figure 15: All trees of order 13. The correlation between $|A u t(T)|$ and $I_{\pi}(T)$ is -0.46 .


Figure 16: All trees of order 22. The correlation between $|A u t(T)|$ and $I_{\pi}(T)$ is -0.29 .


Figure 17: The value of $I_{\pi}(T)$ for a star graph with at most 872 vertices.


Figure 18: The value of $I_{\pi}(T)$ for a bistar graph with at most 467 vertices.
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