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Abstract

According to the UN’s sustainability goals, hunger should have been eradicated by
2030, but the number is going the wrong way, with around 800 million people who
suffer from undernourishment in 2022. Therefore, there is a pressing need to pro-
duce more food with fewer resources while minimizing crop losses. A combination
of remote sensing and deep learning can contribute to more efficient phenotyping of
plants. Aerial photography is an excellent alternative to traditional manual or mech-
anical plant health assessments. By applying remote sensing technologies, drones
are now economically feasible to capture multispectral images of fields. The use of
deep learning algorithms, such as Convolutional Neural Networks (CNNs), allows
for the simultaneous analysis of large areas, significantly saving time. This research
examines multispectral unmanned aerial vehicle imagery to extract essential features
for wheat yield prediction in wheat breeding programs in NMBU at Ås. The thesis
dataset comprises two fields with crops, each with eight multispectral images for
each field, with five bands each (red, green, blue, near-infrared, and red-edge).

In this thesis, two simple CNN models with different architectures were utilized.
The different combinations of datasets were trained using the two CNN architectures.
The most effective model was the model, which included additional variables, such as
days to heading and fertilization level, has enhanced the model’s predictive accuracy.
This thesis employs a CNN to predict grain yield by utilizing all spectra recorded
for each plot. The results suggest that this approach is satisfactory when predicting
wheat grain yield.

Unlike similar studies, this thesis takes a different approach by utilizing the entire
plot as a multispectral image, which allows for extracting all spectra recorded for
each plot. Previous studies have used the median value of the plots to make predic-
tions and have not incorporated CNN as part of their methodology. The resultant
CNN model achieved an R2 score of 0.885.
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Chapter 1
Introduction

1.1 Background and Motivation

According to the UN’s sustainability goals, hunger should have been eradicated by 2030,
but the numbers are going the wrong way. It is around 800 million people who suffer from
undernourishment in 2022, which is 150 million more than before the covid-19 pandemic
[1]. In addition to more people suffering from hunger, the projections are that the world’s
population will exceed 10 billion in 2050 [2]. There is a pressing need to produce more
food with fewer resources while minimizing crop losses. Wheat, the most widely used crop
providing approximately 20% of the world’s food calories and proteins, is essential in this
regard [3]. However, farmers face increasing challenges due to extreme climate changes,
which necessitates the development of wheat varieties that can thrive in a broader range
of environments, including warmer and more humid conditions [4]. By providing detailed
information about wheat phenotypes under different conditions, aerial photograph-based
can contribute to the development of more resilient and productive wheat varieties, ulti-
mately helping to address global food security challenges.

Phenotyping is the comprehensive characterization of an organism’s observable traits from
genetic and environmental interactions. Recent advances in remote sensing technologies
have enabled scientists to use aerial photographs to perform high-throughput phenotyp-
ing of crops such as wheat [5]. By extracting detailed morphological and physiological
information from these images, researchers can gain insights into plant growth and devel-
opment, ultimately leading to improved crop management practices and increased yields.
Following the forecast for 2050, the demand for grain will increase from 2.1 billion tonnes
in 2009 to around 3 billion tonnes [6]. It is recommended to increase cereal output by
over one billion tonnes annually. It would also be essential to produce the foods necessary
to provide nutrition security and adequately feed the world’s population [4]. Traditional
phenotyping methods involve manual observation of the crops, which may harm the crops
and soil. A great alternative to manual or mechanical plant health assessments is aerial
photography. Using aerial imagery will significantly decrease the amount of time it takes
to scan a single grain of wheat and also decrease the number of crops that are damaged.
Aerial images provide an opportunity to create and test new technologies for image pro-
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Background and Motivation

cessing and genomic production, enabling a more accurate selection of new plant cultivars
[7].

Since remote sensing technologies have advanced so quickly over the years, they are now
economically feasible, making it easier for more individuals to utilize, i.e., drones to take
multispectral images (MSI) of their fields [8, 9]. The use of deep learning models to
quickly analyze MSI has also been a notable advancement in machine learning. There are
various methods for spectral image analysis. One approach is to utilize a Convolutional
Neural Network (CNN) as a method, where an image is processed to identify and capture
the significant characteristics for predicting grain yield and other related factors.

Deep learning offers a powerful tool for quickly analyzing large data volumes, for example,
large areas of crops. Combining remote sensing and deep learning can save time and
reduce the need for destructive manual or mechanical assessments. Because it is possible
to analyze large areas at once. As mentioned earlier, to make agricultural and phenotyping
more efficient, new methods are required, i.e., to check larger fields for diseases without
destroying the fields.

Deep learning and spectral images make it possible to phenotype wheat securely. Initially,
photographs are captured of the fields, which are then used to create a model and train
on labeled data to detect patterns in the plants. In order to accomplish this task, a deep-
learning algorithm called CNN is employed, specifically designed for processing digital
images. With the help of MSI, CNN can extract information about chemical materials
and use them to calculate Normalized Difference Vegetation Index (NDVI), Enhanced
Vegetation Index (EVI), MERIS Terrestrial Chlorophyll Index (MTCI) or other valuable
indexes to estimate the plants’ health.

This thesis is a part of the Phenocrop project, funded by the Research Council of Norway.
One of the project’s goals is to speed up plant breeding by utilizing high-throughput
phenotyping. This thesis aims to predict the grain yield for the plots grown at Ås,
Vollebekk. The deep learning technique of CNN will be utilized to solve this problem. In
2019, the Phenocrop project replaced the vPheno (virtual phenomics) project, initiated
in 2017. It took over its objectives. One particular purpose in acquiring image data from
wheat fields is to estimate the grain yield for various types of wheat grown in diverse
environments, which is particularly crucial as wheat is an essential staple crop. Over the
past few years, multispectral images of wheat fields have been collected. These images
give farmers valuable information regarding grain yield and their fields’ maturity days.
Such information aids farmers in making informed management decisions at the farm level
[10].

Since 2017, the Phenocrop project has been collecting data to explore various techniques
for phenotyping. Shafiee et al. [11] and Ijaz et al. [12] have conducted phenotyping using
mean values for the spectra of each plot. In their study, Shafiee et al.[11] compared the
outcomes using LASSO regressor with an internal feature selector and Support Vector
Regression (SVR) in combination with Sequential Forward Selection (SFS) to predict
grain yield. By combining models based on all indices and dates, up to 92% of the
variance in grain yield of the test set could be explained.

The crops used in this thesis were previously studied by both Shafiee et al. [11] and Ijaz
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et al. [12], who made predictions about their grain yield. Ijaz also included weather data
to see if it helps the machine learning model to predict the amount of grain yield.

This thesis differs from previous methods as it utilizes a CNN to forecast grain yield by
utilizing all spectra obtained for each plot, unlike the previous method. Additionally, the
images used in this thesis were captured in 2022, while the previous research relied on
images taken in 2018 and 2019.

1.2 Objectives

This thesis aims to address the feasibility of predicting grain yield for wheat plots from
multispectral images by developing a CNN regression model. The objective of this thesis
can be summarized in two questions:

1. Does utilize all spectra recorded for each plot instead of the median value
enhance the effectiveness of a CNN for gaining deeper insights into a data
set?

2. How does incorporating days to heading (DH) and fertilization level as vari-
ables affect the performance of models when predicting grain yield?

The findings of this research will contribute to the understanding of the feasibility and ef-
fectiveness of utilizing multispectral images and CNN regression for grain yield prediction
and have the potential to inform decision-making in agriculture.

1.3 Structure

The structure of this thesis is outlined as follows: Section 2 will provide a comprehensive
overview of the theory and background of spectral imaging and machine learning models.
Section 3 will detail the selection and description of the multispectral image datasets, as
well as the implementation and training of the models. The results and a short discussion
for each model will be presented in Section 4, while Section 5 and 6 will discuss and
summarize the findings. The appendix contains a table of program and Python modules
utilized in this thesis. The source code for this thesis are listed in Appendix A.

Page 3 of 63



Chapter 2
Theory

This chapter will provide the fundamental theory of plants, which is crucial for a com-
prehensive understanding of the project presented in this thesis. Additionally, the theory
behind the machine and deep learning techniques employed for spectral image analysis
will be explored.

2.1 Remote Sensing

Remote sensing is obtaining information about objects on the earth’s surface without
physical contact, as shown in Figure 2.1.1. Remote sensing is done by analyzing signals,
like optical, acoustical, or microwave, that travel between the object and the vehicle used
for remote sensing [13]. There are a lot of different vehicles used for remote sensing.
Satellites orbiting the earth at various altitudes can capture images and other data using
a range of sensors, including optical and radar [14]. Airplanes with sensors and cameras
can cover large areas in a single flight, making them useful for mapping and monitoring
purposes [15]. Drones, also known as unmanned aerial vehicles (UAVs), utilized in this
thesis’ investigation, can fly at lower altitudes than airplanes and capture high-resolution
images and data over small areas [16]. In this particular investigation, the focus is on
examining signals in the visible, near-infrared (NIR), and red-edge spectra to investigate
different types of wheat in a field [13].
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Figure 2.1.1: Illustration of remote sensing done by a UAV where it obtains information
about the wheat trials.

2.1.1 Electromagentic Radiation

[10!" 	− 10!#]
Gamma rays

[10!# 	− 1]
X ray Ultra-violet

[1 – 10] [400 – 700]
Infrared Radio waves [nm]

Wavelength[10$−10%] [10%−10#"]

1 2 3 4 Band 5

Figure 2.1.2: Representation of the Electromagnetic spectrum, and a multispectral rep-
resentation of five bands, red, green, blue, NIR and red-edge.

Electromagnetic (EM) radiation refers to the propagation of energy through the movement
of particles that exhibit wave-like and particle-like properties at the speed of light. Figure
2.1.2 shows the range of the EM spectrum, which encompasses various types of waves,
including radio, microwave, infrared, visible, ultraviolet, x-ray, and gamma-ray [17]. The
visible spectrum is a small portion of this spectrum that can be detected by the human
eye, ranging from 400-700 nanometers [18].

Investigating the possibility of utilizing a more significant portion of the EM spectrum for
machine learning models may be particularly relevant in plant phenotyping. The amount
of reflected near-infrared radiation can provide information about the chlorophyll present
in plants, indicating their overall health. By examining the reflected radiation beyond
the visible spectrum, it may be possible to gain insights into the health of plants and soil

Page 5 of 63



Vegetation Indices

rather than solely focusing on how the plants look with the blue eye [19].

2.2 Phenotyping of Plants

Due to significant climate changes, large parts of the crops are destroyed, leading to
farmers expanding the fields, deforestation, and increased climate change [20]. In order
to produce grain efficiently without increasing the area, plant breeding is the solution.
With the help of phenotyping of crops, it becomes possible and practical to check which
type of crop is suitable for which type of climate. A quantitative description of a plant’s
morphological, ontogenetical, physiological, and biochemical characteristics is called plant
phenotyping. Phenotyping must also happen without destroying the soil. Therefore,
different approaches are being developed to stop the destruction of the soil. One of the
ways to do this is by utilizing image analysis [21].

2.3 Vegetation Indices

Vegetation indices are mathematical formulas that utilize information from remote sensing
units to say something about the physical properties of soil, water, and vegetation over a
specific area. These indices are created by comparing how plants reflect or absorb different
wavelengths of light, such as red, blue, and NIR light. There are various indices, such
as the normalized difference vegetation index (NDVI), enhanced vegetation index (EVI),
and MERIS terrestrial index (MTCI).
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Figure 2.3.1: The different stages of a plant, including dead, stressed, and healthy states.
A dead plant does not exhibit significant reflectance in green and NIR radiation. A stressed
plant reflects slightly higher levels of green and NIR radiation than blue and red. On the
other hand, a healthy plant shows higher reflectance in green and significantly higher
reflectance in NIR radiation compared to red and blue wavelengths. The figure is inspired
by [22].

Normalized Difference Vegetation Index is the most common vegetation index.
The NDVI compares the reflected NIR with the absorbed red reflection, shown in Equation
2.1. As Figure 2.3.1 shows, the more reflected NIR and the more absorbed red, the more
chlorophyll the plant contains. Hence the healthier the plant is. The information extracted
from the NDVI can be used to monitor changes in vegetation over time, identify areas of
stress or damage, and inform decisions related to land management and agriculture.

NDV I = NIR − Red

NIR + Red
(2.1)

Enhanced Vegetation Index is considered an improvement over the NDVI by Mat-
sushita et al. [23]. EVI incorporates the blue band and the red-edge region of the electro-
magnetic spectrum in addition to the red band, and the calculation is shown in Equation
2.2. The NDVI equation, which does not consider feedback or adjustments based on chan-
ging atmospheric and canopy background conditions, can result in significant errors and
uncertainties in estimating vegetation health. In comparison to NDVI, EVI was found
to be more linearly correlated with green leaf area index (LAI) in crop fields [24], less
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prone to saturation in temperate and tropical forests [25, 26], and minimally sensitive
to residual aerosol contamination from extensive fires in the Amazon and Northern Asia
[27, 28].

EV I = 2.5NIR − RED

NIR + 6RED − 7.5BLUE + 1 (2.2)

The MERIS Terrestrial Chlorophyll Index is another mesure for chlorophyll con-
tent. The computation is shown in Equation 2.3. The MTCI considers the red-edge
reflection, the area where a significant change in reflectance occurs between wavelengths
690 and 750 nm. This region indicates the transition from chlorophyll absorption to leaf
scattering [29].

MTCI = NIR − REDEDGE

REDEDGE − RED
(2.3)

2.4 Spectral Image Acquisition

Conventional remote sensing techniques may pose challenges in capturing spatial and
spectral information for food supplies. Examples of such techniques include physically
sampling crops for laboratory analysis or using handheld spectrometers to measure the
reflectance of individual leaves or plants directly. Hence, these techniques require direct
contact with crops, which can cause damage or disturbance to the fields. However, newer
remote sensing techniques that utilize non-destructive methods, such as MSI, may be
able to capture more detailed information about the crops without harming them. Since
1972, when NASA launched Landsat 1 and introduced aerial MSI, the cost of equipment
has significantly decreased, making multispectral sensors more widely available. Today,
drones, planes, and satellites can all carry these sensors. With the advancements in both
machine learning and spectral imaging, utilizing airborne photos has become an efficient
method for phenotyping wheat and other tasks [30].

Over the years, there has been considerable development in the field of MSI due to the
advances in sensing different materials. The fundamental components of an MSI system
are a light source (i.e., a lighting system), a suitable objective lens, a wavelength dispersion
tool, and a camera with a 2D detector. Independent of the kind of radiation, combining
conventional imaging and conventional single-point spectroscopy in the MSI procedures
[31].
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Figure 2.4.1: Illustration of how the spectrum for different stages of wheat changes.
Based on the signature of the interaction between matter and energy expressed in the
spectrum, these spectra are utilized to retrieve information about the chemicals of wheat.

Imaging spectroscopy involves capturing images in which the spectrum of energy entering
the sensor is measured for every spatial resolution unit. As depicted in Figure 2.4.1, the
various growth stages of wheat reflect different amounts of different parts of the spectrum.
By analyzing the signature of the interaction between matter and energy expressed in the
spectrum, this information is then utilized to extract various data, such as computing
NDVI, EVI, or MTCI as explained earlier in this chapter [32].

2.5 Machine Learning

Machine learning is similar to how the human brain acquires information and insight in
that it relies on input. However, while the brain searches for domains and entities and
makes connections between them, machine learning algorithms use graphs and datasets
to identify patterns to build a model based on sample data, known as training data, and
make assumptions and predictions without being particularly programmed to do so [33].
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Training data
Labels

Machine Learning 
Algorithm

New data Predictive Model Prediction

Figure 2.5.1: A supervised machine learning algorithm is trained using labeled data,
where the input data used for training is already associated with known output values.
The algorithm identifies patterns from labeled data and uses them to predict new unseen
data.

In supervised learning, the model is trained on labeled data, which means that the input
data used for training is already associated with known output values. The algorithm
identifies patterns from existing labeled data and utilizes them to estimate target values
for datasets without ground truth information; this workflow is depicted in Figure 2.5.1.
After that, evaluating the performance of the chosen algorithm by looking at its accuracy
and loss can reveal whether or not it can make accurate predictions based on unobserved
data. Applying machine learning algorithms, such as regression or classification, can
address various problems [34]. However, it is essential to note that machine learning has
no one-size-fits-all solution; as indicated by the No free lunch theorem, there is no universal
optimization algorithm that performs best for all possible problem instances. [35]. The
choice of algorithm depends on the specific problem at hand, and experimenting with
different methods is essential to achieve optimal accuracy.

Machine learning has wide-ranging applications, including urban land-use mapping, self-
driving cars, and plant phenotyping [36, 37, 38]. It is a rapidly evolving field with diverse
use cases and potential for solving various tasks.

2.5.1 Training and Validation

While training a model, it is possible to encounter overfitting, where the model becomes
excessively tailored to the training data, including random variations. Splitting the data-
set into a training set and a validation set is standard practice to address this problem.
The model is trained on the training set, which contains input features and target values,
and then evaluated on the validation set, which comprises new, unseen data. However, if
the dataset is small, there may still be a risk of overfitting, as the training and validation
sets may be too similar.
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Another problem that can arise is underfitting, where the model needs to be more complex
and have lower training accuracy than validation accuracy. In order to prevent underfit-
ting, the model can be made more complex, or regularization can be decreased, depending
on the specific situation. It is essential to carefully balance the model complexity and
regularization to optimize model performance during training.

2.5.2 Deep Learning

Input layer

Hidden layer 1 Hidden layer 2

Output layer

B B B

Figure 2.5.2: Architecture of a simple ANN. The input layer is the initial layer that
receives information from different sources. This information then passes through multiple
layers and units within the network, transforming the way until the output unit eventually
processes it for making predictions.

An Artificial Neural Network (ANN) is created to imitate the human brain’s process of
acquiring knowledge and decision-making. These networks are essentially traditional com-
puters programmed to function like interconnected brain cells. The network uses multiple
layers of mathematical processing to interpret the information provided to it. A network
is considered deep when it has more than one layer, and each layer may contain numerous
artificial neurons or units. The input layer is the first layer and receives information from
various sources. Most neural networks (NNs) are fully connected, meaning that each unit
in one layer is linked to every unit in the next layer, as shown in Figure 2.5.2. However,
convolutional layers are used instead of fully connected layers when dealing with image
recognition. This type of network is called a Convolutional Neural Network (CNN), which
will be discussed in greater detail in Section 2.5.2, and helps identify patterns in images
to classify objects, classes, and categories. CNNs have three key features: they reduce the
number of input nodes, tolerate small shifts in the pixel’s location in the image, and take
advantage of the correlation observed in complex images. The connections among the
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units in the network possess varying weights, and the strength of these weights determ-
ines the level of influence a connection exerts. The information travels through all the
layers and units within the network, transforming the way until it is ultimately utilized
by the output unit to make a prediction [34].

There is a variety of machine learning techniques, including deep learning, which enables
a computer to learn by doing as humans do naturally: by observation. In deep learning,
machines train to do various tasks using various datasets, such as photos, text, or sound.
The NN algorithm plus a sizable collection of labeled data allow the model to solve com-
plicated problems. The main difference between a deep learning algorithm and a machine
learning algorithm is that the feature extraction has to happen manually when utilizing
a machine learning algorithm. In contrast, when utilizing a deep learning algorithm, the
relevant features are extracted from the image automatically [39].

Backpropagation

Deep learning models utilize a loss function and an optimization strategy. In NNs, the
process of generating output values is known as forward propagation. During training,
the input data is propagated through the network, and the resulting output is com-
pared to the ground truth, representing the measured grain yield in this case. Based on
this comparison, the network weights are adjusted to minimize the error predicted by
the model. Backpropagation, introduced by Rumelhart et al. [40] in 1986, is the most
commonly used technique for updating the weights in a NN. Backpropagation involves
iteratively modifying the weights in the network to minimize the error predicted by the
model. Backpropagation is done by calculating the gradient of the loss function with
respect to the weights and biases in the network using the chain rule. Equation 2.4 states
that the derivative of F with respect to x can be computed by first finding the derivative
of the outermost function F with respect to its direct input g, then multiplying it by
the derivative of g with respect to its input h, and so on until we reach the innermost
function v, whose derivative with respect to x gives the final term in the product. Thus,
in deep networks with multiple layers and activation functions, small derivatives can lead
to vanishing gradients, which can result in minimal weight updates for the earlier layers
during backpropagation. In contrast, the later layers receive significant updates and pose
a challenge in training deep NNs [34].

dF

dx
= d

dx
F (x) = d

dx
f(g(h(u(v(x))))) = df

dg
· dg

dh
· dh

du
· du

dv
· dv

dx
(2.4)

In order to prevent this issue, the Rectified Linear Units (ReLU) activation function can be
employed as it helps alleviate the vanishing gradient problem by maintaining a gradient
of 1 for positive input values, allowing for more effective weight updates in the earlier
layers, leading to improved training performance and better learning of complex patterns
in the data [34].
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Activation Functions

Activation functions are mathematical functions used in a NN to introduce non-linearity
into the output of a neuron. The non-linearity is essential because it allows the network
to learn complex patterns and relationships. In Figure 2.5.3 two of the most common
activation functions are depicted, respectively, ReLU and Sigmoid.

Sigmoid Sigmoid is the classical when it comes to activation functions in a NN. The
sigmoid activation function is described in Equation 2.5, x is the input and the function
restricts it to a value between 0 and 1. During backpropagation, utilizing the chain rule,
the derivative of the activation function is calculated. Backpropagation and the chain rule
will be further discussed in Section 2.5.2. The sigmoid function’s derivative is between
0 and 0.25, implying that a NN that employs only the sigmoid activation function is
susceptible to vanishing gradient descent.

ϕsigmoid = 1
1 + e−x

(2.5)

Rectified Linear Units Rectified linear units (ReLU) is a non-linear function suitable
for training deep learning models. Because ReLU is resistant to vanishing gradient, in
comparison to the sigmoid function, which manifests when the derivative of the activation
function is extremely small, thus ReLU is an activation function that is often used in NN.
The ReLU function is described in Equation 2.6, and the derivative is always one for
positive numbers. Therefore, the vanishing gradient problem is solved [34].

ϕReLU = max(0, z) (2.6)
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Figure 2.5.3: Sigmoid and ReLU activation functions and their corresponding derivat-
ives.
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Convolutional Neural Network

Input Feature maps

Convolutions Subsampling Convolutions Subsampling Fully connected 

Feature maps
Feature maps Feature maps

Figure 2.5.4: Illustration of a CNN architecture including convolutional layers, sub-
sampling layers, and a fully connected layer for prediction, where the convolutional layers
extract high-level features such as edges or patterns, and the subsampling layers down-
sample the feature maps. The kernel and the feature map undergo element-wise multi-
plication, and the results are summed with the bias term to generate a one-depth channel
feature map. This process is repeated in multiple layers to learn hierarchical representa-
tions of the input data. The final layers of the CNN consist of a dense layer with one
node.

Pixels in digital images are arranged in a binary representation of a grid-like structure,
each of which indicates the brightness and color it should have. A network with expertise
in handling such data representation is called a CNN. A CNN is a feed-forward NN
generally used to analyze visual images by processing data with a grid-like topology. The
earlier layers of a CNN are considered feature extraction since they can extract useful
features from raw data [34]. Figure 2.5.4 depicts a conventional CNN model comprising
convolutional and alternate subsampling layers. The final layers of the network are fully
connected layers, enabling it to generate predictions as output. The convolutional layer
performs a discrete convolution, also called convolution, which can be considered a kernel
that slides over the image with a particular stride. The kernel and the feature map undergo
element-wise multiplication, followed by summation. All the results are summed with the
bias to give a squashed one-depth channel feature map. The convolution operation in
a CNN is designed to recognize and extract low-level features, such as edges, corners,
textures, color, and gradient orientation, from the input image. These low-level features
are captured in the early layers of the CNN through convolutional and pooling layers.
They serve as essential visual attributes that can be directly extracted from the input
image. These low-level features can then be combined in the deeper layers of the network
to form higher-level features, such as object boundaries, object parts, or object shapes,
which are more complex and abstract representations learned by the network. These
top-level characteristics can create more intricate shapes, such as the general curves of an
object. In order to prevent feature extraction from solely relying on the center pixels of
an image, padding is a technique that can be employed.

As illustrated in Figure 2.5.4, a CNN calculates feature maps by processing local patches
from the previous feature maps. Each element in the feature maps is computed from a
corresponding local patch in the previous feature maps.
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Padding is a method that can shrink, expand, or keep the same shape for the input and
output images. In general, there are three types of padding; valid, same, and full padding.
Valid padding refers to the case when there is no padding, p = 0, and the output image
shrinks. Same padding is usually used to ensure that the input and output are of the
same shape. In this case, the filter size and the requirement that the input and output
sizes be the same are used to calculate the padding parameter, p. Full padding is the case
where p = kernel_size − 1 increases the dimensions of the output; thus, it is rarely used
in CNN architectures. The most commonly utilized padding in CNN is same padding,
which is the case for this model’s thesis [34].

Pooling Layers

In practice, it is advised to maintain spatial size using same padding for convolutional
layers and reduce spatial size using pooling layers as an alternative. The pooling layers
provide an approach to downsample the feature maps by summarizing the presence of
features in patches of the feature map. The pooling layers in a CNN model are typically
applied in two different forms; max-pooling and mean-pooling. Max-pooling keeps the
maximum value inside the chosen pooling size, and mean-pooling computes the average
number out of all the numbers inside the pooling size [34].

Fully Connected Layers

Standard CNN architectures are often used for classification tasks because they include
fully connected layers in the output layer, also known as dense layers, which determine
the size and format of the network’s output. In classification tasks, the last dense layer
typically has one output node per class, allowing the network to assign a probability to
each class. For example, if a CNN is used to identify three different types of wheat, the
last dense layer would have three output nodes, one for each type. The network would
then assign a probability to each output node indicating the likelihood that the input
belongs to that class.

For regression problems, a fully connected layer is typically placed before the regression
layer at the network’s end. In this case, the network outputs a numerical value instead of
a probability, which represents the predicted continuous variable for the input. Overall,
CNNs can be adapted to both classification and regression tasks, with their architecture
and dense layers tailored to the specific problem at hand [34].
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2.5.3 Regression

Conducting a regression analysis to forecast the grain yield for each crop in the dataset
is crucial. This type of analysis is aimed at identifying a correlation between multiple
predictor variables, referred to as features in machine learning, and a continuous response
variable, also known as the target variable [34].

Mean Squared Error

Mean squared error (MSE) is a loss function commonly used in statistical models to
evaluate accuracy. It measures the average of the squared differences between predicted
and actual values, as shown in Equation 2.7. When the model’s prediction is perfect, and
there is no error, the MSE value will be zero. However, as the model’s error increases,
the MSE value also increases accordingly. As depicted in Figure 2.5.5, a more accurate
model will have data points closer to the regression line.

MSE =
∑n

i=1(yi − ŷi)2

n
(2.7)

Here, yi is the ith observed value, ŷi is the corresponding predicted value, and n is the
number of observations [41].

Regression / 
best-fit line

Residual error

Figure 2.5.5: The figure showcases the residuals computed for the MSE in a graphical
form. The green diagonal line in the figure represents the regression line; here, 100%
correct predictions are. The purple circles represent the residuals. Residuals are the
differences between the actual values and the corresponding predicted values obtained from
a model. In the case of MSE, a commonly used loss function for regression tasks, the
residuals are squared and averaged to calculate the error.
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Dropout

Choosing the optimal size of a NN can be challenging, involving decisions such as the
number of layers and the size of the weight matrix. If the network is not complex enough,
it may not be able to capture the complexity of the data and may result in underfitting.
On the other hand, if the network is too extensive and complex, it may overfit the training
data, leading to good performance on training data but poor performance on test data.

One approach to address this problem is to build a network with a slightly larger capacity
than needed to perform well on the training data and then use dropout for regularization
to prevent overfitting. Dropout works by randomly dropping out a fraction of hidden
units during each iteration of the training phase, with a probability of pkeep = 1 − pdrop.
When dropping out random hidden units, the weights associated with the remaining units
are rescaled to account for the dropped units [34].

The effect of this random dropout is that it forces the network to learn redundant repres-
entations of the data. The network cannot rely heavily on any specific activation of a set
of hidden units, as they may be dropped during different parts of the training process.
The dropout process forces the network to learn more general and robust patterns from
the data [34].

Batches and Epochs

Deep learning models are trained by repeatedly feeding the ANN with batches of training
data. By splitting a large dataset into smaller batches, it becomes possible to work
with larger datasets by training the model incrementally on each batch. Convergence
occurs when the model’s performance stabilizes and stops improving significantly. Smaller
batches can lead to faster convergence. However, in some cases, larger batches can help
the model to learn more representative statistics about the data distribution and perform
better on unseen data. The process where batches are fed into the network continues
until all the training data has been used, constituting one epoch of training. After each
batch, the model’s predictions are compared to the expected output, and the algorithm
is updated to improve the model’s performance. The iterative process of forward and
backward propagation helps the model improve its accuracy and ability to make accurate
predictions [34].

2.5.4 Optimizer strategies

Optimizers are algorithms or techniques used to minimize the error function, also known
as the loss function, in machine learning and NN. They operate on the learnable paramet-
ers of the model, such as weights and biases, to determine how to adjust them and the
learning rate to minimize the losses. These functions play a crucial role in optimizing the
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performance of a NN by finding the best set of parameters that result in accurate predic-
tions. Various optimization algorithms are available, each with strengths and suitability
for different problems. In this thesis, two optimization algorithms, Adaptive Moment
Estimation (Adam) and Root Mean Square Propagation (RMSProp), have been tested
on a regression problem to determine their effectiveness in improving model performance.

Adaptive Gradient Algorithm

Adaptive Gradient Algorithm (AdaGrad) adjusts the learning rate η for each parameter
θi based on its past gradients, shown in 2.8. The adjustment is made at each iteration t.

θt+1,i = θt,i − η√
Gt,i + ϵ · gt,i

(2.8)

Here, gt,i is the gradient of the loss function concerning the parameter θi at iteration t,
Gt,i is a diagonal matrix where each diagonal element i is the sum of the squares of the
gradient concerning θ, and ϵ is added to avoid division by zero [42].

Root Mean Squared Propagation

RMSProp restricts the fluctuation in the vertical direction with respect to the gradient.
Hence, the algorithm can increase the learning rate and take more significant steps in
the horizontal direction of the gradient leading to speed up convergence. The RMSProp
calculations are shown in the equations below.

vdw = β · vdw + (1 − β) · dw2 (2.9)

vdb = β · vdw + (1 − β) · db2 (2.10)

W = W − α · dw
√

vdw + ϵ
(2.11)

b = b − α · db
√

vdb + ϵ
(2.12)

The first two Equations (2.9 and 2.10) compute the exponentially weighted moving average
of the squared gradients for the weights (vdw) and biases (vdb), respectively. Here, β is a
hyperparameter that controls the decay rate of the moving average and is typically set
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to 0.9. dw and db are the gradients of the loss function with respect to the weights and
biases, respectively.

The following two Equations (2.11 and 2.12) update the weights and biases using the
computed moving averages of the squared gradients. Here, W and b represent the weight
and bias matrices, respectively, while α is the learning rate, and ϵ is a small constant to
avoid division by zero.

The denominator term in each of these equations is known as the RMS (root mean square)
of the gradients, which normalizes the updates by a running estimate of the variance of the
gradients. Thus, preventing the updates from becoming too large or too small, especially
in the presence of sparse gradients or noisy data [43].

Adaptive Moment Estimation

Adaptive moment estimation (Adam) is an optimizer that combines the AdaGrad with
RMSProp extensions of stochastic gradient descent (SGD). SGD approximates the cost
from a single training sample (online learning) or a small subset of training examples (mini-
batch learning). It makes learning faster because of the more frequent weight updates than
gradient descent and is suitable for solving problems with non-linear activation functions.
Since non-linear functions do not have a convex cost function, SGD’s noisy nature helps
escape local minima. The Adam optimizer provides the advantages of both AdaGrad
and RMSProp. It employs the average of the second moments of the gradients and the
average of the first moments, which is how RMSProp adjusts the parameter learning rates
(the uncentered variance). The parameters β1 and β2 determine the decay rates of these
moving averages, and the method creates an exponential moving average of the gradient
and the squared gradient [44].
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Chapter 3
Methods

This section presents a detailed account of the research process, from the data collection
to analysis and interpretation. In this thesis, the methodology section focuses on applying
machine learning models to multispectral imaging data.

The first part of this section describes the datasets used in the study and the process
of selecting the appropriate data for analysis, including a description of the data pre-
processing steps to ensure the data is clean, normalized, and properly formatted for
the chosen machine learning models. Next, the section presents the architecture of the
machine learning models used in the study, including a detailed explanation of the NN
models, loss functions, and optimization algorithms. Following this, the section describes
the validation and evaluation of the models, including the metrics used to assess the error
and generalization of the models.

3.1 Image Acquisition

The images were captured with a DJI Phantom 4 multispectral (P4M) drone, which has
an integrated camera, and the camera specifications are listed in Table 3.1.1. The multis-
pectral images were obtained between May and August. P4M UAV is specifically designed
for agricultural use, featuring a fully integrated narrow-band multispectral camera, which
provides more detailed and accurate information by capturing precise measurements of
specific wavelengths, which allows for early detection of health issues [45].
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Table 3.1.1: P4M Camera Specifications

Specification Details
Bands Wavelengths
Red 650 ± 16nm
Green 560 ± 16nm
Blue 450 ± 16nm
NIR 840 ± 26nm
Red edge 730 ± 16nm
Focal length 5.74mm
Sensor size 4.87mm × 3.96mm
Image size 1600 × 1300
Sunshine sensor Yes
Calibration panel SphereOptics, Diffuse Reflectance Target-53%R
UAV platform Has its own platform

3.1.1 Time Series for Image Acquisition

Table 3.1.2: The table displays the dates when the multispectral images were captured,
organized by month. It appears that the images were taken at random times, possibly
due to weather conditions or other limitations that made it challenging to capture images
consistently.

date-times
May June July August September

16.05.2022 28.06.2022 21.07.2022 01.08.2022 01.09.2022
20.05.2022 28.07.2022 05.08.2022
31.05.2022 05.08.2022

30.08.2022

Collecting multiple images at different times of the day, under varying lighting and weather
conditions, can provide essential data for training a CNN model to forecast grain yield.
However, the consistency of the images captured is crucial for determining the usefulness
of a time series approach. Table 3.1.2 demonstrates that the MSI was captured inconsist-
ently, making it difficult to determine if the time series approach is advantageous. The
table reveals that only one day had two images captured, and the time intervals between
the images were significantly different. This limited dataset may not fully capture the
temporal dynamics of the crops, and the lack of a more uniform time series could ad-
versely affect the model’s accuracy. Nevertheless, capturing images multiple times a day
allows for the analysis of the crops’ spectral response under varying lighting and weather
conditions, leading to a more comprehensive time series dataset, which could result in
more accurate predictions and insights into crop growth and maturity dynamics.
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3.2 Test Site

Figure 3.2.1: The figure displays both the 22MLNOBAL (left side) and the 22MLRO-
BOT (right side). Each plot is represented by a grayscale value indicating the measured
grain yield. However, the pink and purple plots are not included in the dataset. The
background of the figure represents the NIR radiation band captured by the multispectral
camera.

During the summer of 2022, multispectral images of wheat trials were captured at Vol-
lebekk Research Station in Ås, southeastern Norway (59◦39′N, 10◦45′E), near the Nor-
wegian University of Life Sciences (NMBU). The test site consisted of several fields with
various wheat varieties. Two of these fields, 22MLNOBAL and 22MLROBOT, were used
in this study. Both fields are shown in Figure 3.2.1 with different gray levels representing
grain yield amounts. However, the pink and purple plots are not included in the dataset.
22MLROBOT had 24 historical wheat cultivars grown at two different fertilization levels
of 75kg N/ha and 150kg N/ha, arranged in a split-plot design with two replicates, result-
ing in a total of 96 plots (1.5m x7.5m). 22MLROBOT was planted at the beginning of
May 2022. As the plot’s background reveals, the plots are extracted from the NIR band.

The 22MLNOBAL field is similar to the 22MLROBOT field in that both received the
same fertilization rates of approximately 75kg N/ha, with half of the plots receiving
this amount and the other half receiving 150kg N/ha. The 22MLNOBAL consists of 16
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different cultivars; each plot was replicated twice, resulting in a total of 64 plots. Both
fields are located adjacent to each other, and the image capturing was done simultaneously
under the same weather and light conditions with the same imaging parameters and flight
height (50m).

3.2.1 Grain Yield and Days to Heading (DH)

After allowing all the plants to reach full maturity, field experiments were conducted. The
harvested grains were stored in netting bags until they reached a moisture content of 14%,
at which point their weight was measured in grams per square meter and converted to
tonnes per hectare (t/ha) to serve as ground truth for the images. In order to further aid
the model in predicting the amount of grain yield, the heading day was manually measured
and used in conjunction with the images. This additional information on DH provides a
more comprehensive dataset for further analysis and modeling, potentially leading to more
accurate predictions and a deeper understanding of crop growth and maturity dynamics.

3.3 Pre-Processing

Machine learning requires pre-processing, which is a crucial step. Various approaches were
utilized for this thesis. Orthophoto of all fields has been created in the Phenocrop project
using the Pix4D software (pix4d.com). For further details on image processing, please
refer to [46] and [11]. Ensuring only plots were used for prediction, rioxarray’s rio.clip
extracted them using coordinates from the GeoJson file [47]. The rio.clip function is used
to clip a raster dataset to a specific spatial extent, which means to subset the data only to
include the area that falls within a specified geometry or bounding box, in this case, the
plots with cultivars. The clipping process can be helpful when working with large raster
datasets since it is possible to focus on smaller areas of interest and reduce the amount
of data needed to process. The thesis dataset comprises 16 multispectral images, one for
date-time point for each field, with five bands each (red, green, blue, NIR, and red-edge).
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Figure 3.3.1: Each image was rotated and cropped to focus only on the plots as part of
the data preparation process.

The orthophoto follows the image’s diagonal, with each cropped image being one plot
along the diagonal and only not a number (NaN) values in the background, presenting a
challenge for the regression model, as it relies on measuring the distance between predicted
and target values. When the target values are all NaN, the machine learning algorithm
perceives an infinite gap between the predicted and target values, which makes it im-
possible to update the weights and bring the predicted values closer to the target values.
Hence, the NaN values were replaced with zeros, which led to a biased model. Each image
was rotated and cropped to focus solely on the plots, depicted in Figure 3.3.1, to solve
the bias problem. Each image now has a shape of (256, 52, 5), and predicted values are
obtained for each image. Images with their corresponding ground truth are saved in an
HDF5 (Hierarchical Data Format version 5) file and used for training the model.

3.3.1 Normalization

Data normalization standardizes the raw data by converting them into a specific range
using a linear transformation. There are various normalization techniques; in this thesis,
the Min-Max Normalization is utilized. In order to ensure that the pixel values for each
image are in the same range, Equation 3.1 was performed pixel-wise per channel on every
sample before training and testing the model. The technique keeps a relationship among
original data; it is a simple technique and can, if specified, fit the data in a pre-defined
boundary. In the case of this thesis, no boundary is specified, meaning that the range will
be between zero and one [48].

Xnorm = X − Xmin

Xmax − Xmin

(3.1)
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where X is the original value, Xmin is the minimum value of the dataset, Xmax is the
maximum value of the dataset, and Xnorm is the normalized value.

3.3.2 Data Augmentation

Since the dataset for this thesis is small, data augmentation can help to predict more
accurate results. Data augmentation is a method for increasing the variety of the training
set through random (yet realistic) modifications such as image rotation [49]. In this
thesis, every image in the dataset has undergone vertical and horizontal mirroring, thereby
tripling the original amount of data.

3.3.3 Missing Values

The issue of missing values is common in real-world datasets used for machine learning.
Such missing values can result from data corruption, failure to record data, or removal
based on high residuals. One approach to dealing with missing values is to remove these
data points, which can improve the overall fit of the model by reducing the influence
of these outliers and decreasing the error of the predictions. However, it is crucial to
consider the reasons for the high residuals and ensure that the data is not being improperly
manipulated or biased by removing specific observations. It is also important to note that
the dataset cannot contain NaN values. In order to prevent this, the mean grain yield
value across all the other plots has been assigned to each plot with missing values to fill
in the gaps.
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3.4 Data Analysis

Table 3.4.1: The table displays the dataset-model combinations with their respective
Model IDs, which will be utilized throughout the thesis. It also comprises a short descrip-
tion of each model.

Dataset-model combinations Model ID Description
SingleDateTimeRobot Model 1 One date-time from the 22MLRO-

BOT
AllDateTimeRobot Model 2 All date-times from the 22MLROBOT
MixedData Model 3 All date-times from both 22ML-

NOBAL and 22MLROBOT
SeparatedDataTestRobot Model 4 All date-times for 22MLNOBAL are

used for training, and All the date-
times for 22MLROBOT are used for
testing

DateTimeConcatenationRobot Model 5 All date-times for 22MLROBOT are
used; fertilization level is added as an
extra feature

In Table 3.4.1, all the dataset-model combinations utilized for this thesis are listed with a
given Model ID and a short description. For simplicity and ease of reference, the Model IDs
will be used throughout all subsequent discussions and analyses of the models. Initially,
the only interest is in the 22MLROBOT, but the data is limited since that field is small.
Therefore, 22MLNOBAL is being utilized when training some of the models. In total,
there are five datasets-model combinations; SingleDateTimeRobot, AllDateTimeRobot,
MixedData, SeparatedDataTestRobot and DateTimeConcatenationRobot.

All the dataset-model pairs contain an additional feature called DH which is added after
the CNN body. This feature informs the model about the number of days until or after the
heading date for each plot. Model 5, however, includes an extra feature, the fertilization
level for each plot, added at the same position.
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3.4.1 Model 1

CNN 
body

Flatten DH + GY

Figure 3.4.1: Flowchart where 22MLROBOT datasets were cropped and propagated
through the CNN. The body of the CNN consists of two convolutional layers and one max-
pooling layer, repeated three times. The concatenation layer combines the flattened layer
and the DH vector.

As previously stated, the dataset for Model 1 comprises a single date-time, precisely the
date 1.08.2022, which is approximately one month after the average heading date. The
dataset consists of 96 original images, along with 96 images that were vertically rotated
and 96 images that were horizontally rotated, resulting in a total of 288 images. The
workflow of Model 1 is shown in 3.4.1.

3.4.2 Model 2

The dataset for Model 2 is derived from the 22MLROBOT dataset and includes all the
date-times available in the original dataset, except the first and the two last dates. Each
image in this dataset has a shape of (256, 52, 5), where the first two numbers represent
the spatial axis, and the last number represents the number of bands. The original
dataset contained eleven date-times, but only eight were extracted for training as the
removed layers provided noise. Additionally, all images in this dataset are vertically and
horizontally rotated, resulting in 2304 images.
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3.4.3 Model 3

CNN 
body

Flatten DH + GY

Figure 3.4.2: Flowchart where 22MLROBOT and 22MLNOBAL datasets were cropped
and propagated through the CNN. The body of the CNN consists of two convolutional
layers and one max-pooling layer, repeated three times. The concatenation layer combines
the flattened layer and the DH vector.

The dataset for Model 3 is created by combining training data from the 22MLNOBAL
and 22MLROBOT datasets. The 22MLROBOT dataset consists of 96 plots, while the
22MLNOBAL dataset comprises 64 plots. For each plot, the corresponding DH value is
extended in a new list, and each image is also extended in a list, resulting in two lists with
all the plots from all date-times and all the corresponding DH values. The list with DH is
later concatenated with the flattened layer from the CNN body, as shown in Figure 3.4.2.
Each image now has the resulting shape (256, 52, 5), where the first two axes represent
spatial pixels, and the last axis represents the number of bands. Data augmentation
techniques, such as vertical and horizontal rotation, are applied to all images in both
datasets, resulting in a total of 3840 images.

3.4.4 Model 4

The dataset for Model 4 follows a similar approach as the dataset for Model 3 but with a
different train-test-split strategy. In this case, only the 22MLNOBAL dataset is used for
training, and the 22MLROBOT dataset is exclusively used for testing.
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3.4.5 Model 5

CNN 
body

Flatten DH N level+ + GY

Figure 3.4.3: Flowchart where 22MLROBOT datasets were cropped and propagated
through the CNN. The body of the CNN consists of two convolutional layers and one max-
pooling layer, repeated three times. The concatenation layer combines the flattened layer,
the DH vector, and the fertilization level vector.

Model 5 follows a similar approach to the Model 2 dataset in pre-processing the dataset.
However, during the training phase, there is a difference in the CNN model architecture.
In Model 5, the CNN model concatenates the flattened layer of the image data with two
additional vectors: DH and another representing the fertilization level, shown in Figure
3.4.3. These two vectors are utilized as additional information to improve grain yield
prediction.
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3.4.6 Workflow

Drone

Field work

Analysis

CNN Predicted grain 
yield

Orthophoto of the 
plots

multispectral 
image of one plot

Corresponding days 
since heading

Figure 3.4.4: Illustration of a flowchart of how the grain yield is predicted from start to
end. Initially, the UAV to capture images. Next, the fieldwork is conducted, followed by
the clipping of orthophotos into multiple plots and the creation of a corresponding vector
of DH. Last, the CNN model is trained and used to make predictions.

The whole workflow of yield prediction using UAV imagery is presented in Figure 3.4.4.
Predicting grain yield begins with using the UAV to capture field images. Next, the
fieldwork is conducted; as earlier mentioned, two different fields have been captured,
22MLNOBAL and 22MLROBOT; the orthophotos are clipped into plots and then followed
by clipping orthophotos into multiple plots and saved in individual files named after their
respective field, with a number from zero to eleven based on the date-time. All plots
from a single day are consolidated into a single file. A corresponding vector of DH is
created for each channel per image, and the CNN model is then trained and used to make
predictions. All the various files for the 22MLROBOT field were examined, and the one
with the lowest loss is discussed in this thesis.
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3.5 Software, Hardware, and Memory

In this thesis, Python is mainly utilized for data processing and analysis. Multispectral
data was visualized and explored using the open-source Geographic Information System
GIS tool, Quantum Geographic Information System (QGIS). TensorFlow is the primary
framework employed for machine learning. In order to manipulate images, the Python
Image Library (PIL) is utilized. Both images and graphs are visualized and plotted using
Matplotlib and Seaborn.

Table 3.5.1: System specifications for the standard laptop and Google Colab Pro+.

System CPU RAM GPU name GPU RAM
MacBook Pro 2.9 GHz 8.00 GB - -
Google Colab Pro+ 2.2 GHz 25.7 GB NVIDIA A100-SXM4 40 GB

Working with photos, particularly spectral images with more bands than standard RGB
images, necessitates a significant amount of processing gear and Memory. Increasingly
computationally intensive calculations need improved hardware and a powerful GPU. As
a result, the NNs were trained on high-capacity external computers. The machine learning
experimentation was done in Google’s Colaboratory, an IPython Kernel in Google’s cloud
service. This virtual environment has the GPU as well as the majority of the Python 3
environments required for the study. Colaboratory’s Pro+ version increased computation
time on GPUs and RAM. Table 3.5.1 shows the system specifications for the standard
laptop and Google Colab Pro +, which was utilized to pre-process the datasets and train
the models.

Machine Learning Libraries and Platforms

Scikit-learn is an open-source Python library that can be used commercially for imple-
menting machine learning models. The version employed in this thesis is scikit-learn 1.2.0
[50]. On the other hand, TensorFlow is a comprehensive machine learning platform, and
the version used is TensorFlow 2.11, which allows building and training models using the
high-level Keras API. A complete overview of programs and Python packages utilized in
this thesis is included in Appendix B.

3.6 Model Specification

For this thesis, two different architectures for CNN models were utilized. The first model
is a relatively regular CNN model with minor specifications. The second model has the
same architecture as the first but also concatenates the fertilization level for each plot.
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Both models start with alternating double convolutional layers and one max-pooling layer,
which comprises the body of the CNN. After the last max-pooling layer, the feature maps
are flattened. The first model concatenates the DH vector with the flattened feature
maps, whereas the second model concatenates both the DH vector and fertilization level
for each plot. In order to address the regression problem, MSE was chosen as the loss
function, and there was no activation function in the output layer.

3.6.1 Parameter Optimization

Table 3.6.1: Hyperparameters used consistently across all CNN models in this thesis,
determined through simple model tuning

Hyperparameters Details
Number of filters 128
Kernel 3
Pooling size 2
Dropout rate 0.2
Epochs 1000
Loss function Adam
Learning rate 0.00001
Batch size 16

Machine learning problems are varied and complex, and no single model can provide an
effective solution to all of them. As a result, trial and error methods are often employed
to determine the most suitable model and its parameters for a specific problem. In this
study, a parameter grid dictionary consisting of various hyperparameters was run in a for-
loop. All combinations were fitted, and the combination with the smallest loss value was
identified as the optimal hyperparameter combination and printed. Table 3.6.1 presents
the best hyperparameters obtained after tuning the model. The number of epochs was
manually selected, and early stopping was applied.

3.6.2 Early Stopping

Early stopping is a technique used to prevent overfitting a NN during training. It works
by monitoring the validation loss of the model during training and stopping the training
process when the validation loss starts to increase. Preventing the model from continuing
to learn from the training data and memorizing it would result in overfitting.

In Keras, early stopping can be implemented using the EarlyStopping callback function.
The function requires various parameters, such as the metric to monitor, the minimum
change required to consider it as an improvement, and the number of epochs to wait
before stopping if no improvement is observed, called patience. In this particular thesis,
the parameter settings for EarlyStopping were monitor=’loss’ and patience=50. Early
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stopping is a simple and effective way to prevent overfitting and improve the generalization
performance of NNs. Models can train more efficiently and with better results by utilizing
early stopping in Keras [51].

3.6.3 Train, Validation, Test Split

Training set

Training set Test set

Training set Validation set Test set

Machine 
learning 

algorithm

Predictive model
Evaluate

Final performance estimate

Fit

Figure 3.6.1: Illustration of dividing the data into training and testing involves isolating
the test set from the machine learning model until the time for making predictions.

The data were divided into training and testing sets using the scikit-learn library’s
train_test_split function, with a test size of 0.2. Hence, 20% of the data was reserved
for testing, and the remaining 80% was used for training the model, as shown in Table
3.6.2. The test set was kept isolated from the machine learning algorithm until the final
predictions were made, as shown in Figure 3.6.1. Additionally, the training set was fur-
ther divided into a training and validation set, with a ratio of 0.8 for training and 0.2 for
validation, which was used to assess the model’s performance during training. Once the
model finished training, the test set was employed to predict grain yield.

3.6.4 Evaluation Metric

Section 2.5.3 presented the MSE metric as a loss function, which can also function as a
metric. However, multiple evaluation metrics can be employed to assess the outcomes
of a model after it has undergone training. This subsection will introduce some of those
metrics.
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Table 3.6.2: The distribution of data for the training, validation, test sets, and the
respective sample shapes.

22MLROBOT Shape of X data Shape of y data
Train set (1467, 256, 32, 5) (1467, 256, 32, 1)
Validation set (367, 256, 32, 5) (367 , 256, 32, 1)
Test set (461, 256, 32, 5) (461, 256, 32, 1)
22MLNOBAL and 22MLROBOT Shape of X data Shape of y data
Train set (2462, 256, 32, 5) (2462, 256, 32, 1)
Validation set (616, 256, 32, 5) (616, 256, 32, 1)
Test set (768, 256, 32, 5) (768 , 256, 32, 1)

Mean Absolute Error

Mean absolute error (MAE) is a metric closely related to MSE. However, instead of
squaring the differences between predicted and observed values, it takes the absolute value
of the difference. Equation 3.2 calculates the average of the absolute differences between
predicted and observed values, where yi represents the ith observed value, ŷi represents
the corresponding predicted value, and n represents the total number of observations [52].

MAE = 1
n

n∑
i=1

|(yi − ŷi)| (3.2)

Mean Absolute Percentage Error

A prominent metric for assessing a forecasting model’s performance in machine learning
and statistical modeling is mean absolute percentage error (MAPE). The average per-
centage difference between the expected and actual values is what is measured. A lower
MAPE implies a better match between the model and the data. The MAPE is represen-
ted as a percentage. Taking the absolute difference between the anticipated and actual
values, dividing it by the actual value, and averaging these percentages overall observa-
tions are the steps in the computation, as shown in Equation 3.3. The fact that MAPE
is scale-independent makes it advantageous for assessing the effectiveness of models that
predict various units of measurement.

MAPE = 1
n

n∑
i=1

∣∣∣∣∣yi − ŷi

yi

∣∣∣∣∣ × 100% (3.3)

where yi represents the ith observed value, ŷi represents the corresponding predicted value,
and n represents the total number of observations [53].
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Mean Bias Error

The Mean Bias Error (MBE) measures the difference between predicted (ŷi and actual
(yi) values as stated in Equation 3.4. The closer the value is to zero, the more accurate
the predictions are. The MBE can be positive, indicating that the model’s predictions,
on average, are higher than the actual values, or negative, indicating that the model’s
predictions, on average, are lower than the actual values [54].

MBE = 1
n

n∑
i=1

(yi − ŷi) (3.4)

Coefficient of Determination

The coefficient of determination denoted R2, is a statistical measure used in regression
analysis to assess how well the independent variable explains the variance in the dependent
variable. As shown in Equation 3.5, it ranges from zero to one, where higher values
indicate a better fit. A value of one indicates a perfect prediction, while zero indicates
that the model’s predictions are no better than simply using the mean of the observed
values. Negative values indicate that the model performs worse than simply using the
mean value. However, R2 alone does not determine the correctness of the model. It is
essential to consider other variables in the statistical model, such as scatterplots, MBE,
and residual plots, to draw accurate conclusions about the model’s performance [55].

R2 = 1 −
∑n

i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2 (3.5)

where yi is the ith observed value, ŷi is the corresponding predicted value, ȳ is the mean
of the observed values, and n is the number of observations.

Scatter Plots

Scatter plots are a visual aid that can compare predicted and actual values. They typically
plot predicted values on one axis and actual values on another, allowing for easy visual
assessment of how well they agree. By analyzing a scatter plot, it is possible to gain
insights into the accuracy, precision, and consistency of a model’s predictions. A high-
quality model will usually exhibit most of its predicted values close to the diagonal line,
which suggests a good level of agreement between predicted and actual values.
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Residual Plots

A regression model’s residual plot represents the imbalance between the observed and
fitted response values. The ideal residual plot, the null residual plot, shows a uniform
scattering of points that create a band of consistent width around the horizontal axis.
However, it can be challenging to pinpoint specific issues using the residual plot alone
in models with numerous terms. A non-null residual plot suggests that there may be
problems with the model, but it may not necessarily provide insights into the exact nature
of these issues [56].
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Chapter 4
Results and Discussion

The Results section presents the findings from analyzing the collected data on grain yield
prediction using a time series approach. The data includes multiple images captured over
the crops during the growing season, which were analyzed to identify patterns and trends
in crop growth. The Results section presents a comprehensive summary of the findings
obtained through the analysis of the MSI. Additionally, it includes a brief discussion of
the implications and significance of the results. The results are presented using tables
and graphs, visually representing the patterns and trends observed in the data. Through
a comprehensive analysis of the results, this section sheds light on the effectiveness of
including agronomic data, such as DH, and field management data, such as fertilization
level, for grain yield prediction.

4.1 Data Analysis

As Table 4.1.1 shows, the MBE values are all close to zero, indicating that the model’s
average performance is unbiased. However, the MBE for Model 1, Model 3, and Model
4 is negative, suggesting that the model may consistently predict lower values than the
actual values. For Model 2 and Model 5, the model consistently predicts higher values
than the actual values.
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Table 4.1.1: The outcomes for each model-dataset combination after forecasting the
quantity of grain yield is given by the R2, MBE, MSE, and MAPE. The best result is
highlighted in bold.

Model ID R2 MBE MSE MAPE
Model 1 0.175 -0.028 0.44 9.57
Model 2 0.851 0.027 0.09 3.62
Model 3 0.776 -0.050 0.15 4.45
Model 4 -0.209 -0.205 0.68 11.17
Model 5 0.885 -0.056 0.06 3.01

The MSE is a commonly used performance metric in regression tasks, measuring the
average squared difference between predicted and actual values. The lower the MSE, the
better the model’s performance, as it indicates more minor errors in the predicted values
compared to the actual values. The results of the MSE analysis provide insights into
the effectiveness of the different dataset-model combinations and contribute to the overall
evaluation of the model’s performance in predicting grain yield. From Table 4.1.1, the
smallest MSE was when the 22MLROBOT data with concatenation for both DH and
fertilization level were included. The range for grain yield goes from around four t/ha to
eight t/ha. As previously noted in Section 3.6.4, the MAPE is a metric that evaluates
the average percentage difference between predicted and actual values. Referring to Table
4.1.1, it is observed that the MAPE values for Model 5, Model 3, and Model 2 are relatively
low. However, for Model 1 and Model 4, the MAPE scores are significantly higher.
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4.1.1 Results for Model 1
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Figure 4.1.1: (a) Scatterplot for Model 1, the grain yield is expressed in t/ha. The
colors indicate how many days between the image being captured and the heading date.
A Negative value indicates days after heading, and a positive value indicates days before
heading. (b) Residual plot displaying the prediction error on the vertical axis against the
predicted values on the horizontal axis.
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The scatter plot for Model 1 is presented in Figure 4.1.1a. Most of the points are not
following the identity line (blue line), and most of the predictions are lower than the
actual value of grain yield, matching the MBE from Table 4.1.1 well, since it is negative,
which indicates underprediction. The MBE is not significantly high, which means that
the overall predictions are not biased. The R2 value, also presented in Table 4.1.1, is
poor, indicating that the dataset does not fit the model well. An R2 value of 0.175
means that only 18% of the variability in the dependent variable is explained by the
response variable. A low R2 value means that only a tiny percentage of the variation in
the dependent variable is accounted for by the model’s independent variable(s), and the
remaining variation is attributed to other factors not included in the model. A low R2

score is expected from a small dataset where the regression model may not have enough
data to accurately capture the variability in the outcome variable. A small dataset can
result in a poor model fit, which can be reflected in the scatter plot. The labels on the
right-hand side of the model indicate the number of days between the heading day and the
image capture. The negative values imply that the images were taken after the heading
date. The labels highlight minor variations in the heading day for each plot since Model
1 includes only one date-time, resulting in all points having the exact date for capture
but different heading days for each plot.

Figure 4.1.1b exhibits the prediction errors along the vertical axis plotted against the
residuals along the horizontal axis. Ideally, the residuals should exhibit a random scatter
around the horizontal line at y=0, indicating that the model’s predictions are unbiased
and possess consistent variance. Although the plot does not show a distinct cluster, the
residuals are widely dispersed. The residuals should be around zero to indicate a good
model, but that is not the case here; most of the points are inside two standard deviations
(SDs) from zero. It is hard to analyze results with so few points; when the sample size
is small, the residual plot may appear more scattered due to the limited data. In this
case, it can be challenging to determine whether the scattered residuals are due to model
misspecification or simply due to the small sample size.
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4.1.2 Results for Model 2
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Figure 4.1.2: (a) Scatterplot for Model 2, the grain yield is expressed in t/ha. The
colors indicate how many days between the image being captured and the heading date.
A Negative value indicates days after heading, and a positive value indicates days before
heading. (b) Residual plot displaying how many SDs from 0 on the vertical axis against
the predicted values on the horizontal axis.
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The scatter plot in Figure 4.1.2a displays a positive correlation between the predicted and
actual values, with most points clustering around the identity line. The colors represent
the time between the image capture and the heading day of the crops. The predicted
values are slightly higher than the actual values, as indicated by the low positive value
of the MBE, 0.027, from Table 4.1.1. Here the days between the image capture and the
heading date are more spread out, with a range from -30 to 30, approximately one month
before and after the day of heading.

Figure 4.1.2b shows the residual plot, which supports the assumption from the scatter
plot. The residuals are randomly scattered around the vertical axis and do not follow
any discernible pattern. The residuals are distributed across a range of three SDs from
zero, indicating that they are widely dispersed. There are no visible patterns, such as a
curve or a trend. The R2 value from Table 4.1.1 is 0.851, indicating a good fit between
the model and the data, supporting the earlier assumptions.
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4.1.3 Results for Model 3
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Figure 4.1.3: (a) Scatterplot for Model 3, the grain yield is expressed in t/ha. The
colors indicate how many days between the image being captured and the heading date.
A Negative value indicates days after heading, and a positive value indicates days before
heading. (b). Residual plot displaying the prediction error on the vertical axis against the
predicted values on the horizontal axis.

The scatterplot shown in Figure 4.1.3a represents Model 3. After analyzing the plot,
it is evident that most of the data points are clustered around the identity line, which
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suggests a positive correlation between the predicted and measured grain yield. This
finding indicates that the prediction model is effective and that the predicted grain yield
is related to the measured grain yield. However, there are a few outliers in the data, and
as the measured grain yield increases, the model’s prediction becomes more challenging.
Table 4.1.1 shows a relatively low MSE value of 0.15, indicating that the predicted values
are close to the actual values with minor prediction errors.

Figure 4.1.3b presents a residual plot for Model 3, revealing evenly distributed residuals
around zero with no discernible trend or pattern, suggesting that the model’s assumptions
are met, and it is a good fit for the data with constant variance and no bias in the residuals.
The results from Table 4.1.1 show that the MBE is -0.050, indicating a slight possibility
of underpredictions but insignificant. The MBE and the good residual plot suggest low
bias in the model. Model 3 shows an R2 score of 0.776, indicating that about 78% of the
response variable’s variability is explained by the predictors. However, it should be noted
that the interpretation of the R2 score depends on the context of the data and research
question. In this case, the model was trained and tested on fields with different cultivars,
which can make prediction challenging and affect the R2 score.
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4.1.4 Results for Model 4
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Figure 4.1.4: (a) Scatterplot for Model 4, the grain yield is expressed in t/ha. The
colors indicate how many days between the image being captured and the heading date.
A Negative value indicates days after heading, and a positive value indicates days before
heading. (b) Residual plot displaying the prediction error on the vertical axis against the
predicted values on the horizontal axis.
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Figure 4.1.4a shows that the predicted values are widely scattered and do not follow
the identity line, indicating that the model is not accurately capturing the relationship
between the predictor and the outcome variable. Although the MSE value of 0.74 does not
seem very high, if considering the range of actual grain yield values, the error is relatively
large. The negative R2 value further confirms that the model does not fit the data well.
One possible explanation for the stripes in the scatter plot is the numerous repetitions
of the same plot due to data augmentations, resulting in identical yield values. Using
separate fields for training and prediction, each with different cultivars may have made it
difficult for the model to identify the correct patterns, leading to overfitting.

The residual plot displayed in Figure 4.1.4b further reinforces the conclusion that the
model does not adequately fit the data. The residuals are clustered around a range of
two SD and are not centered around zero on the vertical axis, forming a dense cluster
of points. The MBE value of -0.205 indicates that the model underpredicts the grain
yield to a certain extent. Based on these observations, the model needs to be revised, or
more data needs to be collected to enhance the predictions. In summary, all the evidence,
including the scatterplot, residual plot, and MBE value, suggest that the model does not
fit the data well. Additional research is required to determine the cause and to develop
methods for improving the model’s performance.

4.1.5 Results for Model 5

4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0
Measured grain yield (t/ha)

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.0

Pr
ed

ict
ed

 g
ra

in
 y

ie
ld

 (t
/h

a)

MSE: 0.06
R-squared: 0.885

Actual vs. Predicted Values (Model 5)
30
15

0
15
30

(a)

Page 46 of 63



Data Analysis

3 4 5 6 7 8
Predicted Values

4

2

0

2

4

St
an

da
rd

ize
d 

Re
sid

ua
ls

Residual Plot (Model 5)

(b)

Figure 4.1.5: (a) Scatterplot for Model 5, the grain yield is expressed in t/ha. The
colors indicate how many days between the image being captured and the heading date.
A Negative value indicates days after heading, and a positive value indicates days before
heading. (b) Residual plot displaying the prediction error on the vertical axis against the
predicted values on the horizontal axis.

Figure 4.1.5a shows the predicted values compared to the actual values for grain yield,
expressed in t/ha. The points in the scatterplot follow the identity line pretty well but
slightly underpredict, in general, a bit. That matches the MBE showed in the same
scatterplot, which has a value of -0.056.

According to the residual plot shown in Figure 4.1.5b, there are no discernible patterns
or trends in the residuals, indicating that the model has no systematic errors or varying
variances in its predictions. The points are widely dispersed, ranging up to four SD, which
suggests that the model has captured most of the trends in the data.

Table 4.1.1 displays the results for MSE, MBE, and R2 score. With a value of 0.06, the
MSE is remarkably low, considering the grain yield range is between four to eight t/ha.
The low MSE indicates that the model predicts a minimal amount of incorrect values. The
R2 value of 0.885 indicates that the model can account for roughly 89% of the variance.
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4.1.6 MSE for All Date-Times
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Figure 4.1.6: Plot displaying when the smallest MSE score occurs for Model 2.

The model’s performance in predicting grain yield for each date-time was exclusively eval-
uated for the 22MLROBOT field by comparing the predicted values with the actual target
values. The predictions were made without any agronomic data or field management data.
The purpose of this analysis was to determine the accuracy of the model’s predictions for
each date-time and to identify the earliest date-time at which the predictions are reliable.
The results are presented in Figure 4.1.6, which shows that the loss decreases steadily
from the beginning, and the predictions become more accurate around the end of July.
Additionally, the graph indicates that the smallest MSE is observed on 01.08.2022.
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Chapter 5
General Discussion

This part of the thesis aims to analyze and interpret the findings obtained from the
study on predicting grain yield using multispectral images of wheat trials. The results
obtained from the experiments conducted at Vollebekk Research Station, Ås, Norway,
shed light on the effectiveness of multispectral images for predicting grain yield. This
section includes a comprehensive analysis of the findings, a discussion of the implications
of the results, and highlights of the significance of the study in the broader context of crop
cultivation, phenotyping, and climate variability. Furthermore, the study’s limitations will
be identified, and propose areas for future research.

5.1 Climate Conditions

Climate plays a significant role in cultivating various cultivars and characterizing plant
traits. However, if there are considerable fluctuations in climatic conditions from year
to year, developing a model that performs well in diverse conditions can be challenging.
Temperature is a critical factor affecting crop growth and development, with warmer tem-
peratures accelerating crop growth while cooler temperatures slowing it down. Extreme
temperatures, such as heat waves, can also adversely affect crops, reducing yields and
quality [57].

Water availability is another significant factor that can influence crop growth and de-
velopment. Water is scarce in hot and dry climates, making it challenging to maintain
adequate soil moisture levels, resulting in reduced crop growth, yield, and quality. In con-
trast, excessive rainfall in wet climates can lead to waterlogging, damaging crops. Climate
variability also impacts soil conditions, with dry climates having low soil moisture levels
leading to reduced nutrient availability. In contrast, wet climates can cause soil erosion
and nutrient loss, reducing soil quality [58].

Climate variability can also influence pests and diseases, which affects crop growth and
yield. Favorable pest and disease outbreak conditions are created in warm and humid
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climates, while cold and dry climates can reduce their prevalence. All these factors can
cause significant variations in grain yield from year to year, making it difficult to predict.
Thus, data over several years and diverse environments are crucial to predict grain yield
accurately [59].

5.2 Model Generalization

In this study, two fields, namely 22MLNOBAL and 22MLROBOT, were utilized for train-
ing the model. These fields were imaged during the same year and, thus, subjecting to
similar climatic conditions, which may have resulted in a less generalizable model. It is
challenging to determine if the trained model will perform well only on the fields used for
testing and training or if it will generalize effectively to entirely different fields. Model 4
did not have good results when comparing the measured grain yield with the predicted,
which shows that there is difficult to train on one field and then predict on another, even
if the climate is the same since the cultivars are different. In the case of this study, the
two fields had different kinds of cultivars, so there may be better results if there are two
different fields with the same cultivars. The dataset for both fields where also small,
so more data from various environments and over several years may improve the model.
The influence of climate on cultivar performance and phenotyping is a crucial factor to
consider, as variations in climate can significantly impact crop growth and yield, as men-
tioned in Section 5.1. Therefore, the transferability and generalizability of the model to
other fields or climatic conditions need to be thoroughly examined and validated in future
studies.

5.3 Comparison with Similar Studies

It is important to note that the approach used in this thesis differs from that used by
Shafiee et al. [11] in their study for predicting grain yield in 2021. In their study, the
plot values for each band and index were calculated as the median value of the pixels in
each plot, and they did not consider the differences internally in the plot. In contrast,
this thesis considers all the pixels in the plot and tries to predict the average grain yield
for the whole plot.

Table 4.1.1 displays the findings that the most favorable outcome for this research was
accomplished when the features fertilization and days to heading were incorporated. The
R2 score and MSE are 0.885 and 0.06, respectively. Although the R2 score is marginally
lower than Shafiee et al.’s study, the MSE in this research is lower. In Shafiee et al.’s study,
their best model had an R2 score of 0.92 and an MSE of 0.11. However, as the MSE and
R2 scores indicate different patterns, it suggests that the grain yield distribution may vary,
and a direct comparison between the two scores may not be appropriate. Nonetheless,
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the results show minimal differences overall, suggesting that the model’s predictions are
equally satisfactory.

The lower R2 value in this study may be attributed to the different approach utilized
compared to the previous study. Utilizing all the pixels in the prediction can result in more
noise and variability in the data, which may affect the model’s performance. However,
this approach should enhance the model’s robustness by incorporating more information
about the field. In addition, differences in the R2 values could be due to variations in
the dataset, such as different crop, weather, and soil conditions, which can significantly
influence the accuracy of the model’s predictions. Furthermore, the imbalance in the
R2 values may also be due to differences in the model architecture, hyperparameters,
pre-processing, and feature selection steps.

By utilizing the data for different fields in 2019 and 2020, Ijaz et al. [12] utilized various
models for predicting grain yield. When comparing those outcomes with the outcomes of
this thesis, it can be observed that the best model in this thesis has an R2 score of 0.885,
which is significantly higher than the optimal model in [12], which had an R2 score of
0.725. The top model in that study was a Random Forest Regressor that used spectral
bands, indices, and weather features and only utilized the median value.

In contrast to the model utilized by Ijaz et al. [12], the model in this thesis does not
incorporate any weather data. Despite that, it performs remarkably well in predicting the
grain yield. The model uses only two features, including fertilization and days to heading,
to predict the grain yield. Despite the absence of weather data, the model achieves an
R2 score of 0.885 and an MSE of 0.06, indicating that it captures a significant portion
of the variability in the data and makes accurate predictions. These results suggest that
the model’s simplicity does not hinder its predictive power. Furthermore, the promising
performance of this basic model implies that by incorporating weather data, such as
temperature, precipitation, and solar radiation, the model’s predictive ability could be
further enhanced.

As stated in Section 2.1.1, studying the reflected radiation beyond the visible spectrum
may provide information about the health of plants and soil, rather than just relying
on their visual appearance. In a study by Nevavuori et al. [60], a CNN was used to
predict grain yield based on RGB images, and the best-performing model achieved a
mean absolute error of 8.8% for within-field yield prediction. However, in this thesis,
the best-performing model achieved a significantly better MAPE of 3.01%. Table 4.1.1
indicates that three out of the five model-dataset combinations evaluated in this thesis
had a lower error than when using only RGB images.

5.4 Future Work

The results of this study show that utilizing the whole image for the prediction of grain
yield is possible but need some modifications. However, several opportunities for the data
foundation and model architecture for future research can give better results.
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In terms of future directions, it may be valuable to extend this investigation by incor-
porating a more extensive and diverse dataset, as the current sample size is restricted
to eight multispectral images from each field. Given that the pre-processing steps are
relatively time-consuming for these multispectral images, a small dataset where utilized;
therefore, it would be advantageous to acquire additional data to decrease the prediction
error of the models. In retrospect, it would also have been beneficial to rotate the images
horizontally and vertically during the thesis work to increase the amount of data by four
times rather than three.

Furthermore, utilizing a multi-year dataset would be preferable to relying solely on the
2022 dataset used in this study. One potential avenue would be to train the model on
data from prior years and subsequently apply it to forecast the grain yield of the current
crop.

A compelling option to consider is to perform semantic segmentation. The model can
classify each pixel individually and estimate the grain yield for each rather than for the
entire plot. Such an approach would likely be more precise for farmers and offer even
more practical insights for agriculture management.

Exploring the potential of hyperspectral images (HSI) for enhancing grain yield predic-
tion models is a promising avenue for future research. HSI has the potential to provide
valuable supplementary information due to its ability to capture more spectral bands
than MSI. However, incorporating HSI data into grain yield prediction models may re-
quire careful consideration of various factors such as pre-processing, feature selection, and
normalization techniques.

In addition, comparing the effectiveness of 2D-CNNs versus 3D-CNNs could be a valuable
area of exploration. While 2D-CNNs are commonly used for image processing tasks, 3D-
CNNs can simultaneously capture the spatial and spectral dimensions of the HSI data,
potentially improving the accuracy of grain yield predictions. Other deep learning models,
such as recurrent neural networks or graph neural networks, could also be considered
for this task. Further investigation is needed to determine the most effective modeling
approach for incorporating HSI data into grain yield prediction models and to identify
the potential limitations and challenges associated with this approach.

Another approach that could have been done is to stack the date-time images so that the
shapes of the images are (256, 52, 8, 5). When stacking the date-time may contribute to
more accurate predictions. If the images are taken over a period of time, stacking them
can provide temporal information that can be useful for predicting future events. It can
help the model learn how the wheat crops evolve, making more accurate predictions for
later years when the growing pattern is already learned. However, it is essential to keep
in mind that stacking too many images can also introduce noise or make the data too
complex for the model to learn from effectively. Additionally, it is essential to consider
other factors that may affect crop growth, such as weather conditions, soil quality, and
pests, when making predictions based on stacked images of crop fields.

According to the findings of Ijaz et al. [12]’s research in the spring of 2021, the rela-
tionship between the variables became more robust by including extra weather data, and
especially the temperature was a vital weather factor for predicting grain yield. Hence,
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the utilization of such data may also reduce the margin of error in the prediction of the
current study.
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Chapter 6
Conclusion

The primary goal of this thesis was to assess the feasibility of predicting grain yield
from multispectral images by developing a CNN regression model. Several factors have
motivated the choice of the objectives presented in Section 1.2.

Despite using a simple CNN model with minimal tuning, this study achieved satisfactory
results despite the relatively small dataset. Various combinations of datasets and CNN
architectures were trained, resulting in a wide range of outcomes. The most effective
combination was Model 5, which used the 22MLROBOT dataset and included DH and
fertilization level as additional variables to improve the model’s predictive accuracy. In-
cluding additional variables, such as DH and fertilization level, effectively enhanced the
correlation between the predicted and measured grain yield. Specifically, from Model 4
to Model 5 there where an improvement of the R2 and the MSE score. The R2 score
improved from 0.851 and an MSE of 0.09 to an R2 score of 0.885 and an MSE of 0.06.
The inclusion of agronomic and management information as a concatenated layer further
improved the prediction results by approximately 4%. Overall, adding DH and fertiliza-
tion level to the model helped to better understand how these factors impact grain yield
production.

Therefore, the approach used in this thesis shows promising results, especially considering
the differences. Through rigorous analysis and experimentation, the results suggest that
utilizing the entire plot as a sample yields richer information and thus can be a useful
approach for data analysis. The performance of the combinations has been compared to
each other and to two earlier studies, Shafiee et al. [11], and Ijaz et al. [12], where the
median value and not images have been utilized for prediction.

Based on the comparison with the results of the study by Ijaz et al. [12], it can be
concluded that the best-performing model developed in this thesis, Model 5, with an R2

score of 0.885, is significantly better than the best-performing model in that study, which
utilized a Random Forest Regressor with spectral bands, spectral indices, and weather
features and achieved an R2 score of 0.725.
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Appendix A
GitHub links

Table A.0.1: Source code links for GitHub

Title Link Commit hash
data_preparation.ipynb GitHub:data_preparation 32afed4
ml_pipeline.ipynb GitHub:ml_pipeline bd80391

Page 60 of 63

https://github.com/saraeidris/M_DV_2023/blob/master/data_preparation.ipynb
https://github.com/saraeidris/M_DV_2023/blob/master/ml_pipeline.ipynb


Appendix B
Program and Python models

Table B.0.1: Program and Python modules and their appliance used in this study.

Module / Program name Appliance Version
Python High level programming language 3.9.16
QGIS GIS program 3.22.11

Tensorflow Deep learning framework 2.12.0
Keras Deep learning API 2.12.0

Spectral Multispectral image 0.23.1
Matplotlib Plotting graphic 3.7.1
Seaborn Plotting graphic 0.12.2
Numpy Mathematical functions 1.22.4
Pandas Data analysis 1.5.3

GeoPandas Geographic pandas extensions 0.12.2
xarray labeled arrays and datasets 2022.12.0

Rioxarray geospatial xarray extension 0.14.1
netCDF4 Data storage format type 1.6.3

HDF5 File format for data 3.8.0
PIL/Pillow Python Imaging Library 8.4.0
Scikit-Learn Python library for machine learning 1.2.0
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