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A B S T R A C T 

M 22 (NGC 6656) is a chemically complex glob ular cluster -like system reported to harbour heavy element abundance variations. 
Ho we v er, the e xtent of these variations and the origin of this cluster is still debated. In this work, we investigate the chemical 
in-homogeneity of M 22 using differential line-by-line analysis of high-quality (R = 110 000, S/N = 300 per pixel at 514 nm) 
VLT/UVES spectra of six carefully chosen red giant branch stars. By achieving abundance uncertainties as low as ∼0.01 dex 

( ∼2 per cent), this high precision data validates the results of previous studies and reveals variations in Fe, Na, Si, Ca, Sc, Ti, Cr, 
Mn, Co, Ni, Zn, Y, Zr, La, Ce, Nd, Sm, and Eu. Additionally, we can confirm that the cluster hosts two stellar populations with 

a spread of at least 0.24 dex in [Fe/H] and an average s-process abundance spread of 0.65 dex. In addition to global variations 
across the cluster, we also find non-negligible variations within each of the two populations, with the more metal-poor population 

hosting larger spreads in elements heavier than Fe than the metal-rich. We address previous works that do not identify anomalous 
abundances and relate our findings to our current dynamical understanding of the cluster. Given our results, we suggest that M 

22 is either a nuclear star cluster, the product of two merged clusters, or an original building block of the Milky Way. 

Key words: techniques: spectroscopic – stars: abundances – stars: Population II – globular clusters: general – globular clusters: 
individual: NGC 6656. 
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 I N T RO D U C T I O N  

eciphering the formation mechanisms of globular clusters (GCs) is 
 major challenge for both theorists and observ ers. Man y early efforts
o characterise these stellar systems assumed that they consisted of 
imple stellar populations with a single age, helium abundance, and 
 v erall metallicity. Ho we ver, there are al w ays e xceptions to ev ery
ule. One such exception is the enigmatic cluster M 22, which 
appens to be one of the first clusters to be studied in detail (Shapley
930b ; Sawyer 1944 ; Arp & Melbourne 1959 ). Historically, M 22 has
ften been compared to ω Centauri ( ω Cen; Shapley 1930a ); a prob-
ble dwarf galaxy nucleus candidate (Bekki & Freeman 2003 ). How- 
ver M 22 was considered to be a less extreme version of the cluster
Hesser, Hartwick & McClure 1976 ; Hesser, Hartwick & McClure 
977 ). Hesser & Harris 1979 builds upon Lloyd Evans 1978a and
escribes four different factors which contributed to this hypothesis. 
(1) For stars lying on or near the red giant branch (RGB), David

unlap Observatory photometry showed a wide range of both metal 
 E-mail: madeleine.mckenzie@anu.edu.au 
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nd CN indices [for example, for M 22 see Norris & Freeman ( 1983 ),
nd for ω Cen see Freeman & Rodgers 1975 , Norris & Bessell 1975
r Lloyd Evans 1977 ]. This is a manifestation of what we now
nderstand to be the multiple stellar population phenomenon (for 
e vie ws on this topic, see Kraft 1994 , Gratton, Carretta & Bragaglia
012 , Bastian & Lardo 2018 and Gratton et al. 2019 ). 
(2) Both clusters were found to contain Barium stars (Mallia 

976a ; Mallia 1976b ) and probable CH stars (Harding 1962 ; Bond
975 ; Hesser et al. 1977 ). At the time, no other clusters were known
o contain these anomalous stars. Today, these represent s -process 
nhanced populations that have since emerged in several clusters 
Norris & Da Costa 1995 ; Smith et al. 2000 ; Yong & Grundahl 2008 ;
arretta et al. 2011 ; Carretta et al. 2013 ; Yong et al. 2014a ; Marino
t al. 2015 ). s -process elements refer to elements heavier than iron
ynthesized via the slow neutron-capture process, which occurs in 
he He-shells of low-mass asymptotic giant branch (AGB) stars. (e.g. 
layton et al. 1961 ; Busso, Gallino & Wasserburg 1999 ; Karakas &
attanzio 2014 ; Kobayashi, Karakas & Lugaro 2020 ). 
(3) The colour magnitude diagram (CMD) of M 22 appeared to

how similar characteristics to the ‘wide giant-branch’ phenomenon 
dentified in ω Cen (Woolley 1966 ; Cannon & Stobie 1973 ; Bessell &
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orris 1976 ). Later, Marino et al. ( 2009 ) and Piotto et al. ( 2012 ) also
ound a broadened sub-giant branch, indicative of stellar populations
ith different C + N + O abundances or different ages (Cassisi et al.
008 ). While significant reddening was excluded as a possible cause
n ω Centauri (Cannon 1980 ), M 22 is situated at the edge of the
ense star clouds of Sagittarius near the Galactic plane (Shapley &
uncan 1922 ), and thus it is unsurprising that Richter, Hilker &
ichtler ( 1999 ) found differential reddening in the direction of M
2. Ho we ver despite this, Monaco et al. ( 2004 ) could not rule out the
resence of a small metallicity spread. 
(4) There appeared to be flattening of both clusters that was

orrectly interpreted as rotation of the cluster [early observations
nclude Lindsay ( 1956 ) with supporting theoretical models from
ing ( 1961 )]. Internal rotation within GCs has since been confirmed
y several studies such as Bianchini et al. ( 2013 , 2018 ), Lardo
t al. ( 2015 ), Kamann et al. ( 2018 ), and Cordoni et al. ( 2020a ).
ecently, Cordoni et al. ( 2020b ) combined multiband photometry

rom the Hubble Space Telescope ( HST ) and ground-based facilities
ith Gaia Data Release 2 and HST proper motions to analyse the
inematics of both ω Cen and M 22. Both clusters share many
inematic qualities; stellar populations with different metallicities
hare similar motions, ellipticity and have rotation patterns with
imilar phases and amplitudes. 

This naturally leads to the suggestion that, like ω Cen, M 22 is the
ucleus of a dwarf galaxy (e.g. Bekki & Freeman 2003 ). This small,
ut growing, class of clusters, known as ‘Type II’ clusters (Milone
t al. 2017 ), exhibits dispersions in metallicity and/or s -process
lement abundances and includes, but is not limited to, ω Cen, Terzan
, M54, and M2 (Norris & Da Costa 1995 ; Carretta et al. 2010a ; Yong
t al. 2014b ; McKenzie & Bekki 2018 ). This is juxtaposed by ‘Type
’ GCs, which exhibit homogeneous heavy element abundances
Carretta et al. 2009 ). Ho we ver, emerging research demonstrates
hat even some Type I GCs exhibit metallicity variation among their
rimordial population as inferred from photometry and spectroscopy
Yong et al. 2013 ; Marino et al. 2019 ; Legnardi et al. 2022 ). 

Many studies suggest that M 22 is indeed a Type II cluster.
o we ver, the possibility that M 22 is a nucleated dwarf remains

n unresolved issue (Mucciarelli et al. 2015 ; Pfeffer et al. 2021 ).
n e xtensiv e compilation of literature on the topic of whether M 22

ontains intrinsic metallicity variations is given in Table 1 . 
Higher precision abundance measurements may provide new

nsight into the existence of a metallicity spread in M 22. Studies
hat reach uncertainties as low as ∼0.01 dex ( ∼2 per cent; Yong et al.
013 ) have had great success in validating abundance variations and
isentangling formation sources of GCs. Therefore, the aim of this
aper is to use similar high precision abundance measurements to
onfirm or dispro v e metallicity ([Fe/H]) and other abundance varia-
ions beyond reasonable doubt. To achieve this, we reduce the uncer-
ainties in the element abundances by adopting a differential analysis.

In Section 2 , we discuss our target selection and stellar parameter
etermination. We present our result from our differential abundance
easurements in Section 3 , our discussion in Section 4 and conclu-

ion in Section 5 . 

 OBSERVATIONS  A N D  ANALYSIS  

.1 Target selection and observations 

e select our program stars from Marino et al. ( 2011 ). The spectra
nalysed by Marino et al. ( 2011 ) were visually examined to identify
tars with detectable MgH molecular lines to be used for future
sotopic analysis. Such analysis requires high-resolution and signal-
NRAS 516, 3515–3531 (2022) 
o-noise ratio (S/N) spectra, thus six stars were re-observed with
VES (Dekker et al. 2000 ) on the ESO VLT UT2 telescope. Three
f these belong to the s -process poor group as identified by Marino
t al. ( 2011 ), and the remaining three are from the s -process rich
opulation. 
The observations were taken using image slicer #3 and the 0 . ′′ 3 slit.

xposure times for each star ranged from 1.5 to 2.1 h. We used the
80 nm setting that provided wavelength coverage from ∼4800 to
6800 Å, with a small gap near 5800 Å due to the space between the

wo CCDs in the UVES camera. There were no detected neighbours
ithin the entrance aperture (1.5 × 2.0 arcsec) of the image slicer
hich minimizes contamination. The spectra were reduced using the
SO pipeline, and radial velocities were estimated using IRAF . The
pectra for each star has a resolution of R = 110 000 and S/N ≥ 300
er pixel near 514 nm. We present measurements of the heliocentric
adial velocities in Table A1 , which are in agreement with literature
alues. 

Fig. 1 shows the RGB, Na-O anticorrelation and [La/Eu] as a
unction of [Fe/H] for the program stars. In the left-hand panel, we
se the G, BP, and RP filters from Gaia EDR3 (Gaia Collaboration
021 ) to illustrate that our sample consists of stars e xclusiv ely located
ear the tip of the RGB. The brightest and faintest stars have G band
agnitudes of 10.83 and 10.26, respectively. The centre and right-

and panels both leverage the complete data set from Marino et al.
 2011 ) with s -process rich targets shown in red pentagons (C, III-
2, and III-3) and s -process poor targets in blue crosses (III-15,
II-14, and IV-102). The range of light element abundances for the
a-O anticorrelation is highlighted in the centre, and the distinction
etween the two s -process groups is given on the left. 

We present an example of our spectra in Fig. 2 o v er the s -process
ine La II and iron peak elements Cr I, Ti I, and Fe I. Visual inspection
eveals that the s -process rich stars exhibit stronger absorption lines
han the s -process poor stars (blue). The extremely high quality of the
pectra, combined with the technique of differential analysis, enables
s to achieve relative abundance measurements with uncertainties as
ow as 2 per cent (0.01 dex). 

.2 Line list and equi v alent width measurements 

ur line list is an amalgamation of three lists recently used in the
iterature. First, we use atomic data from Ji et al. ( 2020 ), which was
btained using the program LINEMAKE 1 (Placco et al. 2021 ). Next,
ines were also taken from Battaglia et al. ( 2017 , which in turn is
ssembled from Roederer et al. 2008 and Roederer et al. 2010 and
thers), as well as the RGB tip line list used in Yong et al. ( 2013 ).
ecause of our differential approach, errors in the atomic data will

argely cancel (Mel ́endez et al. 2009 ; Nissen & Gustafsson 2018 ). 
We developed and implemented a new code R outine for

V aluating and I nspecting E qui v alent W idths ( REVIEW 

2 ) that fits
ndividual absorption lines using the scipy.optimize function
urve fit and a feedforward neural network (FFNN; Goodfellow,
engio & Courville 2016 ) trained on synthetic spectra. Ho we ver, we
o not solely rely on the FFNN as it was not trained on data that
ontain hyperfine and isotopic splitting. Thus we compare the output
f the FFNN with a Gaussian function and select the model with the
mallest residuals. We discuss this new code further in Appendix B .

To ensure our code is producing reliable results, we compare the
qui v alent widths (EWs) from REVIEW and DAOSPEC (Stetson &

https://github.com/vmplacco/linemake
https://github.com/madeleine-mckenzie/REvIEW
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Table 1. Publications on M 22 abundances and whether they report an iron or other light element abundance spread within the cluster. We do not guarantee that 
this is an e xhaustiv e list, and we do not include works that approach this problem from a theoretical perspectiv e. An y references to tables relate to the publication 
listed in that row. 

Publication Fe spread? Other element spread? Comments 

Manduca & Bell ( 1978 ) No No Ca abundance of RR Lyrae variables. 
Data from Butler et al. ( 1973 ). 

Peterson ( 1980 ) Yes, 0.56 dex difference Not discussed Four stars in the sample. 
Cohen ( 1981 ) No 0.8 dex difference in Na Three stars in the sample. 
Gratton ( 1982 ) No No Three stars in the sample. 
Pilachowski et al. ( 1982 ) Yes, 0.5 dex difference Yes Six stars in the sample. 
Norris & Freeman ( 1983 ) Not discussed Ca, CH and CN variations Using photometry. 
Frogel, Persson & Cohen 
( 1983 ) 

Not discussed ‘Tremendous range’ in CN Using infrared photometry. 

Wallerstein, Leep & Oke 
( 1987 ) 

Sample size too small Al and Ti Two stars. 

(0.2 dex between stars) 
Gratton & Ortolani ( 1989 ) Yes, see Table 5 Yes, see abundances in Table 5 Three stars. 
Brown, Wallerstein & Oke 
( 1990 ) 

Yes, 0.3 dex with non uniform Notable N spread Six stars in the sample. Stellar parameters 

reddening, 0.4 dex with originating from Frogel et al. ( 1983 ), 
uniform reddening Cudworth ( 1986 ) & Norris & Freeman ( 1983 ) 

Lehnert, Bell & Cohen 
( 1991 ) 

Yes, 0.31 dex, see Table 5 Yes, [Ca/H] correlated with [Na/H] 10 stars, using Ca triplet. 

Laird, Wilhelm & Peterson 
( 1991 ) 

No Not discussed 26 giant stars. 

Brown & Wallerstein ( 1992 ) Yes, 0.19 dex Yes, see Table 5 Spectra used is a subset of Brown et al. ( 1990 ). 
Values from Table 5 CN strong and weak stars. 

Anthony-T warog, T warog & 

Craig ( 1995 ) 
No (‘a spread of less than Confirm correlation between Ca Using uvbyCa photometry. 

0.2 dex cannot be excluded’) and CN/CH as in 
Norris & Freeman ( 1983 ) 

Richter et al. ( 1999 ) No Large dispersion of CN strength Using Stromgren photometry. 
Monaco et al. ( 2004 ) No, (maximum allowed spread Not discussed Wide field photometry. 

of � [Fe/H] � 0.1–0.2 dex) Emphasizes reddening in the cluster. 
Marino et al. ( 2009 ) Yes, average difference of 0.15 dex Yes, see Table 6 17 stars in the sample. 
Da Costa et al. ( 2009 ) Yes, IQR of metal rich Yes, Ca 55 candidate red giants in the field. 

and poor populations is 0.24 dex Based on Ca triplet. 
Lee et al. ( 2009 ) Yes Yes, Ca Ca hk index of the Ca-by photometry. 
Marino et al. ( 2011 ) Yes, ‘substantial star-to-star Yes, 35 red giant stars. 

metallicity scatter � [C + N + O/Fe] ≈0.13 dex 
(-2.0 � [Fe/H] � -1.6)’ 

Roederer, Marino & Sneden 
( 2011 ) 

Yes Yes, s and r process materials Six RGB stars. 

Alves-Brito et al. ( 2012 ) Yes, � [Fe/H] = 0.43 dex Yes, large C and N abundance 11 stars. Based on IR. 
spreads, 0.6 dex variation in F 

Joo & Lee ( 2013 ) Yes, � [Fe/H] = 0.25 dex Yes, � Y = 0.09 ± 0.04 Population models. Best fitting model 
age difference of 0.3 ± 0.4 Gyr. 

Marino, Milone & Lind 
( 2013 ) 

Yes, see Table 2 Yes, see Table 2 Seven stars on the HB, main purpose to 

measure Ba and Na abundances. 
D’Orazi et al. ( 2013 ) Not discussed Yes, F variations Near-infrared CRIRES spectroscopic 

observations of six cool giant stars. 
Gratton et al. ( 2014 ) Yes, see Table 5 Yes, see Table 5 94 candidate stars belonging to the HB. 
Lim et al. ( 2015 ) Yes, � [Fe/H] = 0.18 dex Yes, Ca. Also a CN bimodality Ne w narro w-band Ca photometry. 

As in Lee et al. ( 2009 ) but without 
contamination from CN bands. 

Mucciarelli et al. ( 2015 ) No Yes, s -process variations UVES and UVES-FLAMES of 17 giants. 
Lee ( 2016 ) Yes Yes Testing different stellar parameters. 
Lee ( 2020 ) Not explicitly discussed Yes, double CN-CH F ound fiv e stellar populations. 

anti-correlations on the RGB 

M ́esz ́aros et al. ( 2020 ) No Sample too small to confirm 20 stars with a S/N > 70 
Ca spread. No stars to confirm from the APOGEE surv e y. 
Ce or Nd spreads 

This work Yes, > 0.24 dex Yes 6 stars, strictly differential analysis. 
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M

Table 2. Line list for our target stars and reference star (NGC 6752-mg9). The digits to the left of the decimal point in the ‘Species’ 
column are the atomic number. The digit to the right of the decimal point is the ionization state (‘0’ = neutral, ‘1’ = singly ionized). 
See the associated publications for the original references for each log gf values. The full table is available as supplementary material. 
A portion is shown here for guidance regarding its form and content. 

Wavelength Species L.E.P. log gf C III-3 III-14 III-15 III-52 IV-102 NGC 6752-mg9 
( Å) (eV) (m Å) (m Å) (m Å) (m Å) (m Å) (m Å) (m Å) 

5682.63 11.0 2.1 −0.71 103.48 59.34 37.85 71.79 59.88 39.58 57.84 
5688.2 11.0 2.1 −0.41 84.32 63.09 102.71 89.66 60.30 83.02 
6160.747 11.0 2.1 −1.25 59.43 28.83 13.78 15.42 27.97 11.96 25.82 
5711.09 12.0 4.34 −1.72 112.30 100.61 85.13 74.63 100.31 78.70 85.74 
6698.673 13.0 3.14 −1.65 34.86 15.33 7.78 20.47 14.13 8.10 17.31 

Figure 1. In each panel, we show our s -process poor stars in blue crosses (III-15, III-14, and IV-102) and s -process rich stars in red pentagons (C, III-52, and 
III-3). Left-hand panel: the RGB in M 22 using Gaia filters. All targets appear at the tip of the RGB. Middle panel: the Na-O anticorrelation using the sample 
of stars from Marino et al. ( 2011 ). Our stars span the range of the anticorrelation. There is no distinction in light element abundances between the two s -process 
groups. Right-hand panel: the division at [La/Eu] = −0.3 between s -process rich (top) and s -process poor (bottom) stars, as given in Marino et al. ( 2011 ). 

Figure 2. High signal-to-noise spectra of our target stars. Spectra increase 
in metallicity from the s -process poor stars in blue at the top to the s -process 
rich stars in red on the bottom. The blended regions from 5297 to 5299 Å are 
a combination of Cr I, Ti I, and Fe I. The s -process element La increases in 
strength from top to bottom as the metallicity increases. 

Figure 3. Comparison of EWs measured using DAOSPEC and with IRAF 

from Yong et al. ( 2013 ). The left-hand panel shows all lines measured (N 

= 872) using DAOSPEC for our program stars and the right-hand panel 
compares EW measurements for our reference star (N = 199). Overlaid is a 
Gaussian fit to the distribution and we find that compared to DAOSPEC, μ = 

0.13 m Å, and σ = 3.6 m Å and for Yong et al. ( 2013 ); μ = −0.12 m Å and 
σ = 2.2 m Å. 
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NRAS 516, 3515–3531 (2022) 
ancino 2008 ) for our program stars, and compare our measurements
f our reference star with Yong et al. ( 2013 ). From Fig. 3 , our method
s in good agreement with both DAOSPEC and manual measurements
sing IRAF in Yong et al. ( 2013 ). As we have not manually remo v ed
oorly fit lines for this sample, EWs used to calculate abundances
ould be even more accurate than what each panel indicates. The

dvantages of our boutique method is that (i) the fitting process is
uch faster than IRAF , (ii) we inspect each line by eye to ensure that

he continuum has been fit correctly, and (iii) we can remo v e blended
ines or lines in low signal-to-noise regions. This is essential to
emo v e spurious measurements in order to achiev e e xtremely precise
W measurements. 

art/stac2254_f1.eps
art/stac2254_f2.eps
art/stac2254_f3.eps
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Table 3. Stellar parameters and associated errors for our program stars. These stellar parameters are determined with 
respect to our reference star NGC 6752-mg9. For this star, we use the values from table 1 of Yong et al. ( 2013 ); 
T eff = 4288 K, log g = 0.91 dex, [Fe/H] = −1.66 dex, and ξ = 1.72 km s −1 . We also include whether a star belongs to 
the s -process rich group here for convenience. 

Star T eff ± log g ± [Fe/H] ± ξ ± s -process rich? 
(K) (K) (cm s −2 ) (cm s −2 ) (km s −1 ) (km s −1 ) 

C 3912 12 0.105 0.056 −1.696 0.013 2.08 0.03 � 

III-3 4041 14 0.250 0.064 −1.778 0.013 2.29 0.04 � 

III-14 4038 10 0.120 0.034 −1.87 0.011 2.24 0.03 ×
III-15 4136 7 0.450 0.052 −1.825 0.010 2.03 0.02 ×
III-52 4100 10 0.510 0.036 −1.707 0.010 1.93 0.02 � 

IV-102 4043 11 0.100 0.046 −1.973 0.014 2.43 0.03 ×
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Strong lines located in the flat part of the curve of growth have been
xcluded as their EWs are sensitive to the microturbulent velocity. 
e conserv ati vely set this threshold to be 120 m Å. Additionally,
eak lines less than 5 m Å have also been excluded due to larger

ractional uncertainties. 

.3 Differential stellar parameters 

o calculate our stellar parameters, we used the program q 2 as
etailed in Ram ́ırez et al. ( 2014 ). This code serves as a wrapper for
he 1D local thermodynamic equilibrium (LTE) stellar line analysis 
rogram MOOG (Sneden 1973 ). q 2 applies a strictly differential 
ine-by-line analysis between the program stars and a reference star 
y iterating o v er the stellar parameters in order to simultaneously
inimize any correlations between (i) Fe I abundance and excitation 

otential χ , (ii) Fe I abundance and the reduced EWs ( log (EW /λ)),
nd (iii) removing any abundance difference between neutral (Fe 
) and singly ionized iron (Fe II). Hence q 2 imposes excitation 
nd ionization balance using the abundance differences between 
he program stars and reference star. That is, while the absolute 
bundances for Fe in a given star do not necessarily achieve excitation 
r ionization equilibira, the abundance differences simultaneously 
atisfy excitation and ionization balance. 

The model atmospheres used in the analysis were the one dimen- 
ional, plane-parallel, α enhanced, [ α/Fe] = + 0.4, NEWODF grid 
f ATLAS9 models by Castelli & Kurucz ( 2003 ). Other studies have
hown that MARCS models yield essentially identical results to the 
astelli/K urucz models (Alv es-Brito et al. 2010 ). Literature values 

rom Marino et al. ( 2011 ) were used as our initial stellar parameters
nd we discuss the impact on our choice of reference star and initial
arameters in Section 4.1.1 . For our reference star, we used NGC
752-mg9 from Yong et al. ( 2013 ). This star’s parameters have been
stimated using photometric T eff and log g from isochones which 
as been recommended by studies such as Mucciarelli & Bonifacio 
 2020 ). These parameters are T eff = 4288K, log g = 0.91 cm s −2 ,
Fe/H] = -1.66 and ξ = 1.72 km s −2 . 

We first perform one iteration of excitation/ionization balance 
hrough q 2 , and then remo v e all Fe I lines more than 1 σ from the
ean. We then re-run q 2 with this new subset of lines to obtain

ur final stellar parameters that are presented in Table 3 with their
ssociated errors. In Table C1 , we compare stellar parameters in the
iterature to our current work and find that our values are consistent
ith previous estimations. Although these stellar parameters are 

onsidered ‘spectroscopic parameters’, the differential nature of the 
nalysis means that our program stars’ iron abundances are measured 
ith respect to our reference star on a line-by-line basis. Strict
ifferential analysis minimizes the impact of model uncertainties 
s well as errors in atomic data as they cancel-out in each line. We
urther note that high precision differential analyses deliver precise 
elative abundances. Such analyses have provided key breakthroughs 
or a range of objects including solar twins, open clusters, GCs, and
alo stars (e.g. Mel ́endez et al. 2009 ; Yong et al. 2013 ; Liu et al.
016 ; Reggiani et al. 2017 ; Bedell et al. 2018 ). Our average errors
n stellar parameters across our target stars are T eff ± 10.6 K, log g

0.048 dex, [Fe/H] ± 0.012 dex, and ξ ± 0.03 km s −1 . These
re significantly lower than traditional approaches (e.g. the lowest 
rrors given in Marino et al. 2011 are T eff = 50 K and log g = 0.14)
nd comparable to other differential studies; stars with similar stellar 
arameters in Yong et al. ( 2013 ) have errors of T eff ≈ 20 K with
og g = 0.01 dex. In Section 4.1.2 , we discuss the outcomes of using
ifferent reference stars and guess stellar parameters. 
It is known that the abundance inferred from Fe I lines suffer from

on-L TE (NL TE) effects (e.g. Th ́evenin & Idiart 1999 ; Kraft & Ivans
003 ; Lee, Carney & Habgood 2005 ; Lee 2016 ), which may influence
he traditional spectroscopic stellar parameter determinations. Our 
ifferential approach also minimises the impact of NLTE corrections 
s our reference star NGC 6752-mg9 is also an RGB tip star at a
omparable temperature, gravity, and metallicity to our target stars. 
herefore, only differential NLTE corrections are rele v ant, i.e. ho w
uch does the NLTE correction change as [Fe/H] mo v es from −1.66

ex (reference) to −1.94 dex (most metal poor star). Similarly for
 eff , the differences in the NLTE corrections from 4288 K (reference)

o 3937 K (coolest star) are rele v ant. We pro vide e xamples of this
ifferential NLTE correction in Section 4.1.1 . 
The determination of stellar parameters for metal poor giants 

as been debated in the literature. Mucciarelli & Bonifacio ( 2020 )
ecently discussed the influence when adopting spectroscopic pa- 
ameters for stars with [Fe/H] < −1.5 de x. The y flag that the
hotometric parameters agree with best-fitting stellar isochrones and 
hus are a more suitable choice of parameters for metal poor giants.
s M 22 falls within this region, we justify our choice of stellar
arameters in Section 4.1.1 . While we w ould lik e to determine
f fecti ve temperatures for our program stars using a photometric
pproach, differential reddening makes this problematic (see Crocker 
988 , Monaco et al. 2004 and Alves-Brito et al. 2012 for reddening
n the direction of M 22). Alternative photometric methods such as
he infrared flux method do not achieve the required precision needed
or ∼0.01 dex errors on our abundances (e.g. Ram ́ırez & Mel ́endez
005 ). We also note that while Frebel et al. ( 2013 ) address the issue of
econciling spectroscopic and photometric temperature scales, their 
nalysis was applied in the regime −3.3 < [Fe/H] < −2.5 which is
ore metal poor than M 22. 
MNRAS 516, 3515–3531 (2022) 
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Table 4. Differential chemical abundances and their associated errors as e v aluated by q 2 when using the reference star NGC 6752-mg9. # represents the number 
of lines used to calculate the abundance. The columns 〈 � 

X 〉 and σ 〈 � 

X 〉 represent the average and standard deviation across all stars, respectively. 〈 s −poor 〉 
and 〈 s −rich 〉 are the average abundances divided based on their s -process group with σs −poor and σs −rich as their accompanying standard deviations. Finally 
〈 s −rich 〉 − 〈 s −rich 〉 is the differences between the two s -process groups. 

C III-3 III-14 III-15 III-52 IV-102 〈 � 

X 〉 σ 〈 � 

X 〉 〈 s −poor 〉 σs −poor 〈 s −rich 〉 σs −rich 〈 s −poor 〉−
〈 s −rich 〉 

� 

FeI −0.033 −0.106 −0.183 −0.147 −0.049 −0.268 −0.131 0.088 −0.199 0.062 −0.063 0.038 0.137 
± 0.010 0.018 0.014 0.012 0.011 0.018 
# 99 111 112 114 120 102 

� 

FeII −0.019 −0.102 −0.179 −0.143 −0.041 −0.268 −0.125 0.092 −0.197 0.064 −0.054 0.043 0.143 
± 0.040 0.030 0.025 0.021 0.025 0.028 
# 15 16 16 17 16 16 

� 

NaI 0.315 −0.140 −0.417 0.000 −0.077 −0.413 −0.122 0.276 −0.277 0.240 0.033 0.247 0.309 
± 0.059 0.035 0.017 0.172 0.017 0.043 
# 2 3 3 3 3 3 

� 

SiI 0.118 0.077 −0.145 −0.144 0.037 −0.223 −0.047 0.141 −0.171 0.045 0.077 0.041 0.248 
± 0.035 0.042 0.021 0.022 0.034 0.033 
# 10 11 11 11 11 11 

� 

CaI 0.044 −0.121 −0.262 −0.190 0.042 −0.343 −0.138 0.159 −0.265 0.077 −0.012 0.095 0.253 
± 0.029 0.031 0.026 0.021 0.022 0.028 
# 10 17 20 20 17 21 

� 

ScII −0.097 −0.137 −0.230 −0.113 −0.120 −0.227 −0.154 0.059 −0.190 0.067 −0.118 0.020 0.072 
± 0.065 0.070 0.028 0.052 0.053 0.033 
# 3 3 3 3 3 3 

� 

TiI 0.163 −0.033 −0.142 −0.134 0.081 −0.235 −0.050 0.150 −0.170 0.056 0.070 0.098 0.241 
± 0.039 0.042 0.032 0.026 0.028 0.030 
# 28 34 35 44 34 35 

� 

TiII 0.119 0.032 −0.133 −0.124 0.022 −0.180 −0.044 0.118 −0.146 0.030 0.058 0.053 0.203 
± 0.061 0.061 0.033 0.034 0.041 0.040 
# 11 11 14 14 13 13 

� 

CrI 0.092 −0.090 −0.161 −0.166 0.036 −0.250 −0.090 0.131 −0.192 0.050 0.013 0.093 0.205 
± 0.058 0.060 0.060 0.054 0.072 0.057 
# 5 6 7 8 7 7 

� 

CrII 0.305 0.090 −0.080 −0.100 0.075 −0.150 0.023 0.169 −0.110 0.036 0.157 0.129 0.267 
± 0.176 0.018 0.090 0.110 0.106 0.051 
# 2 2 2 2 2 2 

� 

MnI 0.040 −0.060 −0.145 −0.130 0.000 −0.330 −0.104 0.132 −0.202 0.111 −0.007 0.050 0.195 
± 0.024 0.047 0.023 0.042 0.082 0.027 
# 1 2 2 2 2 2 

� 

CoI −0.020 −0.105 −0.225 −0.140 −0.030 −0.365 −0.148 0.131 −0.243 0.114 −0.052 0.046 0.192 
± 0.000 0.035 0.045 0.010 0.030 0.095 
# 1 2 2 2 2 2 

� 

NiI 0.081 −0.033 −0.170 −0.130 −0.017 −0.249 −0.086 0.119 −0.183 0.061 0.010 0.062 0.193 
± 0.036 0.023 0.019 0.016 0.015 0.023 
# 38 40 41 42 42 42 

� 

ZnI 0.110 0.330 −0.070 −0.170 0.040 −0.260 −0.003 0.212 −0.167 0.095 0.160 0.151 0.327 
± 0.023 0.023 0.015 0.015 0.014 0.015 
# 1 1 1 1 1 1 
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.4 Chemical abundances 

aving computed our stellar parameters using a strictly differential
echnique, q 2 then calculates abundances for Fe, Na, Si, Ca, Sc, Ti,
r, Mn, Co, Ni, Zn, Y, Zr, La, Ce, Nd, Sm, and Eu in every program

tar using EWs measured with REVIEW . We adopt the notation from
el ́endez et al. ( 2012 ) where the abundance difference (program

tar–reference star) for a line is given by 

A i = A 

program star 
i − A 

reference star 
i . 
NRAS 516, 3515–3531 (2022) 
For a given species X, the average abundance difference is 

〈
δA 

X 
i 

〉 = 

1 

N 

N ∑ 

i= 1 

δA 

X 
i = � 

X , 

where N is the number of lines, which we write as � 

X . These
bundances are provided in Tables 4 and 5 . We stress that these
bundances are with respect to our reference star NGC 6752-mg9
rom Yong et al. ( 2013 ). We also compute these abundances on an
bsolute scale using the values given in table 5 of Yong et al. ( 2013 ).
e find that our values are in good agreement with those from Marino
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Table 5. An extension of Table 4 but for s and r -process elements. 

C III-3 III-14 III-15 III-52 IV-102 〈 � 

X 〉 σ 〈 � 

X 〉 〈 s −poor 〉 σs −poor 〈 s −rich 〉 σs −rich 〈 s −poor 〉−
〈 s −rich 〉 

� 

YII 0.251 0.257 −0.326 −0.232 0.211 −0.420 −0.043 0.316 −0.326 0.094 0.240 0.025 0.566 
± 0.048 0.075 0.028 0.028 0.034 0.040 
# 8 7 9 9 9 9 

� 

ZrII 0.140 0.250 −0.230 −0.400 0.140 −0.380 −0.080 0.290 −0.337 0.093 0.177 0.064 0.513 
± 0.012 0.012 0.009 0.010 0.012 0.009 
# 1 1 1 1 1 1 

� 

LaII 0.092 0.060 −0.347 −0.255 0.150 −0.505 −0.134 0.271 −0.369 0.126 0.101 0.046 0.470 
± 0.043 0.043 0.025 0.022 0.028 0.037 
# 6 6 6 6 6 6 

� 

CeII 0.290 0.117 −0.307 −0.193 0.217 −0.460 −0.056 0.306 −0.320 0.134 0.208 0.087 0.528 
± 0.130 0.017 0.013 0.143 0.012 0.027 
# 3 3 3 3 3 3 

� 

NdII 0.294 0.137 −0.131 −0.116 0.195 −0.308 0.012 0.231 −0.185 0.107 0.209 0.079 0.394 
± 0.050 0.040 0.035 0.031 0.025 0.032 
# 12 13 14 14 13 13 

� 

SmII 0.180 0.310 −0.050 0.030 0.100 −0.270 0.050 0.200 −0.097 0.155 0.197 0.106 0.293 
± 0.011 0.015 0.007 0.010 0.011 0.009 
# 1 1 1 1 1 1 

� 

EuII −0.100 −0.080 −0.150 −0.070 −0.080 −0.300 −0.130 0.088 −0.173 0.117 −0.087 0.012 0.087 
± 0.021 0.020 0.010 0.016 0.015 0.020 
# 1 1 1 1 1 1 
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Figure 4. The � 

La-Eu abundances as a function of � 

Fe (analogous to [La/Eu] 
and [Fe/H] in square bracket notation, respectively). Using high precision 
differential abundance measurements, we still reco v er the split between 
the two s -process populations of stars. The horizontal dashed line in grey 
represents the � 

La-Eu of the reference star and the horizontal blue and red 
lines are the average values of � 

La-Eu for the s -process poor and rich groups, 
respectively. These results are in very good agreement with Marino et al. 
( 2011 ). 
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t al. ( 2011 ), with an average difference in abundance between the
wo studies of ≈0.015 dex. We find larger variations for the s -process
lements with a maximum difference of 0.14 dex between our values 
nd abundances from Marino et al. ( 2011 ). 

Tables 4 and 5 also provide the errors on these abundance 
easurements. q 2 computes errors by adding the line-to-line scatter 

n quadrature with the abundance errors propagated from the stellar 
arameters. With an average [Fe I/H] error of 0.014, our analysis is a
actor of 10 more precise when compared to stars from Marino et al.
 2011 ) with similar stellar parameters. 

 RESULTS  

.1 Differences between s -process groups 

e reproduce the divide between the two s -process groups using
 

La-Eu as a function of � 

Fe in Fig. 4 (where these two values are
nalogous to [La/Eu] and [Fe/H] in square bracket notation). As in 
arino et al. ( 2011 ), we see a clear separation in our program stars

nd find that there must be at least a 0.24 dex iron abundance spread
n the cluster as well as a spread of at least 0.38 dex for � 

La-Eu . The
ean iron abundance difference between the two populations is 0.14 

ex. This is in very good agreement with Marino et al. ( 2011 ) who
ound a difference of 0.39 dex in [La/Eu], and a mean abundance
ifference of 0.15 dex in Fe (see the right-hand panel of Fig. 1 ).
herefore, we confirm the results from Lee ( 2016 ), Marino et al.
 2011 ), Roederer et al. ( 2011 ), Da Costa et al. ( 2009 ), and several
thers that this is an anomalous stellar system with heavy element 
bundance variations. 

Tables 4 and 5 list the mean abundance and dispersion in each
 -process group for each element, along with the average difference 
etween each group (i.e. ‘ 〈 s −rich 〉 − 〈 s −rich 〉 ’). These quantities
re presented in Fig. 5 with elements colour-coded by their main 
ucleosynthesis sites. In the top panel, the blue crosses and red 
entagons represent the dispersion of the s -process poor and rich 
opulations, respectiv ely. F or our α-elements, each population has 
oughly the same dispersion with Na showing the largest spread 
 v erall due to light-element abundance variations within the cluster
as e xpected giv en the middle panel of Fig. 1 ). Iron peak elements
how a mix of different dispersions, however, Fe in particular has
 larger variation in its s -process poor population. Assuming this
s the primordial population in the cluster, this could be a related
henomenon to the iron abundance spread in the first generation 
f stars observed in some Galactic GCs (e.g. Marino et al. 2019 ;
egnardi et al. 2022 ) and predicted by numerical simulations 

McKenzie & Bekki 2021 ). For M 22, Fig. 5 also shows that that
ll measured s -process elements have larger spread in the s -process
oor populations, and the magnitude of these variations increases 
ith atomic number. 
MNRAS 516, 3515–3531 (2022) 
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Figure 5. Comparing the different abundance variations within each s - 
process group. α-elements are shown in green, iron peak elements in yellow, 
s -process elements in pink, and our r -process element, Eu, in purple. Top 
panel: the 1 σ dispersion for the s -process poor group in blue crosses, and the 
s -process rich group in red pentagons. The s -process poor population has a 
higher dispersion across all measured s and r -process elements. Bottom panel: 
the difference in abundances between the average s -process poor ( 〈 s − poor 〉 ) 
and s -process rich ( 〈 s − rich 〉 ) populations for each measured element. The 
shaded rectangle for each element represents the minimum and maximum 

abundance differences between the two populations, and square denotes the 
average difference between the two stellar groups ( |〈 s − poor 〉 − 〈 s − rich 〉| ) 
in Tables 4 and 5 . The shaded rectangles for Na, Sc, and Eu have overlapping 
abundances for the two populations so we crop their rectangles at 0. 
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X notation 
is analogous to [X/H] in square bracket notation. On the y -axis, we include 
Y as a first s -process peak element, Nd as a second s -process peak element, 
and Eu as an r -process element. On the x -axis, we use Si as a proxy for alpha 
elements and both Fe and Zn as iron peak elements. 
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In the bottom panel, the solid square is the mean difference
etween the two s -process groups and the shaded boxes are a
epresentative of the minimum and maximum range of abundances
ithin the cluster. For Na, Sc, and Eu, abundances between the two
opulations o v erlap with one another, therefore we set the minimum
ariation to 0. For the α and iron peak elements, there is an average
bundance difference of ≈0.2 de x. F or the s -process elements,
o we ver, as the atomic number increases, the mean separation
ecreases, but the total range in abundances increases. On average,
here is a ≈0.5 dex difference and Y shows the largest spread
etween the two populations with a separation of almost 0.6 dex.
hese anomalous abundances represent a complex formation history
nd provide additional constraints to pin point the neutron sources
nd/or combination of neutron sources that are responsible for these
ifferences. 
We emphasize, ho we ver, that these results are limited by our

mall sample size and may not be a true reflection of the abundance
ifferences within the cluster. 

.2 Chemical correlations 

o further examine whether or not M 22 is indeed an anomalous
luster, we take a sample of elements each representing different
ucleosynthetic processes and astrophysical sources and plot them
n Fig. 6 . On the y -axis, we use y to represent a first peak s -process
lement from AGB stars, Nd to represent second-peak elements, and
u to represent elements made by the r -process. For the x -axis, Si

s a proxy for alpha elements while Fe and Zn are our examples
f iron-peak elements (Kobayashi et al. 2020 ). Although Fe and Zn
race similar nucleosynthesis sites, Zn is produced in high-energy
xplosions, more so than Fe. Additionally, Fe is also made in larger
uantities in Type Ia supernovae compared to Zn. 
For each element, we find abundance variations greater than the
easurement uncertainty. The combination of Si-Y is particularly
NRAS 516, 3515–3531 (2022) 
ood for separating the two different s -process populations. There are
o obvious correlations for the r -process element Eu. Additionally, it
s unclear why the most metal poor star, IV-102, has an Eu abundance

0.15 dex lower than the other program stars while still having very
mall abundance errors. The stellar parameters for this star are in
ood agreement with Marino et al. ( 2011 ; see Table C1 ), ho we ver,
his may be an artefact of our differential approach with IV-102
eing 0.3 dex more metal poor than our reference star. Eu can only
e measured using the 6645 Å line that we manually inspected to
nsure accurate EW fitting, and have included in Appendix B . 

Taking only the linear fits from Fig. 6 and applying this method to a
arger sample of elements, Fig. 7 illustrates the correlations between
ll the elements with the significance of its correlation colouring
ach axis. This serves as a comparison to figs 16, 17, 19, and 20
resented in Yong et al. ( 2013 ) and bears some similarity to the RGB
ump sample used in this work. We select only elements that were
easured using at least two lines. The tight correlation between Y

nd Si is illustrated here by ≈10 σ significance. Na has correlations
ith lower statistical significance compared to other elements, which

s a result of the light element abundance variations within the cluster.
s expected, we see the s -process elements Y, La, and Nd strongly

orrelate with each other. 

 DI SCUSSI ON  

.1 An abundance spread in M 22? 

s evident from Table 1 , the debate as to whether M 22 has a range
n heavy element abundance has swung back and forth due to a
umber of divergent results. A recent work reporting no iron spread
n the cluster from Mucciarelli et al. ( 2015 ) was a prominent factor in
feffer et al. ( 2021 ), rejecting M 22 as a nuclear star cluster (NSC).
ur study has the highest resolution and S/N data ever taken of M

art/stac2254_f5.eps
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Figure 7. Linear fit to � 

X versus � 

Y (as in Fig. 6 ), for a subset of elements 
measured with at least three lines. The plots along the x and y -axis all share 
the same plot ranges. The significance of the gradients is indicated by the 
colour bar. For example, Na has a less significant correlation between other 
elements compared to Nd. 
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2 stars, allowing us to provide a definitive answer to the question of
hether M 22 contains significant abundance variations. 
Norris, Ryan & Beers ( 2001 ) introduced a ‘figure of merit’ (F) for

pectra; F = R x S/N / λ, where R = spectral resolution, S/N = signal-
o-noise ratio, and λ = wavelength. The most popular spectroscopic 
ata set of M 22 comes from Marino et al. ( 2009 ), which has a
avelength range 4800–6800 Å, a resolution R � 45 000, and a

ypical S/N between 100 and 120, thus resulting in F = 1058 at
= 5100 Å. This is a factor of six lower than our data that has
 = 110 000 and has S/N = 300 at 5100 Å, giving F = 6470.
urthermore, the high-quality EW measurements and differential 
nalysis approach employed in for this work, using q 2 enables typical 
elative abundance errors of 0.01 dex, and is a pro v en method to
eliver the highest possible precision (Nissen & Gustafsson 2018 ). 
ong et al. ( 2013 ) applied this method to NGC 6752, a cluster with
reviously no evidence of an s -process or Fe abundance variations, 
nd unco v ered Fe spreads of ∼0.02–0.03 de x. This makes our study
xtremely well-suited to discussing the intricacies of determining 
hether M 22 contains a genuine heavy abundance spread. 

.1.1 Determination of stellar parameters 

rown et al. ( 1990 ) stated that ‘Persistent but equivocal evidence
f variable reddening in M 22 has confused efforts to ascertain the
eality of an abundance spread in the cluster’. As evident from the
xtinction map in Alves-Brito et al. ( 2012 ), reddening presents a
ource of uncertainty for determining stellar parameters in M 22 
hrough various photometric methods. However, Marino et al. ( 2011 ) 
mphasised that spectroscopic [Fe/H] measurements do not suffer 
he effects of differential reddening. Conclusions from Mucciarelli 
t al. ( 2015 ) act as a precursor to the discussion in Mucciarelli &
onifacio ( 2020 ), which warn against using spectroscopic parame- 

ers at metallicities lower than −1.5 de x. The y find that spectroscopic
arameters are inconsistent with the position of the stars in the CMD,
hus resulting in an underestimate of the temperatures and gravities. 
egarding the use of isochrones for this type of investigation, we
ote that Joyce & Chaboyer ( 2018 ) provide a detailed discussion of
he uncertainties in the input physics for theoretical stellar evolution 

odels and note that careful considerations and analysis need to be
aken into account. By using photometric or spectroscopic T eff and a
hotometric log g , Mucciarelli et al. ( 2015 ) reported no abundance
pread in M 22, finding a narrow, symmetric [Fe II/H] distribution
ith a value of −1.75 ± 0.01 de x. The y also analysed stars in NGC
572 from Yong et al. ( 2013 ), including the reference star used in
his work, and found a unimodal distribution for all methods of
etermining parameters. Ho we v er, F abiola Marino ( 2015 ) discusses
his work in the context of C + N + O abundance differences
etween the two populations. When plotting the stellar parameters 
rom Mucciarelli et al. ( 2015 ) with isochrones, which account for the
NO v ariations, the log g v alues are systematically af fected, but not

o the same degree for the two populations; the s-poor population to
ave systematically higher log g . 
Lee ( 2016 ) provides a comprehensive discussion of the results

rom Mucciarelli et al. ( 2015 ), echoing the conclusion from Marino
 2015 ) that that incorrect surface gravities were likely used. Addition-
lly, the metallicity of the input atmosphere models and the separation 
n Fe II can be amplified if different methods are used to compute
hese parameters. Other studies have cited that the discrepancies 
etween different methods have been attributed to non-L TE (NL TE)
ffects. Lind, Bergemann & Asplund ( 2012 ) presents a detailed
iscussion of the influence of NLTE on Fe, and by extension, the
mpact it has on stellar parameters. They explain that the metallicity
f a star is primarily based on Fe I lines, which are far less sensitive
o surface gravity variations compared to Fe II lines. Ho we ver, these
ines are subject to significant NLTE effects and the LTE ionization
alance is not al w ays realistic, resulting in an underestimation of
urface gravity and metallicity. Comparing our results to previous 
arameters in the literature in Table C1 , the log g determined in our
tudy are indeed lower than other works (on the order of ∼0.2 dex),
o we ver, our metallicities agree with previous estimates. 
NLTE corrections for Fe are negligible for this work. Using 

orrections from Lind et al. ( 2012 ) and taking stellar parameters
f program star III-3 from Mucciarelli et al. ( 2015 ; method 2) as an
xample ( T eff = 3960k, log g = 0.34, [Fe/H] = −1.8), the NLTE
orrections are ∼0.01 dex using the closest matching parameters in 
heir grid. Furthermore, as we are using a differential approach, it is
he ‘differential NLTE’ corrections that will impact our abundances, 
hich by design, will also be negligible. Taking a sample of Fe lines

rom the inspect data base 3 (Bergemann et al. 2012 ; Lind et al. 2012 ),
he difference in NLTE correction corrections between the reference 
nd our most metal poor star, IV-102, was on the order of 0.001 dex.

.1.2 Choice of r efer ence star 

ucciarelli & Bonifacio ( 2020 ) cite inadequacies of the adopted
hysics, in particular the assumption of 1D geometry, can be the
rigin of the diverging spectroscopic and photometric parameters. 
s we have shown in previous sections, our approach of using
ifferential measurements addresses this concern as this method aims 
o minimize errors arising from 1D models between the program and
eference stars (for a re vie w on differential methods, see Nissen &
ustafsson 2018 ). 
MNRAS 516, 3515–3531 (2022) 
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M

Figure 8. Each panel illustrates the spread in Fe, given different initial values 
from the literature, and different reference stars. The Fe II abundances are 
shown at the top of every panel, with the same colours and markers used in 
Figs 4 and 6 . For both Fe I and Fe II abundances, the green error bar represents 
the 1 σ standard deviation of Fe for our program stars and the purple box on 
top of it is the average error for each of the stars. Fe I and Fe II abundances 
are almost identical (as q 2 has imposed ionisation balance), ho we ver, Fe I 

has smaller errors for each star (i.e. smaller purple error bars) as more lines 
are measured. The results presented in this paper are from the top panel that 
uses stellar parameters from Marino et al. ( 2011 ) as starting values for the 
program stars with NGC 6752 mg-9 as the reference star. 
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We test the impact of different stellar parameters on iron abun-
ances in Fig. 8 . The text to the left of each panel describes the
nitial values and reference star used for abundance determinations.
he top panel reflects abundances presented in this work, using the
tellar parameters from Marino et al. ( 2011 ) as starting values and the
eference star, NGC 6752 mg-9, from Yong et al. ( 2013 ). Additional
odels use Alves-Brito et al. ( 2012 ) initial values for the program

tars [except for the C star which uses Marino et al. ( 2011 ) values]
ith NGC 6752 mg-9 as the reference, Marino et al. ( 2011 ) initial
alues with III-3 as the reference, Marino et al. ( 2011 ) initial values
or the program stars with Mucciarelli et al. ( 2015 ) initial values
or III-3 as the reference, all Marino et al. ( 2011 ) initial values with
II-52 as the reference, and Marino et al. ( 2011 ) initial values for
he program stars with Mucciarelli et al. ( 2015 ) values for III-52 as
he reference. In all panels, the abundances have been scaled by the

etallicity of the reference star in order for each measurement to
e in the same Fe range. Ho we ver, [Fe/H] abundances should not be
ompared between methods. If there was no abundance spread within
 22, we would expect that the green error bars of the Fe abundances
ould be the same length as the purple rectangles showing the size of

he errors. Ho we v er, re gardless of the model, the stellar parameters
NRAS 516, 3515–3531 (2022) 
l w ays converge on a sample of stars with an Fe spread (both Fe I and
e II ) greater than the errors expected for each star. Each iteration
f determining stellar parameters arrives at slightly different stellar
arameters, depending on the reference star and the initial values
rovided. This is unsurprising as the documentation for q 2 explains
hat the final stellar parameters will be somewhat dependent on the
nitial parameters and parameter steps. Ho we ver, in each case, the
catter in Fe remains and the pattern between s -process rich and
oor stars is retained. The abundances derived using different initial
uesses and reference stars are in agreement with those found from
he fiducial model. 

We perform additional tests by selecting a reference star from the
aia benchmark sample (Heiter et al. 2015 ). These stars have known

adii, fluxes, and distances, which enable direct measurements of T eff 

nd log g from the Stefan–Boltzmann relation and Newton’s law of
ravity, respectively (Heiter et al. 2015 ; Jofr ́e et al. 2015 ). We analyse
IKE spectra of the Gaia benchmark metal-poor red giant star HD

22563 in the same way as our program stars. NLTE and 3D-NLTE
tellar parameters from Bergemann et al. ( 2012 ) and Amarsi et al.
 2016 ), respectively were adopted and the M 22 program stars were
nalysed using HD 122563 as the reference. We find the relative
bundances between s -process poor and rich stars remains the same,
ut the errors are much larger due to the differences in parameters
etween HD 122563 and our reference and program stars (e.g. HD
22563 has [Fe/H] = −2.49 dex as compared to our most metal-rich
tar, C, with [Fe/H] = −1.68 dex). 

.1.3 Other non-detections 

revious non-detections of iron abundance spreads have been due
o limited sample size (e.g. Cohen 1981 ), abundance errors being
arger than the intrinsic spread (e.g. Anthony-Twarog et al. 1995 ) or
echniques relating to the determination of stellar parameters (e.g.

ucciarelli et al. 2015 ). A study that does not suffer from these
ssues is from M ́esz ́aros et al. ( 2020 ), which analysed 20 stars with
 S/N > 70 from the SDSS-IV APOGEE-2 surv e y. The y estimate a
igher [Fe/H] than previous studies for the cluster ( −1.52 dex) with
n average uncertainty of 0.09 dex. The Fe scatter is reported to be
.112 dex, ho we ver, they say they cannot make strong statements
bout the intrinsic [Fe/H] scatter. Their results for the [Fe/H] scatter
n ω Cen using 775 stars with a S/N > 70 are noticeably smaller than
hat is quoted in the literature; they detect a spread of 0.205 dex,
hereas other studies report a value of a ∼1.2 dex (e.g. Norris & Da
osta 1995 ; Johnson & Pilachowski 2010 ). Thus if the cluster with

he largest heavy abundance v ariations kno wn to date has a detected
pread of 0.2 dex, then it is unsurprising that the ‘less extreme
ersion’ of this cluster would have an undetectable spread given
heir analysis techniques. Horta et al. ( 2020 ) also used APOGEE
bundances for M 22 in their work, but clipped around the [Fe/H]
alue from the 2010 edition of the Harris catalogue Harris ( 1996 ) to
stablish membership. Harris ( 1996 ) lists the metallicity of M 22 as
Fe/H] = −1.7, so the sample would have been skewed towards the
 -process rich population and it is understandable why no abundance
pread was detected. 

Photometric studies, such as Anthony-Twarog et al. ( 1995 ) or
onaco et al. ( 2004 ), allow for a maximum range in Fe abundance

ariations of ≈0.2 dex, comparable to the minimum allowable spread
resented in this work. We note that these studies are affected by
ifficulties in ascertaining the reddening of the cluster and do not
ccount for C + N + O differences between the two populations,
hich is estimated to be � [C + N + O] ≈ 0.13 dex (Marino et al.
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011 ). 4 Theoretical works have shown that the T eff of stars along the
orizontal branch, as well as the mass-loss along the RGB is affected
y the CNO abundance (Cassisi et al. 2008 ; Ventura et al. 2009 ),
hich may therefore influence photometric results. 

.2 The origin of M 22 

uilding an unambiguous evolutionary picture for a GC is a difficult 
ask, even more so for a cluster with a surplus of anomalous
bservations. This work, among many others, has demonstrated the 
xistence of abundance spreads for almost all elements in M 22. 
istorically, this has led many to believe that, like ω Cen, it is a
robable nucleus of a stripped dwarf galaxy (Freeman 1993 ; Bekki &
reeman 2003 ). Ho we ver, there is a disparity between its chemical
nd dynamical histories. Massari, Koppelman & Helmi ( 2019 ) used 
aia DR2 integrals of motion to assign GCs to accretion events to
etermine whether they are formed within the Milky Way (MW). 
heir results suggest that M 22 is a member of the MW disc. It is
ifficult to envision a scenario where a merging event with the MW
an deposit a cluster on such a disc-like orbit, thus in light of this
nd our current understanding of the chemical and dynamical state of
 22, we discuss three possible formation scenarios. We intend on 

nvestigating M 22’s creation through the lens of Mg isotope ratios
n future works. 

.2.1 A nuclear star cluster? 

here is historical precedence for M 22 to be labelled as a NSC. As
iscussed in Hesser et al. ( 1977 ), Lloyd Evans ( 1978b ), and more
ecently in Da Costa et al. ( 2009 ), its similarities to ω Cen, especially
n regards to its heavy element abundance spreads, indicate that these 
lusters share a similar origin. Furthering this claim, Da Costa ( 2016 )
iscussed the theory that all clusters with substantial internal [Fe/H] 
preads originated as nuclei of disrupted dwarf galaxies (for a recent 
e vie w on NSCs, see Neumayer, Seth & B ̈oker 2020 ). Recently,
feffer et al. ( 2021 ) claimed that metallicity variations, together with

he extragalactic origin, are the requirements that a GC needs to be an
SC. Based on this hypothesis and the work from Mucciarelli et al.

 2015 ) and M ́esz ́aros et al. ( 2020 ), they concluded that ‘M 22 is not
ikely to host significant spreads in [Fe/H], hence it is not a candidate
SC’. Our results, along with others listed in Table 1 , provide strong

vidence from a variety of approaches, for the existence of an iron
pread. Ho we ver, the dynamical history of this cluster does pose some
hallenges for this formation scenario. Recent work identifying the 
rigin of ω Cen through its dynamical history strongly suggests an 
xtragalactic formation site (Myeong et al. 2019 ), but M 22 does not
hare a similar history. In addition to Massari et al. ( 2019 ), Moreno
t al. ( 2022 ) also lists M 22 as a main disc cluster, with orbital
arameters largely in agreement with previous estimations in the 
iterature (Gaia Collaboration 2018 , Bajkova & Bobylev 2021 and 
he compilation by Holger Baumgardt 5 using the Galactic Model I of
rrgang et al. 2013 ). Conversely, Callingham et al. ( 2022 ) assigns an
5 per cent probability of M 22, belonging to the Gaia–Enceladus–
ausage, as found by their chemodynamical model. 
Horta et al. ( 2021a ) discussed the presence of a low-metallicity

ccreted structure in the inner galaxy, ho we ver, M 22’s orbital energy
nd eccentricity (based on values from Bajkova & Bobylev 2021 ) do
 Note that this study measured only an upper limit to the N abundance for 
lmost all the s -poor stars, suggesting that the real difference could be larger. 
 ht tps://people.smp.uq.edu.au/HolgerBaumgardt /globular/

o
i  

I
e  

a

ot fit these criteria. Recently, Santiste v an et al. ( 2021 ) discussed the
rigin of metal-poor stars on prograde disc orbits using the FIRE-
 suite of cosmological zoom-in simulations. One of their findings 
as that a gas-rich merger could deposit a significant population 
f old metal-poor stars and gas into the host on the same orbital
ector, which typically seeded/shaped the formation of a long-lived 
isc in the host. This resulted in metal-poor stars being preferentially
n a prograde disc orbit. Future theoretical works should explore 
he possibility of a merging event at a low inclination to the disc
epositing a GC with a disc-like orbit and with orbital energies
nd eccentricities similar to that of M 22. This would allow for the
cenario where M 22 is an NSC. Furthermore, whether this accretion
an occur before or after the MW disc has been established should
lso be investigated. 

.2.2 The product of two merged clusters? 

 Cen is not the only cluster that has frequently been compared to
 22. As discussed in Roederer et al. ( 2011 ), the heavy elements

n NGC 1851 are reminiscent of the patterns observed in M 22.
an den Bergh ( 1996 ) and Campbell et al. ( 2012 ) each discuss
he possibility of merging clusters resulting in abundance spreads. 
arretta et al. ( 2010b ) supported this idea for NGC 1851, measuring
 [Fe/H] spread of 0.06–0.08 dex. This has been further investigated
y Tautvaisiene et al. ( 2022 ) who used the averaged A(C + N + O)
alues to make the case that NGC 1851 is composed of two clusters.
ecause of the chemical parallels between M 22 and NGC 1851 (see
ong & Grundahl 2008 ; Yong et al. 2009 ; Carretta et al. 2011 for
GC 1851), one could assume that M 22 is also the result of two
erging clusters. Corroborating this idea, Lee ( 2016 ) decomposed 
 22 into five different populations, thus satisfying the conventional 

rst-generation and second-generation patterns observed in Galactic 
Cs. 
Simulations of an anomalous GC being created through a merging 

vent were discussed in Bekki & Yong ( 2012 ) and Bekki & Tsujimoto
 2016 ). They state that the merger must occur within a dwarf galaxy
nd the abundances of the resulting cluster can depend of the host
alaxy’s chemical evolution. In a galaxy with mass ∼ 10 10 M 	, two
assive GCs ( > 3 × 10 5 M 	) can merge to form a single nucleus

efore its host is completely destroyed by an MW-like potential. A
rediction of this scenario is that the resulting star cluster would
e rotating and as such, M 22 has been confirmed to rotate by
everal studies (Bianchini et al. 2018 ; Gaia Collaboration et al. 2018 ;
ollima, Baumgardt & Hilker 2019 ; Vasiliev 2019 ; Vasiliev & Baum-
ardt 2021 ). Additionally, structural differences between enriched 
opulations can be achieved by varying the densities of the two
lusters (Gavagnin, Mapelli & Lake 2016 ). Khoperskov et al. ( 2018 )
nd Mastrobuono-Battisti et al. ( 2019 ) conducted similar merging 
xperiments but focused on clusters in the thick disc. They found
hat given a large, massive population of disc clusters, mergers, 
y-bys, and mass exchanges between GCs can occur o v er time.
hey calculate that a single merger event can occur each Gyr given
 population of ∼100 GCs with initial masses of 10 7 M 	 in a
alactic disc, with a scale-length and height similar to the current
W thick disc. In the context of M 22, this scenario negates the

equirement for an accretion event to place M 22 on a disc-like
rbit while also generating abundance variations. Cluster merging 
s not frequent enough to account for the growing number of Type
I clusters with common chemical patterns (e.g. metal-rich stars are 
nhanced in s -process elements and in their o v erall C + N + O
bundances). 
MNRAS 516, 3515–3531 (2022) 
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Despite both observational and theoretical support for this sce-
ario, it is still unclear how the s -process rich population (in this
ase, a fully fledged GC prior to merging) acquired a surplus of these
eavy elements in the first place. Ho we ver, there are studies that have
xamined the role of AGBs in this scenario (Shingles et al. 2014 ;
traniero, Cristallo & Piersanti 2014 ). Furthermore, as in Fig. 6 ,

he differences in abundances between the two populations varies
epending on nucleosynthetic site amongst other factors. Variations
ithin each individual s -process group (e.g. � 

FeI variations of 0.06
nd 0.04 dex for s -process rich and poor populations, respectively, in
ig. 5 ) also adds to the complexity of the scenario. How this chemical
attern can be established through a merging event is still an open
uestion. 

.2.3 A building block of the Milky Way? 

he stellar disc of the MW is a complex structure and its formation
nd evolution with regards to physical and dynamical processes con-
inues to be debated (e.g. see Katz et al. 2021 ). Large spectroscopic
urv e ys hav e be gan to dissect the metal poor tail of the disc (Beers
t al. 2002 ; Kordopatis et al. 2013 ; Li & Zhao 2017 ; Sestito et al.
019 ; Di Matteo et al. 2020 ; Fern ́andez-Alvar et al. 2021 ) and stars
ith kinematics akin to the thin and thick disc have been identified

t metaliicities ranging from [Fe/H] = −6 to −2 dex. Very recent
ork from Belokurov & Kravtsov ( 2022 ) presents the discovery of

he original in situ component of the MW, dubbed Aurora . These low-
etallicity ([Fe/H] � −1.3 dex) stars were born before any coherent

isc was established and reflect the chaotic pre-disc period of the
W’s evolution. Within this component, they identified a small

raction of stars with chemical correlations reminiscent of typical
Cs. Hence, given M 22’s metallicity range of −2 � [Fe/H] � −1.6

nd disc-like kinematics, we suggest that this cluster could have
ormed alongside this metal-poor component and be a remnant of
he building blocks of the MW. Furthermore, Myeong et al. ( 2022 )
etermined that this component is enhanced in s -process elements,
ndicating a common but not necessarily shared nucleosynthetic
istory between Aurora and M 22. Thus, the assembly sequence
f the MW could be encoded in the abundances of M 22 and be used
o probe different nucleosynthesis processes during the earliest stage
f our Galaxy’s evolution. 
The question of how M 22 survived the formation of the disc,

nd why it possesses such unusual chemical abundances remains
nclear. The only other anomalous disc cluster as listed by Massari
t al. ( 2019 ) is NGC 7078 (M15; e.g. Sneden et al. 1997 ; Sneden
t al. 2000 ; Nardiello et al. 2018 ) and the rest of the GC population
ither has typical Type I GC abundance pattern or is too poorly
tudied to comment on. If there once were more M 22-like clusters,
he y hav e since dissolv ed and hav e not been identified. N-rich stars,
sually the markers of dissipated GCs, are most commonly discussed
n the context of the halo (Martell et al. 2011 ; Martell et al. 2016 ;
ern ́andez-Trincado et al. 2017 ; Horta et al. 2021b ) or the bulge
Schia v on et al. 2017 ; Bekki 2019 ; Fern ́andez-Trincado et al. 2020 )
ut rarely in the disc. Furthermore, a bimodal s -process element
attern is not apparent in the MW thick disc (e.g. Tautvai ̌sien ̇e et al.
021 ). 
A variation of the scenario commonly described for Type I GC

ormation could be adapted to the formation of M 22. In this scenario,
Cs with two populations varying in light element abundances but
ot in heavy elements are formed through the ejecta of AGB stars, or a
ixture of AGB ejecta and pristine gas with comparable abundances

o the 1G (e.g. Cottrell & Da Costa 1981 ; D’Ercole et al. 2008 ;
NRAS 516, 3515–3531 (2022) 
enzini et al. 2015 ; D’Antona et al. 2016 ). Within this framework,
wo possible scenarios emerge that could lead to the abundances of
 22. One could assume that the s -process poor population initially

orms, then enriched AGB ejecta from these stars creates the s -
rocess rich population. Two independent teams (Shingles et al.
014 ; Straniero et al. 2014 ) examined this scenario and concluded
hat the s -process abundance differences between the two stellar
roups can be attributed to pollution from AGB stars with masses in
he range 3–6 M 	. Alternatively, accreted gas enriched in s -process
lements could have also contributed to the s -rich population. In both
ases, a contribution from supernovae is also necessary to reproduce
he Fe enhancement in the s -process rich population of M 22. Further
nvestigation into whether the light element variations can also be
eproduced by this scenario is necessary. 

Three theoretical works that illustrate this process include Calura
t al. ( 2019 ), McKenzie & Bekki ( 2021 ), and Lacchin, Calura &
esperini ( 2021 ). Each has had success in generating anomalous
lusters that have a range in heavy element abundances. 

Although this scenario can explain M 22’s membership to the
isc and has enough freedom in its formation scenario to explain
he abundance patterns, the question of why this cluster is so unique
hen compared to the rest of the disc cluster population is something

hat requires further investigation. 

 C O N C L U S I O N S  

he main result from our study is that high precision differential
bundance measurements have not only verified the metallicity
pread in the cluster M 22, but also variations in each of its s -
rocess populations. The spectra analysed in this work are the highest
uality ever obtained (in terms of spectral resolution and SNR), and
he strictly differential nature of the analysis allows us to reach Fe
ncertainties as low as ∼0.01 dex. Hence, these are the most precise
bundances ever obtained for this cluster. Our method addresses
he concerns of NLTE calculations by using a well-characterised
eference star to compare our observations to. We take a boutique
pproach for determining EWs by manually inspecting each line to
onour and preserve the integrity of the data. The iron abundance
pread persists even when using different reference stars and stellar
arameters, determined both spectroscopically and photometrically.
he iron spread (and s -process element spread) reported here is in
ood agreement to that of Marino et al. ( 2011 ); the difference being
hat the errors have been reduced by a factor of ∼10. We find that
cross all measured α and iron peak elements, there is an average
ifference of ≈0.2 dex between the two populations, and a ≈0.5 dex
ifference for the s -process elements. We find a positive correlation
etween all elements, with some combinations showing a bimodal
eparation, whereas others have a gradual transition between the two
 -process groups. This data set will be used to further examine the
GB scenario by measuring isotopic ratios of Mg that we hope will
ut further constraints on possible formation mechanisms. There is
o clear evolutionary scenario that can account for both the chemical
bundances patterns as well as the dynamical history discussed in
ther works. For now, M 22 remains yet another enigma of our
alaxy. 
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PPENDIX  A :  R A D I A L  VELOCITIES  

e provide the heliocentric radial velocities for our stars, along with 
 comparison to the literature in Table A1 . This is only a subset of
ublished measurements and not an e xhaustiv e list of values in the
iterature. Our values are in good agreement to those from Gaia DR3
Gaia Collaboration 2022 ). 
able A1. Heliocentric radial velocities as measured by our study along with a sam

This work Peterson & Cudworth ( 1994 ) Cote et al. ( 1996 ) Marin

 −149.05 - −154.32 
II-3 −146.48 −147.46 −148.26 
II-14 −150.80 −152.72 −150.98 
II-15 −146.46 −144.45 −147.47 
II-52 −150.66 −150.40 −151.95 
V-102 −137.87 −142.29 −140.71 
PPENDI X  B:  DETA I LS  O N  RO U TIN E  F O R  

VALUATI NG  A N D  INSPECTING  EQUI VA LENT  

I D T H S  (  REVIEW )  

e developed our own code to determine the EWs of lines in our
rogram stars (avaliable from https://github.com/madeleine-mcken 
ie/REvIEW ). One advantage of this code o v er others currently in
se is that it does not require additional package installs that are
ot regularly used in the PYTHON language. Synthetic spectra were 
enerated to span a range of EWs, possible locations of a line, and
eviations from a normalised continuum. 
Normalized line depths spanned from 0.06 to 0.7, line widths from

.03 to 0.15 Å, line positions between ±0.2 Å from the predicted
ocation in the line list, and continuum values ±0.02 from the
ormalized continuum. These ranges were chosen to be consistent 
ith the variation found in our target stars. Up to 4 Gaussian lines are
laced within the 1.2 Å window in which we fit our lines to account
or blended lines and various degrees of random noise are added to
he spectra to allow for EW measurements for spectra at lower S/N
egions. 

We train a FFNN on the synthetic spectra to validate the EWs
eco v ered through curve fit. The FFNN is trained with the ReLU
cti v ation function, maximum 500 iterations, 10 −4 tolerance, and 
0 per cent holdout. We do a hyperparameter search o v er layers,
eurons, and the L2 penalty and find the best hyperparameters 
o be 4 layers, 300 neurons, and L2 penalty of 10 −5 . Our best
yperparameters are picked based upon a labelled real data set as
pposed to the synthetic data set. We note that this does cause data
eakage but as we are only testing the validity of our results with the
FNN and not using the actual values, this data leakage should not
ffect our final results. 

Our real data are not al w ays sampled in the same way as our
ynthetic spectra, and thus we interpolate o v er each line using a
ubic spline. The choice of interpolation function has no statistical 
mpact on the determination of the EW. Although interpolation of 
he data is necessary to account for different pixel sizes and FWHM.

It does slightly decrease the accuracy of the neural network 
 ±2 m Å for our validation data). We provide an example of the
utput of one star in Fig. B1 and B2 . More detailed explanations of
ach of the returned quantities is provided on the github page. 
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M

Figure B1. An example output from our EW fitting code REVIEW . An image 
is generated for each line in the line list so that the quality of fitting can be 
determined by eye. We plot a titanium line with additional absorption features 
to the blue and red. For each panel, the spectra (green crosses) has been fit by 
a variable number of Gaussians within the yellow region, and we can confirm 

that both the line and the continuum has been fitted correctly. In higher S/N 

spectra, the algorithm identifies four lines in this region without the need for 
a detailed line list. Where there is more noise, it reverts to three Gaussians to 
model the line. 

Figure B2. The same as Fig. B1 but for the r -process element Eu. The code 
can still correctly measure the line, despite the blended iron line to the right. 
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PPENDI X  C :  STELLAR  PA R A M E T E R S  F RO M  

H E  L I T E R ATU R E  

ee Table C1 for a compilation of literature values for the stellar
arameters of our sample stars. We list the Fe I values for Mucciarelli
t al. ( 2015 ). 
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Table C1. Literature values of stellar parameters for our program stars. 

Publication C III-3 III-14 III-15 III-52 IV-102 

T eff (K) 

Peterson ( 1980 ) – 4000 – – – –
Gratton ( 1982 ) – – – – 4150 –
Pilachowski et al. ( 1982 ) – 4100 – – – 3900 
Frogel et al. ( 1983 ) – 4165 4062 – 4192 4086 
Wallerstein et al. ( 1987 ) – 4150 – – – 4050 
Gratton & Ortolani ( 1989 ) – – – 4192 –
Brown et al. ( 1990 ) – 4500 – – 4200 4400 
Brown & Wallerstein ( 1992 ) – 4165 – – 4200 4090 
Marino et al. ( 2009 ) – 3990 – – 4100 –
Marino et al. ( 2011 ) 3960 4000 4030 4070 4075 4020 
Alves-Brito et al. ( 2012 ) – 3952 3919 4055 4124 3974 
Mucciarelli et al. ( 2015 ) (method 1) – 3910 – – 4060 –
Mucciarelli et al. ( 2015 ) (method 2) – 3960 – – 4070 –
Mucciarelli et al. ( 2015 ) (method 3) – 3992 – – 3986 –
This work 3912 4041 4038 4136 4100 4043 
Average 3936 4071 4012 4087 4121 4070 

log g (cm s −2 ) 

Gratton ( 1982 ) – – – – 0.3 –
Pilachowski et al. ( 1982 ) – 0.7 – – – 0.9 
Frogel et al. ( 1983 ) – 0.5 0.5 – 0.8 0.5 
Wallerstein et al. ( 1987 ) – 0.5 – – – 0.5 
Gratton & Ortolani ( 1989 ) – – – – 0.8 –
Brown et al. ( 1990 ) – 0.7 – – 0.8 0.5 
Brown & Wallerstein ( 1992 ) – 0.5 – – 0.8 0.5 
Marino et al. ( 2009 ) – 0.2 – – 0.67 –
Marino et al. ( 2011 ) 0.3 0.3 0.35 0.4 0.6 0.2 
Alves-Brito et al. ( 2012 ) – 0.43 0.41 0.59 0.72 0.43 
Mucciarelli et al. ( 2015 ; method 1) – 0.4 – – 0.57 –
Mucciarelli et al. ( 2015 ; method 2) – 0.34 – – 0.63 –
Mucciarelli et al. ( 2015 ; method 3) – 0.36 – – 0.65 –
This work 0.105 0.25 0.12 0.45 0.51 0.1 
Average 0.20 0.43 0.35 0.48 0.65 0.45 

[Fe/H] 

Peterson ( 1980 ) – −1.62 – – – –
Gratton ( 1982 ) – – – – −1.89 –
Pilachowski et al. ( 1982 ) – −1.35 – – – −1.7 
Wallerstein et al. ( 1987 ) – −1.5 – – – −1.7 
Gratton & Ortolani ( 1989 ) – – – – −1.7 –
Brown et al. ( 1990 ) – −1.7 – – −1.6 −1.9 
Brown & Wallerstein ( 1992 ) – −1.55 – – −1.56 −1.78 
Marino et al. ( 2009 ) – −1.66 – – −1.62 –
Marino et al. ( 2011 ) −1.60 −1.72 −1.82 −1.82 −1.63 −1.97 
Alves-Brito et al. ( 2012 ) – −1.62 −1.64 −1.72 −1.54 −1.87 
Mucciarelli et al. ( 2015 ; method 1) – −1.84 – – −1.72 –
Mucciarelli et al. ( 2015 ; method 2) – −1.8 – – −1.7 –
Mucciarelli et al. ( 2015 ; method 3) – −1.8 – – −1.68 –
This work −1.70 −1.78 −1.87 −1.83 −1.71 −1.97 
Average −1.65 −1.66 −1.78 −1.79 −1.67 −1.84 
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