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power computer vision. Here, we examine the winning 

teams’ development patterns and design decisions, focusing 

on their techniques to balance power consumption and 

accuracy to provide guidelines for future competitions. 
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the era of autonomous driving; the Ansari X 
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program from the National Institute 
of Standards and Technology1 set up 
the standard of facial recognition. The 
ImageNet Large-Scale Visual Recog-
nition Challenge2 established deep 
learning as the mainstream approach 
for computer vision. These competi-
tions created an incentive of surpass-
ing the existing solutions and provided 
a platform for researchers to bench-
mark their solutions. We believe the 
next challenge in computer vision is to 
achieve state-of-the-art performance 
on resource-constrained devices.

To take further advantage of compe-
titions, the IEEE Annual International 

Low-Power Computer Vision Challenge 
(LPCVC) has been held to identify ener-
gy-efficient computer vision solutions 
since 2015.3,4 These solutions may apply 
to energy-constrained systems equipped 
with digital cameras, such as mobile 
phones, aerial robots, and automobiles. 
From 2015 to 2017, LPCVC competitions 
were held on site at large conferences 
(the Design Automation Conference in 
2015–2016 and the International Con-
ference on Computer Vision and Pattern 
Recognition in 2017–2018). On-site com-
petitions allowed contestants to bring 
their own hardware, including experi-
mental boards, mobile phones, tablets, 

field-programmable gate arrays, and 
desktops. To encourage more participa-
tion, the competition was hybrid in 2018: 
contestants could bring their own hard-
ware on site, and a separate track allowed 
contestants to submit their code online 
using the same hardware. Since 2019, the 
competitions have been entirely online.

In 2021 LPCVC, 53 teams from four 
different countries submitted 366 solu-
tions during the submission window  
(1 August–1 September) (Figure 1). A 
public leaderboard ranked all submitted 
solutions during the month. A total of 138 
solutions from 17 teams outperformed 
our open source reference solution. 

FIGURE 1. (a) The highest score, (b) the highest accuracy, and (c) the lowest energy on each day during August 2021. 
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Compared with the reference solution, 
the best solution improved accuracy 
by 3.43 times (343%) using only 4% (a 
96% reduction) of the energy. This article 
analyzes all submissions from the top two 
teams and presents their important design 
decisions. This article aims to help orga-
nizers design future competitions and 
help contestants explore design space 
and win competitions.

2021 IEEE LOW-POWER 
COMPUTER VISION 
CHALLENGE (VIDEO TRACK)
In the video track, contestants are 
required to solve an instance of the mul-
tiobject tracking (MOT) problem. MOT 
is a challenging problem in computer 
vision.5,6 It aims to determine the iden-
tities and trajectories of multiple moving 
objects in a video. However, MOT is lim-
ited by input frames—if the input frames 
come from a stationary camera, tracking 
can only happen within the frame, and 

the occlusions interfere with the track-
ing accuracy. Although some application 
scenarios can address this with an array 
of cameras, others envision following 
the objects of interest using unmanned 
aerial vehicles (UAVs, also called drones). 
Therefore, UAVs have received increas-
ing attention in research and industry 
communities for their flexibility. From 
video surveillance to crowd behavior 
analysis, many application scenarios can 
benefit from analyzing drone-captured 
video with MOT solutions.

MOT on UAVs exhibits two major 
challenges: 1) the dynamic background 
makes tracking more difficult, and 
2)  the solutions need to be low power 
since the UAVs have limited energy from 
their onboard batteries. Although these 
constraints are not unique to UAVs, and 
many battery-powered systems need 
fast and energy-efficient solutions, most 
computer vision competitions focus 
exclusively on accuracy. To fill this gap, 

the 2021 LPCVC introduced a track that 
measured vision solutions in both accu-
racy and energy consumption.

The contestants are required to per-
form multiclass (balls and persons) 
MOT on videos captured by UAVs. Fig-
ure 2 shows four example frames from 
one video. The solutions should deter-
mine when the balls change hands by 
indicating the frame number and the 
ball possessor. Sample test data were 
provided; however, contestants can 
use any training data.

Referee system
Figure 3 shows the architecture of the 
automated referee system and how 
information flows through it. A contes-
tant uploads a solution to the competi-
tion website: https://lpcv.ai. These solu-
tions enter a queue to be evaluated by the 
referee system. To process a submission, 
the referee system resets the evaluation 
board to a clean state and then executes 
the submission. Power measurement 
starts when a submitted solution starts 
running. After a submission completes, 
the referee system calculates the score 
and updates the public leaderboard on 
the website. Online submissions require 
a common hardware platform for com-
paring the speed—we used a Raspberry 
Pi 3B+ because it is a popular platform 
for embedded systems.

A submitted solution receives two 
input files: a testing video and a cali-
bration file. The expected output is a 
comma-separated value file storing the 
frame when a ball changes hands. Table 1 
shows the expected format of the output 
file. A submission program is disquali-
fied if it cannot be executed or generates 
the wrong output format.

Reference solution
We provide an open source reference 
solution on GitHub7 as a baseline for 

FIGURE 2. Four frames in one sample video for MOT. Each person is labeled a number 
between 1 and 5. Balls have different colors. The balls, the people, and the cameras 
move simultaneously. Occlusion may occur during these movements: in (d) the red ball is 
occluded by the person with a white shirt.

(a) (b)

(c) (d)
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contestants to create better solutions. 
From our experience in the previous com-
petitions, the reference solution is used 
as an example to present the submis-
sion formatting but not limit innovative 
designs. It also serves as the qualifica-
tion: a submitted solution is disqualified 
if it is inferior to the reference solution.

To encourage innovation, the refer-
ence solution provides a sample adopt-
ing the conventional multiclass MOT 
paradigm using “tracking by detection” 
(Figure 4). YOLOv5,8 an advanced version 
of the You Only Look Once (YOLO) object 
detector,9 is the detector of our choice 
because of its flexibility in training and 
high inference speed. DeepSORT10 is 
used to track the moving object because 
it contains multiple dimensions of fea-
tures to track the instance across frames 
and has been widely used in many MOT 
projects. The reference solution ranked 
No. 2 on the fourth day of the challenge, 
4 August 2021. When the challenge con-
cluded on 1  September 2021, the same 
reference solution (two versions) ranked 
139 and 147 among 158 valid submissions.

Evaluation metrics
The evaluation metrics are designed to 
balance multiple factors. First, the orga-
nizers did not wish to use the per-frame 
annotations commonly adopted in con-
ventional MOT datasets. Creating such 
annotations requires significant effort 
from the organizers. Also, comparing 
the submitted solutions with the ground 
truth, frame by frame, will require sig-
nificant computation on the referee 
system and delay posting the scores on 
the leaderboard. Second, the main pur-
pose of this tracking problem is to detect 
when the balls change hands and who 
holds which ball. The event of captur-
ing a ball is more important than the 
duration of holding a ball. The accuracy 
is determined by detecting when a ball 

is caught using two major components 
of a MOT solution: object detection and 
reidentification. A catch is defined as 
the moment a thrown ball touches a per-
son’s hand. Reidentification determines 
which person catches the ball.

When a submitted solution reports 
a catch, the index frame can belong to 
one of three categories:

1.	 True positive (TP): A catch is 
caught correctly. Suppose a ball 

FIGURE 3. The workflow of our automated referee system.
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TABLE 1. The top table is an example of the input file provided 
with the test video. Class 0 is a person and 1 is a ball. Following 

the YOLO annotation format, X and Y are the absolute centers of 
each bounding box with width and height. The bottom table is an 

example of the expected output format. The last column (Meaning) 
helps interpret the information and is not included in the file.

Frame Class ID X Y Width Height 

0 0 1 50.41015 0.39583 0.02031 0.03425

0 0 2 0.36835 0.61990 0.04557 0.18055

0 1 3 0.41015 0.39583 0.03593 0.16296

… … … … … … …

Frame Yellow Orange Red Purple Blue Green Meaning 

0 0 1 5 2 3 0 Initial setting

5 0 1 5 2 4 0 Person 4 catches blue ball

30 0 3 5 2 4 0 Person 3 catches orange ball

60 0 3 1 2 4 0 Person 1 catches red ball

… … … … … … … …
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is caught at frame t in the ground 
truth; the reference system 
accepts the answer within ±10 
frames from the ground truth 
frame. If multiple output frames 
are within the range, the earliest 
frame is selected, so more accu-
rate output is encouraged.

2.	 False positive (FP): A catch is 
falsely detected. This reduces the 
scores of the solutions that out-
put too many irrelevant frames.

3.	 False negative (FN): The solution 
fails to detect a catch.

The F1-score is commonly used as an 
evaluation metric in machine learning 
as it elegantly sums up the predictive 
performance of a model by combining 

two otherwise competing metrics: pre-
cision and recall.11 The conventional 
F1-score is represented here in 

	 =
+ +

F TP

TP FP FN1
2

( )
.1 � (1)

For this competition, TP is not uni-
form in all cases. If TP only counts the 
frame that has a correct detection, 
other attributes within the detection 
(how many pairs of balls/person within 
the frames are correctly detected) will 
be neglected. Thus, we have scoreTP for 
each TP frame, which is calculated by 
dividing the number of correct ball/
person values correcti over the total 
catches in the ground truth totali 

	
∑=
=

score
correct

total
.TP

i

ii

n

0
� (2)

where i is the index frame and n is the 
total number of balls in the input video.

The original numerator TP in (1) 
is replaced by scoreTP . Since TP rep-
resents the frame of correct detec-
tions, and scoreTP  gives the accuracy 
within the correct detection, this gives 
a better evaluation of the performance 
for the entire solution. Finally, the 
accuracy is calculated based on 

	 =
+ +

accuracy
score

TP FP FN1
2

( )
.TP � (3)

In the example shown in Table 2, 
frames 31 and 95 in the output are 
within ±10 frames from the ground 
truth frames 30 and 90; therefore, they 
are classified as TP with correspond-
ing scoreTP ; frame 60 and frame 115 
are missing in the output, so FN is 2; 
frame 48 is not within any range of the 

FIGURE 4. The workflow of the reference solution. The MOT block follows the object 
association architecture listed in DeepSORT.

Red

Mahalanobis
Distance

YOLOv5 
Model

Kalman 
Filter Deep Appearance

Descriptor

Hungarian
Assignment

Object Detection

MOT

Input
Detections

5 2 1 3 4Output

MOT Results Output.csv

Yellow

DeepSORT

TABLE 2. Example output and 
ground truth for one input video. 

Frame Red Blue Green Result 

Ground truth 

 30 1 2 3

 60 1 3 4

 90 2 1 3

 115 4 2 1

Example output 

 31 1 4 3 TP, 2/3

 48 5 3 4 FP

 95 2 1 3 TP, 1
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frames in the ground truth; therefore, 
it is classified as FP. The final accuracy 
is (1 + 2/3)/(2 + (1/2)(1 + 2)) = 0.48

	 =score accuracy
energy

. � (4)

EVOLUTION OF WINNERS’ 
SOLUTIONS
To better understand the design deci-
sions of the participants, this article 
analyzes the solutions submitted by the 
top two winning teams (see Table 3). The 
champion is the VITA team from the Uni-
versity of Texas and Wormpex AI. The 
second award belongs to the baseSlim 
team from Meituan. The accuracy and 
energy differences between each sub-
mission from both teams are shown in 
Figures  5 and 6. Important submissions 
are divided into sections on the figures.

The baseSlim team
Section A. The baseSlim team’s first 
submission used a combination of 
NanoDet12 and JDETracker,13 but the 
program produced no output. In the sec-
ond submission (Section A of Figure  5), 
the team replaced JDETracker with the 
DeepSORT used in the reference solu-
tion. The resultant score was eight times 
better than the reference solution, given 
the low-power profile of NanoDet.

Section B. The fifth submission made 
significant progress by updating the 
structure to NanoDet as the detector and 
DeepSORT as the tracker. The solution 
also has an improved feature extractor 
for the reidentification module in Deep-
SORT by retraining the tracking pre-
trained weights. The fifth submission 
obtained a score of 2.26. The team further 
improved the accuracy by pruning the 
DeepSORT weights in the sixth submis-
sion. This improvement in accuracy also 

increased the energy consumption. The 
sixth submission replaced NanoDet with 
YOLOx and tuned the pretrained weights 

of the Visual Object Classes dataset. 
The eighth submission reduced energy 
consumption with nearly no change in 

TABLE 3. Final scores of the top two teams and the reference solution. 
Energy is in kilowatt hours, and accuracy is in percentages. VITA 
has lower energy consumption; baseSlim has higher accuracy.

Team Energy Accuracy Score Count 

VITA 0.09 0.79 8.57 22

baseSlim 0.1 0.83 8.56 14

Reference 2.26 0.23 0.11 2

FIGURE 5. Changes in accuracy (in percentages) and energy consumption (in kilowatt hours) 
over the solutions from the baseSlim team. The first pair, labeled 01, shows the scores from 
the first submission. Higher accuracy (positive) and lower energy (negative) are preferred. 
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accuracy. The ninth and 10th submis-
sions attempted to accelerate execution, 
but the accuracy decreased. The slight 
reduction in energy consumption was 
accompanied by a significant reduction 
in accuracy (10th and 11th submissions).

Section C. The last three submissions 
achieved much better accuracy with neg-
ligible impacts on energy consumption. 
Up to the 11th submission, the team used 
pretrained weights stored in .pth for-
mat; this is the default format for models 
trained with PyTorch. In their 11th submis-
sion, the team converted the .pth weights 
into the .jit format. This reduced the 
model size to only 21.82% of the previous 
submissions. The just-in-time (JIT) com-
piler takes a PyTorch model and rewrites 
it to run at a higher efficiency. The team 
came back to the YOLOx model from 
NanoDet on submissions 12–14 and made 
great improvements in accuracy. The 13th 
submission replaced YOLOx with SPGNet 
and stored all color codes in a NumPy 
array. These changes increased the 
accuracy by 0.1533. The final (14th) sub-
mission used better pretrained weights. 
This submission achieved an accuracy of 
0.83 at an energy usage of 0.097, for a score 
of 8.56. This is 77.9 times better than the 
reference solution. More details on model 
compression techniques used in the 
solution are reported elsewhere.14,15

The VITA team
Section A. VITA team’s first submission 
used YOLOv5s as the detector, which 
required only 8.3% operations compared 
to the YOLOv5 model used in the refer-
ence solution. Through quantization, the 
YOLOv5s model was only 1.29 MB (the 
released YOLOv5 model was 13.9 MB). 
These changes led to a 2.78-times better 
accuracy than the reference solution. 
The team’s first solution also improved 
the DeepSORT tracker by replacing the 

original backbone Wide Residual Net-
work16 with ResNet18.17 With the new 
backbone, the VITA team trained a 
tracking model of size 2.81 MB through 
pruning; this was only 6.47% the size of 
the reference model. For inference, the 
team designed an action detector that 
dynamically classified and selected 
useful actions in the input video to 
minimize the frames that needed to 
be processed.18 With the help of the 
action detector, the second submission 
reduced the energy by 0.23 kWh. The 
third submission compressed the track-
ing model even more, from 2.81 MB to 0.31 
MB through pruning. As a result, the 
third submission decreased the energy 
consumption by 0.06 kWh, with a slight 
increase in accuracy.

Section B. The following submis-
sions had wide fluctuations in accuracy, 
while the energy consumption remained 
nearly unchanged. The sixth submission 
attempted to improve the action detector 
by estimating the proximity of the balls 
and the people. However, this did not per-
form well, and the accuracy dropped by 
26%. The seventh submission was sim-
ilar to the fifth submission. The eighth 
submission attempted to improve the 
action detector, but the accuracy dropped 
by 201% again. In the ninth submission, 
the team used the DeepSORT tracking, 
which improved the accuracy to 77.67%. 
The 10th submission added calibration to 
the action detector and bounding boxes 
to make the tracking more precise, but 
the accuracy dropped by 41.7%. The 11th 
submission removed the calibration 
and used a smaller pretrained YOLOv5 
model (from 1.29 MB to 0.93MB). The 
accuracy improved by 33.67%.

Section C. The VITA team had the 
highest increase in accuracy in their 
16th submission at 36.7%.

In this submission, the team learned 
the lessons from all of the components 
that did not help improve its submissions 
and finalized its action detector by adding 
more cases to handle the different situa-
tions in the input video. What came with 
higher accuracy was more energy usage. 
A longer execution time was needed to 
complete the 15th submission, leading to 
an increase of 0.04 kWh. Because of this 
increase, the score of the 16th submission 
was lower than some of the team’s previ-
ous submissions. The team implemented 
a correction strategy in its action detec-
tor. The maximum numbers of balls and 
persons were marked at the beginning of 
the video based on the given annotation 
files. When the query reaches the maxi-
mum number, but the detector detects a 
new ball or person in the video, the detec-
tor will first try to reidentify again to see 
if the new object could be linked with any 
existing profiles. This strategy helped 
the team greatly reduce the time of cor-
recting itself, and an accuracy increase of 
25.67% and an energy usage decrease of 
0.026 kWh appeared in the 18th submis-
sion. Finally, the team reached the highest 
accuracy at 81.3% in the 19th submission.

Later submissions explored the 
tradeoffs between accuracy and energy 
usage. With all of the previous lessons, 
the VITA team reached the highest score 
among all submissions in LPCVC 2021 at 
8.57 with the accuracy at 79% and energy 
usage at 0.09 kWh. More details of the 
development process, including model 
compression techniques and training, can 
be found in the VITA team’s article.18

OBSERVATIONS AND 
SUGGESTIONS FOR 
FUTURE CHALLENGES
As shown in Figures 5 and 6, the win-
ning teams’ solutions did not achieve 
monotonic improvements. Instead, 
both teams experimented with different 
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methods to improve accuracy and 
reduce energy consumption. Both teams 
found success by tuning individual 
modules while sticking to the same gen-
eral modular design they started with. 
The teams’ approaches suggest that 
winning solutions should be designed 
and implemented in modules so that 
replacing components can be easy.

We sent a survey to all participants 
from all of the different tracks of the 
2021 LPCVC competition to collect 
their feedback. Based on this feed-
back, here are several suggestions for 
organizers of future challenges.

›› An up-to-date leaderboard 
encourages innovations. Figure 1 
shows that the best daily scores 
improved substantially over the 
month. It is possible to update 
the leaderboard quickly because 
the referee system was auto-
mated (shown in Figure 3). The 
UAV video track did not have any 
execution-related failures from 
the automated referee system.

›› An open source scoring system 
helps participants understand 
how to optimize. Our referee 
system was open source, and 
contestants could fully under-
stand how scores are calculated. 
An interesting insight from the 
survey is that the UAV video 
track received a 3.8/5 satisfac-
tion score on the scoreboard. 
Since the UAV video track was 
the only one equipped with 
the automated referee system, 
it suggests that our approach 
benefited the participants by 
providing constant and reliable 
scoreboard updates.

›› A reference solution is valuable. A 
reference solution serves multiple 
purposes. 1) It helps contestants 

understand the input and output 
formats. 2) It sets a minimum 
standard for qualification. 3) If 
it is well structured, it encour-
ages contestants to experiment 
by replacing the components. 
Our survey results show a score 
of 4.4/5 on satisfaction with the 
reference solution. One poten-
tial disadvantage is that it may 
discourage participants’ creativ-
ity in using drastically different 
approaches. We acknowledge 
that even the winning teams 
innovated only within the mod-
ular design of the reference 
solution—they improved com-
ponents but did not explore new 
designs. In the future, we will 
explore whether zero or multi-
ple reference solutions promote 
greater design diversity.

In this article, we presented the prepa-
ration process for organizing the 2021 
LPCVC UAV video track and the evo-

lution of the top two winning teams’ 
solutions. We summarized that the key 
to a successful competition consists of 
a well-designed reference solution, an 
automated referee system, and a timely 
scoreboard. In the analysis of the evolu-
tion of the winning solutions, both teams 
experimented with many design choices 
throughout their submissions to achieve 
the delicate balance between accuracy 
and energy consumption. The success 
of the 2021 LPCVC, along with the pre-
vious competitions, helped to shift the 
computer vision competition focus from 
accuracy only to both accuracy and power 
efficiency. The application scenario of 
computer vision on UAVs paved the way 
for the following competitions: the 2023 
IEEE Autonomous UAV Chase Challenge 
and the 2023 LPCVC UAV Segmentation 

track. More evaluation criteria, such as 
fairness19 and robustness,20 may be con-
sidered in future challenges. We hope 
that this report will be beneficial for both 
future competition organizers and par-
ticipants to continue advancing innova-
tion in computer vision. 
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