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Abstract

In this paper, we present a data-driven model predictive control (MPC) scheme
that is capable of stabilizing unknown linear time-invariant systems under the
influence of process disturbances. To this end, Willems’ lemma is used to pre-
dict the future behavior of the system. This allows the entire scheme to be set up
using only a priori measured data and knowledge of an upper bound on the sys-
tem order. First, we develop a state-feedback MPC scheme, based on input-state
data, which guarantees closed-loop practical exponential stability and recursive
feasibility as well as closed-loop constraint satisfaction. The scheme is extended
by a suitable constraint tightening, which can also be constructed using only
data. In order to control a priori unstable systems, the presented scheme con-
tains a prestabilizing controller and an associated input constraint tightening.
We first present the proposed data-driven MPC scheme for the case of full state
measurements, and also provide extensions for obtaining similar closed-loop

Center for Simulation Sci . . .
enterforStmuiation Science guarantees in case of output feedback. The presented scheme is applied to a

numerical example.
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1 | INTRODUCTION

In recent years, there has been significant interest in designing data-driven model predictive control (MPC) schemes, in
which predictions are not based on a parametric model of the system, but rather directly on a priori collected input/output
data from the system, thus circumventing the challenging intermediate step of finding an accurate model. This is done
by employing the so-called Willems’ fundamental lemma,' which states that for a controllable linear system, all possible
system trajectories can be parameterized in terms of linear combinations of time-shifts of one single, persistently exciting,
trajectory.

A direct data-based MPC scheme based on Willems’ lemma was first considered by Yang et al.?> and Coulson et al.?
Guarantees for recursive feasibility, stability, and robustness (in the presence of measurement noise) of the closed loop
were first proven by Berberich et al.* In recent years, various further properties and extensions of this data-driven MPC
framework have been studied, compare, for example, the works by Coulson et al.,> Huang et al..° Yin et al.,”® Xue and
Matni,” Furieri et al.,'° Berberich et al.,!! Fiedler and Lucia,'? Breschi et al.,'* Klddtke et al.,'* and the overview paper by
Markovsky and Dorfler.'

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2022 The Authors. International Journal of Robust and Nonlinear Control published by John Wiley & Sons Ltd.
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One of the major strengths of MPC is its ability to take constraints in the optimization problem into account, and
therefore, guarantee their satisfaction in closed-loop operation. For data-driven MPC schemes, achieving constraint
satisfaction is similarly important. However, in practice we typically only have access to noisy data. Thus, to achieve
closed-loop constraint satisfaction, a suitable constraint tightening is required, similar to model-based MPC.'%!® Such
a constraint tightening takes into account possible (worst-case) disturbances as well as their influence on the system
dynamics in order to ensure that no disturbance that may occur in the future can result in constraint violation.

For data-driven MPC schemes relying on an a priori identification of the system model, there already exist schemes
that provide a proper constraint tightening even in the case of additive process noise.!*?° However, in the direct
data-driven setting—based on Willems’ lemma—this problem has not been conclusively solved so far. In Berberich et al.,?!
closed-loop constraint satisfaction is shown in case of measurement noise; however, no process noise and no input con-
straint tightening is considered, resulting in the fact that the proposed scheme can only be applied (without being overly
conservative) to open-loop stable systems. Process disturbances acting additively on the dynamics have been considered
by Huang et al.?? and Umenberger et al.?> However, both schemes lack the aforementioned closed-loop guarantees, and
moreover, rely on the knowledge of a priori measured disturbances. Recently, Liu et al.?* proposed a scheme guaranteeing
closed-loop stability and recursive feasibility in the presence of process disturbances, which, however, lacks of guarantees
for closed-loop constraint satisfaction.

In this paper, we propose robust data-driven MPC schemes based on Willem’s lemma. Throughout the course of this
paper, by “robust” we mean that all presented closed-loop guarantees, that is, recursive feasibility, constraint satisfac-
tion, and practical exponential stability, hold despite disturbances in the online and offline measurements. We start by
proposing an MPC scheme for the case that full state measurement is available. Moreover, with some extensions and
adaptations, a similar scheme can be set up for the case of output measurements, which is shown later in the paper. In
order to deliver the aforementioned robust closed-loop guarantees, we bound the influence of the process disturbance on
the online and offline measurements by means of a bound on the error propagation through the system dynamics. Using
this bound, we set up a state/output constraint tightening inspired by the one of Berberich et al.?! As for open-loop unsta-
ble systems the achievable disturbance bounds diverge, we make use of an input parameterization that prestabilizes the
system dynamics. Furthermore, in order to still guarantee input constraint satisfaction, despite the use of this underlying
pre-stabilizing controller, we introduce a novel input constraint tightening. We bound the error between the predicted
state/output sequence and an undisturbed state/output trajectory resulting from the application of the open-loop opti-
mal input sequence which enables us to deliver the aforementioned closed-loop guarantees. All system constants used
for the MPC schemes can be (over-)approximated using only given input-output data which are perturbed by process
disturbances, knowledge of an upper bound on the system order, and an upper bound on the disturbance.

The remainder of the paper is structured as follows. In Section 2 the problem setup and preliminaries, such as the
concept of persistency of excitation and Willems’ lemma, are introduced. Next, in Section 3, we set up the first proposed
data-driven MPC scheme based on state measurements. To this end, we elaborate the data-driven parameterization of
the constraint tightening, explain the MPC scheme and prove the aforementioned closed-loop guarantees. Thereafter, in
Section 4 we present data-driven output-feedback MPC based on the case where only output measurements are available.
We apply the proposed scheme to a numerical example in Section 5, and end with some concluding remarks in Section 6.

1.1 | Notation

For a sequence {zj }21:01’ we define the Hankel matrix of depth L as
Z <21 ... 2ZN-L
<1 22 ... ZN-L+1
H@=| T % R
ir-1 2L .- IN-1
and the stacked window from time instant a to b as
Za
Zap] =
Zb
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We write ||x||, = VxTPx for a vector x € R" and a positive definite matrix P € R™". Furthermore, for a vector x € R" we
denote the #;-, ¢,-, and Z-norm by ||x||;, ||x||,, and ||x||,, respectively. Moreover, for a matrix M € R™™ we denote the
respective induced norms by ||[M||;, || M]|,, and || M]|,,. We write F > 0if F € R™" isa symmetric and positive semi-definite
matrix.

2 | PROBLEM SETUP AND PRELIMINARIES

In this paper, we consider the discrete-time multi-input multi-output LTI system

Xiy1 = AXg + Bug + Wy,
Yk = Cxy + Duy, ®

with the state x; € R”, the input u, € R™, the output yx € RP and the process disturbance wy, € R". The setup can be
extended to include measurement noise as well, see Remark 1 below. Throughout the paper, we assume that (1) is a
minimal realization, that is, that the pair (A, B) is controllable and the pair (A, C) is observable. Moreover, we consider
the matrices A, B, C, D as being unknown and the only knowledge about the system available being its order n.

Moreover, we assume that the process disturbances belongs to a hypercube (precise definitions will be given in
Sections 3 and 4). The goal of this paper is to construct a data-driven MPC scheme that stabilizes the origin and ensures
input and state constraint satisfaction (cf. Section 3) or output constraint satisfaction (cf. Section 4), where the respective
constraint sets are given by hypercubes.

To this end, we apply a persistently exciting (p.e.) input sequence to the system, and measure the resulting state/output
sequence, where a persistently exciting sequence is defined as follows.

Definition 1. A sequence {uy}; ), with ux € R™, is persistently exciting of order L if rank (Hy(u)) = mL.
We want to make use of Willems’ fundamental lemma for the prediction in an MPC problem.
Lemmal (Willems’ lemma'). Suppose {uy, i }Izj:_ol is a trajectory of the controllable system

Xr41 = AXy + Buy,
Yk = CX + Duy, (2)

and u is persistently exciting of order L + n. Then, {T, Yy } [~} is a trajectory of System (2) if and only if there exists « € RN-"+

such that
Hi(w) "= Iil . 3)
HL®) y

This lemma states that in the absence of disturbances, that is, if wy = 0 for all k > 0, all trajectories of system (1) can be
parameterized by linear combinations of time shifts of a priori measured, sufficiently exciting input/output trajectories. In
the following two sections, we set up MPC schemes that use these trajectories for the prediction of the systems behavior.

3 | DATA-DRIVEN STATE-FEEDBACK PREDICTIVE CONTROL

In this section, we present a robust data-driven state-feedback MPC scheme with closed-loop guarantees on stability and
constraint satisfaction in the presence of process noise. In Section 3.1, we introduce the data-driven MPC scheme for the
case of available state measurements. Thereafter, in Section 3.2 we prove the closed-loop guarantees of the introduced con-
trol scheme. Finally, in Section 3.3 we show how the system constants, which are used to set up the constraint tightening
of the MPC scheme, can be approximated purely from data.

3.1 | Proposed MPC scheme

For the first data-driven predictive control scheme, we consider the availability of full state measurement, that
is, C=1I, D=0 in (1). Moreover, we assume that the process disturbance belongs to the hypercube w, € W =
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{w e R"| ||W||, < Wmax} for all t > 0, where wpax > 0 is known, and the input and state constraint sets are given by the
hypercubes u; € U = {u € R™| |lu|l o, < Umax} and x; € X = {x € R"| ||x||n < Xmax} fOr some oy > 0, Xpax > 0. As will
become clear later in this section, it is crucial for the construction of a proper constraint tightening that the prediction
model is stable. If this is not the case a priori (i.e., A is unstable), then this can be enforced via a prestabilizing input
parameterization

ur = Kxg + v, “4)

as it is common, for example, in tube-based MPC.'®!7 The state feedback matrix K is chosen such that all eigenvalues
of Ax = A + BK strictly lie inside the unit disc. Such a prestabilizing controller can be computed purely from data, e.g.,
following the approaches by Berberich et al.> or van Waarde et al.?® Throughout this paper, we assume that such a
controller is known a priori. In case of a stable system, the following scheme can be applied with K = 0.

To make use of Lemma 1 for the prediction of open-loop state sequences, we consider the input v of the pre-stabilized
system

Xk+1 = AgXk + Bvg + wy. (5)

Note that, starting at an initial state xy and applying the input sequence vjok_1; to system (5), the state after k time steps
is given by

k-1 k-1
X = Akxo + Y AL By + ) Ay, (6)
i=0 i=0

where wyox-1) is the disturbance sequence acting on the system. Thus we can denote the disturbance propagated k steps
through the system dynamics by

k-1
Kk -= ZAIk{_l_iWi. (7)
i=0

As discussed in the introduction, closed-loop constraint satisfaction of a data-driven MPC scheme could so far only be
shown by Berberich et al.?! for the case of output measurement noise, that is, additive noise v of the form % = x + .
However, taking a look at (7) clearly shows that due to the process noise acting on the state through the system dynamics,
these dynamics now have to be taken into account to set up a proper robust MPC scheme. Thus, throughout the paper,
we make use of the disturbance bound

k-1
di > Y A winas > kel - ®)
i=0

As will be discussed in Section 3.3, a suitable over-approximation (8) of the past disturbances acting on the state can be
obtained purely from data. For unstable system matrices, the sum in (8) grows exponentially with increasing k. Therefore,
it becomes clear why the use of a prestabilizing controller is crucial in order to obtain a suitable error-bound and, later
on, a feasible constraint tightening, which is analogous to model-based robust MPC (cf. e.g., References 16-18).

Remark 1. Note that the following results can be easily extended to the case where, apart from the process disturbance wy,
also additive measurement noise on the state measurements is present. In this case, the disturbance sequence in (7) has
to be extended by the actual measurement noise instant occurring at time k and, in case of K # 0, the past measurement
noise instants which are fed back into and propagated through the system dynamics. More precisely, instead of (7) the
disturbance sequence d’ : Zk lAk Tty + Z’-(_lAk‘l‘iBKvi + v, needs considered in the arguments below, where v

is the measurement noise sequence. If an upper bound ||vg|| < Vmax for all k > 0 is known, a bound on d’ can be

over-approximated purely from data, following similar steps as for the over-approximation of (8), discussed in this paper.
Therefore, for the sake of simplicity, we consider only process disturbances throughout the paper.

We now apply a p.e. input sequence {vd} ! of length N to System (5), and measure the associated disturbed state

sequence {x W 10> Where the superscript “d” denotes a priori collected data.

Assumption 1. The input sequence {vd} ! is persistently exciting of order L + n + 1.
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Starting at the initial state xg, similar to (7), we to denote the cumulated disturbance influencing the collected data at
time k as

k-1

d _ k-1-i., d

dd = YA, 9)
i=0

and the undisturbed state at as

2 =xd - dd. (10)
Note that with the error bound &k for k=0, ... ,N, we can also upper bound the disturbances in the offline state
measurements, that is, d; > Hdz” fork=0, ... ,N.

With these a priori generated data sequences, we are now able to set up the following optimal control problem (OCP),
given the measured state x; at time ¢ and with the prediction horizon L

L-1
. — — Ao
160 = min ¥ ([Pl + Kl ) + Aavmalla @I + == llo0)13 (112)
w(0.x(0 k=0 max
vl d
st | A2 I a(b), (11b)
0 +00)]  |Hned)
.)_C()(t) = Xt, (11C)
xL(t) =0, (11d)
[X®)|| o + auk [[VO||; + ek 2@y + aok ol + ek < Xmaxs (11e)

Vi)l + buk VOl + bak la®lly + bok lor(®)ll o + bek + || KXk(®)|| o < Umax> (11F)
Vk=0,..,L-1 (11g)

We denote the optimal solution of (11) at time ¢ by V'(¢), X" (t), a*(t), o*(t). Note that (11) is a strictly convex quadratic
program and can thus be solved efficiently. In (11b), we make use of Lemma 1 for the prediction of future state sequences
of the system. Note that, a Hankel matrix of depth L + 1 is used in the second block row of (11b), since the predicted state
sequence contains L + 1 elements (from k = 0 to k = L), whereas the predicted input sequence only contains L elements
(from k = 0 to k = L — 1). Moreover, note that, as it is common in predictive control based on Willems’ lemma, we make
use of a slack variable o(t) (first introduced by Coulson et al.®) that renders (11b) feasible, even in the presence of dis-
turbances. The slack variable ¢ as well as the variable « are regularized in (11a). This leads to smaller values of ¢ and «,
improving the prediction accuracy and reducing the influence of disturbances in the Hankel matrices. For further discus-
sion on these issues, see also section IV.A by Berberich et al.* and section IV by Dérfler et al.” Note that the regularization
of a is scaled with wp,y and the regularization of ¢ with WL as introduced by Bongard et al.?® This is needed in the proof
of Theorem 1 in order to obtain an upper bound on ||a*(t)r|n|d; and ||6*(#)|| - The scaling of the regularization of ¢ can also
be dropped. However, this comes at the cost of an additional non-convex constraint as it was shown by Berberich et al.*
Problem (11) contains the tightened state and input constraints (11e) and (11f). Note that both constraints depend on #(t),
a(t) and o(t). Together with suitably defined coefficients a, k, @y k> @ k> Gck, a0d by k, ba ks bs ks ek, Which will be defined
later on, this constrained tightening ensures recursive feasibility and closed-loop constraint satisfaction (cf. Theorem 1),
that is, %] < Xmax and ||l = [IKX: + Vel < Umax for all £ > 0. Constraint (11f) can be dropped if no prestabilizing
controller is used, that is, K = 0. Problem (11) is similar to the one by Berberich et al.,?! which, however, does not con-
sider process disturbances and the input constraint tightening (11f). The predictive control scheme is used in an n-step
receding horizon manner, that is, at time ¢t we solve (11) and choose v, = v (¢) in (4) fork =0, ... ,n— 1.

In the following, we introduce the coefficients used to set up the tightened state and input constraints (11e) and (11£).
To this end, we first introduce some system constants. First, we define the constant c,, = ”HvTxul with

H; (V)

H,; = d
H, (x[O,N—L—l] >

) (12)
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where Hvx is the Moore-Penrose inverse of H,z. Using di as well as the over-approximation pax > ||A1k<|| , we define
oo

Cak = Pakdn-L +dN_L+ks Cok = pai+1, (13)

fork =0, ... ,L. Moreover, we introduce the controllability constant I > 0, which is chosen such that, starting at any x,,
we can find an input sequence vjg ,1; steering the state of the prestabilized system (5) without disturbances to the origin
in n steps and satisfying

[Vion-u|; < T lIxoll - (14)

Note that such a constant exists as the pair (A4, B) is controllable.
We are now ready to define the coefficients of the state and input constraint tightening as

Auk =0, Aok = Cok, Aok = Cok, Ok = d,

buk =0, by = Keuks box = Kok, bex = Kdy, (15)

fork=0,...,n—1,and
Auk+n = Auk + Qg kCpe + au,kcpedN—l’
Qg k+n = au,k+nrca,L + Ca k+n>
Qo ksn = Auisnl CoL + Cofan,
Aek+n = ek + aa,kcpe (nxrnax + ndn) + Aok <dN—lcpe (nxmax + ndn) + dn> + dn’
bu,k+n = bu,k + ba,kcpe + ba,kcpedN—l’
ba,k+n = bu,k+nrca,L + Kca,k+n’
ba,k+n = bu,k+nrco‘,L + Kca,k+m

besn = bej + baiCpe <nxmax + n3n> + bk <EN_lcpe (nxmax + nan) + En> + E&n, (16)

fork=0,...,L—n—1, where K = ||[K |- Note that Ek and pa grow exponentially if Ax has eigenvalues outside the
unit disc. This is the main motivation for the usage of the prestabilizing controller (4), as diverging di and pa would also
lead to diverging ¢, x and c, x and, therefore, to large coefficients (15) and (16). This would in general yield an infeasible
OCP (11) even for small prediction horizons L. In order to set up the coefficients above, the system constants I, cpe, pax
fork=0, ...,L,and d; fork =0, ... ,N — 1 have to be known. All of these constants can be approximated from data as
will be shown in Section 3.3.

3.2 | Theoretical guarantees

Firstly, we denote the undisturbed state at time ¢ + k resulting from an open-loop application of V*(t) as

k-1

K5, = Afx+ Y ATIBY (1), (17)
i=0

An upper bound for the prediction error between this undisturbed open-loop state trajectory £ and the predicted optimal
state sequence X (¢) at time ¢ can be derived by the following lemma.

Lemma 2. If(11) is feasible at time t, then
5 - % < okl @l + o 0" Ol ()

holds forallk =0, ... ,L.
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Proof. Similar to the proof of Lemma 2 in the work of Berberich et al.,* we start by considering the error between the
undisturbed open-loop state and the state prediction resulting from undisturbed data in the Hankel matrix

Xeeer) *= Xierr) — Hin <)A‘d) o« (1) = & piqy — (Hoan (x7) = Hpa (d7)) @*(0). (19)

Note that fcft’t +1-1) and Hp, <5cd) a*(t) are trajectories of the undisturbed system (5) resulting from the application of v*(¢)

with different initial states. Due to (11c) and (11b), the initial condition of Hy,; (fcd) a*(t) is
o % ~d %
H (xﬁ))N_L]> a*(t) = x; + 6o(t) — Hy (d[O,N_L]) a*(0). (20)

Thus, for the difference between both trajectories, it holds that
X = Ak (H (dh ) @0 = 000 Q1)

fork =0, ... ,L. To show (18), note that

Ak —k — * d *
e =m0 < [P+ lono - 1 (d[k’N_Hk]) « (t)Hoo 22)
< (|JAk]| s+ dv-er ) e @ + [JAk]|_ ozl + o) (23)
where the second inequality holds due to

d % _ T d %
H, (d[k’N_Hk]) a (t)”oo = Jnax le; H, (d[k’N_Hk]) a (t)|, (24)
< [ hnp | N @l (25)
<dn-rk lla* @y (26)
for k=0, ... ,L, where ¢; is the ith unit vector in R”. Therefore, we obtain (18) with c,x = pA,kaN_L + EN_LH{, Cok =
pax+1,and pay > HAIk(” . L]

(s3]

The main difference of this proof to the proof of lemma 2 by Berberich et al.* is that we consider process disturbances
acting on the state through the system dynamics. Therefore, the error bounds have to account for all the past disturbances
propagated through the system dynamics. To this end, we bound the disturbances dg in the offline collected data (see also
the discussion below (6)), thus, achieving similar error bounds to Berberich et al.*

Using the result of Lemma 2, we can now state our main result, which establishes recursive feasibility, practical expo-
nential stability, and input and state constraint satisfaction of the closed-loop system, assuming that the initial state is
feasible for Problem (11) and the disturbance bound is sufficiently small.

Theorem 1. Suppose that Assumption 1 holds. Then, for any Vroa > 0, there exist ia s Ea, ila, ;,, such that for all A4, As
satisfying
Ay S A S e Ay < Ao < Ao 27)

there exist Wmax, Cpe > 0 as well as a continuous, strictly increasing function f : [0, Wmax] = [0, Vroa] with f(0) = 0, such
that for all wmax and cy, satisfying

. — Epe
Wax < MiN < Wiay, — ¢ (28)
pe

the following holds for the closed loop resulting from an application of the n-step MPC scheme:

(D) If J; (xo) < Vroa, then OCP (11) is feasible at any time t > 0.
(i) For any initial condition satisfying J7.(xo) < Vroa it holds that x, € X and u, € U for all t > 0, and J;(x;) converges
exponentially to J} (x;) < f(Wimax)-
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The proof of this result makes use of a similar candidate solution as the one of theorem 10 by Berberich et al.?! Together

with the prediction error in Lemma 2, showing constraint satisfaction and recursive feasibility of the tightened state
constraint (11e) as well as practical exponential stability works similar to the aforementioned reference. However, due
to the pre-stabilizing input, we require the input constraint tightening (11f). Thus, showing that the aforementioned
closed-loop properties also hold for this constraint is the main difficulty of this proof. Note that (ii) only shows exponential
convergence of x; to a neighborhood of x = 0; however, it is possible to establish a suitable lower as well as an upper
bound on J¥(x;) analogous to lemma 1 by Berberich et al.,* thus, resulting in practical exponential stability. For a detailed
discussion on the influence of the parameters A,, 4,, and c,. on the stability properties, we refer to the work of Berberich
et al.* In short, the region of attraction increases for smaller disturbance bounds or better persistency of excitation of the
input signal, the latter being expressed by a decrease of cy,.

Proof. To show (i), we construct a candidate solution for (11) at time ¢ + n and show that (11b)—(11f) hold for this candi-
date. Therefore, we define the candidate solution over the first L — n steps via the previously optimal input shifted by n

steps, that is, V,’((t +n) = V,t m®fork=0, ... ,L—n— 1. Moreover, the state candidate is chosen as
— Xttn
Xjo.L-n)(t +1) = lA* ] (29)
X{t+n+1,t+L]°

for the first L — n + 1 steps, with " defined as in (17). Note that, ¢, scales linearly with wp,, and

* * V
la* @l < VN =L+ 1la" Ol < \/<N—L+ =B (30)
a¥Vmax

which implies that the first term on the right-hand side of (18) becomes arbitrarily small for sufficiently small wp,y.
Furthermore, the same holds true for the second term on the right-hand side of (18), since ¢, x is uniformly upper bounded
for all k and

* VRoaW

o Ol < Il < 1/ FE=, (31)
As

Due to this, Lemma 2, and X;(t) = 0, the state X;_,(t + n) = &,; becomes arbitrarily small for sufficiently small

Wmax. Thus, for a sufficiently small wna, by controllability, there exists an input sequence VEL_,LL_H(t+ n) that

steers J_CEL_n,L](t+n) from %/,; to 0 in n steps. Furthermore, we choose the candidate solution for «'(t+n) and

o'(t+n)as

Vi(t+
o (t+n)=H, lv (A* nl (32)

t+n

and
o'(t+n) = Hp (x4) o/ (¢t + 1) =X (¢ + n),
at+n
= , (33)
H, (dﬁ,m> o (t + 1)

where d,x satisfies X,k = R+ d;+x. Thus, the candidate solution satisfies (11b)-(11d).
It remains to be shown that also (11e) and (11f) hold for the candidate solution. In order to show the satisfaction of
(11f), we note that
, (32) - »
I+ mll, < e ([Fe+m], + 1851

< Cpe (HV'(t + n)H1 + NXmax + nan> , (34)
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holds. Furthermore, it holds that

(32) — i
o'+l < dn-rfla’ @+l +da,

(334) dn_1Cpe (”V’(t + n)”1 + NXmax + n3n> +d,. (35)

Using the same arguments as in proposition 8 (Inequality (18)) by Berberich et al.,>! we can bound the norm of the
candidate input by

[V @+ m)|, < ¥yl + [enzn@+m) - (36)
< V'Ol +T R (37)
< V'@l + Cear-1 lla*®lly + Teo -1 lo™ Ol » (38)

where the first inequality holds due to the definition of V' (¢ + n) and the triangle inequality, the second inequality holds
due to (14), and the last inequality holds due to the terminal condition (11d) and the prediction error bound (18). Since
(11f) holds for the optimal solution at time ¢ and due to ’ Vf{(t + n)” = ||V,’:+n||oo fork=0, ... ,L —n—1, we obtain

Tt + || < ttmax = (Buken 7O, + baken 161l + boson 10" Olls + beksn + [KEn®] ). 39

Plugging (38) and the coefficients in (16) into (39) yields fork =0, ... ,.L—-n—-1

_ G9) _
T+ M| < tma = b [T+ )| = bk (e

— bk (EN—lcpe

— Keqpon 0" Ol = Keqpon 10" Ol = | KXin®)]| _ ~ Keln, (40)

Vit+ n)”1 + Cpe(MXmax + nan))

Vit + n)”1 + A1 Cpe(MXimax + ndy) + En> — bex

(34),(35)
< Umax — bu,k

[Vt |, = bk [l + Wl = bk [lo” ¢+ W, = bex
= Reaeon 10" Ol = Keviern 6" Ol = || K1 (0|~ Ko, (1)

(18)
< thmax = b [V + | = bur[|@'@ + ), = Bl + m]|, = e

-K

R — )_c,t+n(t)||oo - K;‘c,;n(t)”w —Kd,, (42)

< Umax — bu ”v’(t + n)”1 — bog ||t + )|, = bok ||6"t + 1), = bex — HK:‘c;(t + n)”oo , (43)

where the last inequality holds due to X (t + n) = & fork=1,...,L—n—-1,and

3k
t+n+k

”3?6(1.‘ +n) -,

= s = 2l < da (44)

Therefore, the candidate solution satisfies (11f) for k =0, ... ,L — n — 1. Showing that also (11e) holds fork =0, ... ,L —
n — 1 can be done following the analogous steps as above.

To show that (11e) and (11f) are also satisfied fork = L — n, ... ,L — 1, we recall from above that X;_,(t + n) becomes
arbitrarily small for sufficiently small wp,x. Thus, due to controllability and (14) also V{L_,,,L_”(t + n) and, therefore,
)_CEL_MLL_H(t + n) become arbitrarily small. Moreover, due to (13) and (16) the coefficients a, and b, depend linearly
0N Wy, and thus, they also become arbitrarily small for sufficiently small disturbance bounds wy,.x. Moreover, the same
holds for a, k, ack, buk, and b.x. The coefficients a, k, b, converge to constant values for wy,x — 0.Finally, due to (35),
o' (t + n) becomes arbitrarily small if wy,. is sufficiently small. Hence, all terms on the left-hand side of (11e) and (11f)
(except for xi(t) and v (t), respectively) become arbitrary small. Therefore, since Xmax, Umax > 0, there exists a sufficiently
small bound Wy, > 0 such that (11e) and (11f) are also satisfied fork =L —n, ... ,L — 1.
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To show (ii), we can follow the same arguments as in theorem 3 by Berberich et al.* to conclude invariance of the
sublevel set J7(x;) < Vroa and exponential convergence of J7 (x;) to J; (x;) < B(Wmax). This is possible since the candidate
solution used in the first part of our proof is constructed analogous to the one used in the proof of the above reference.
Thus, the closed-loop scheme is recursively feasible. Closed-loop state constraint satisfaction follows from the same argu-
ments used in the proof of theorem 10 by Berberich et al.?! In order to show closed-loop input constraint satisfaction, we
note that the optimal solution at time ¢ satisfies (11f) for the first n steps, that is,

tmax 2 [[VeO)| o + bk [V O]y + bk Il Olly + b o Ol + b + [ KE0)|_ (45)
= [Vl + Kewr lla* Olly + Ko llo* 0l + Kele + || KXo (46)

fork =0, ... ,n — 1, where the second inequality follows from plugging in the coefficients from (15). With (18), we finally
obtainfork=0, ... ,n—1

ttma 2 VOl + K [|%71c

%o - X0||_ + Ko+ K50

2 %] + K

S = T+ K s = Sl + KO

> ||[Vi(®) + KXy »

where the second inequality holds due to x4k — Xj, |, < dy and the third inequality due to the triangle inequality. Thus,
the input constraints are satisfied in closed loop. n

3.3 | Data-driven estimation of system constants

In order to set up the constraint tightening, we need to compute the coefficients (15) and (16). These depend on several
system constants. While K, Xmax, and n are known a priori, the system constants pa k, dx, ¢pe, and I" have to be estimated
from data. In the following, we provide corresponding estimation procedures.

An approach for the computation of I' was shown by Berberich et al.,?! where, however, the availability of the undis-
turbed data is assumed. To extend this approach for the approximation of I' in the presence of disturbances in the data,
we adapt the respective optimization problem by including a slack variable as well as a regularization, similar to (11).
Thus, we set up the optimization problem

. — A
max min  ||[Viou-)|, + AeWmaxllell3 + —=llo|l3, (47a)
Xo TE Wmax
st o] < Xmax, (47b)
X, =0, (47¢)
v H,(v*

~ — n( ) a, (47d)

X+o Hn+1(xd)

. . . ss s s . V1*01:71]”1
which can be solved by solving the inner minimization problem for all vertices of X. Then, we choose I' ~ " , Where
Viko,n—u is the optimal solution of (47). Moreover, we approximate cp, =~ ”H'V"x v with

HL (\/d)

H, = (48)

d
H, (x[O,N—L—1]>

This approximation is possible, as for small disturbances also the error between H,, and H,; is small. So far, both
procedures mentioned above only yield approximations of the real constants I' and cp., without being guaranteed
overapproximations of these constants. However, as was also confirmed in our numerical examples, the error
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between the real values and our estimates remains small for the considered disturbance level. Obtaining guaranteed
overapproximations of the constants I" and c,. even in the presence of noise is an interesting subject for future research.

In order to estimate the overapproximations p4 x > ”A1k<||oo and Ek > Zifz—ol || AIk<—1—i ”oo Wiy fOri =0, ... .L — 1 we use
algorithm 1 by Wildhagen et al.,”” which makes use of the S-lemma.?® Note that the setup in the aforementioned reference
considers a bound on the 2-norm of the disturbance. However, by noting that ||w||, < \/ﬁ [[w||, We can easily adapt the
algorithm to our setting.

4 | DATA-DRIVEN OUTPUT-FEEDBACK PREDICTIVE CONTROL

In this section, we construct a robust data-driven predictive control scheme, in case only output measurements are avail-
able. First, in Section 4.1 we set up the MPC scheme and prove similar theoretical properties to the ones shown for the
state-feedback case. Thereafter, in Section 4.2 we show how the coefficients used for the constraint tightening can be
computed only from data.

41 | Proposed MPC scheme and theoretical guarantees

In contrast to the previous section, we consider the case where no full state measurements are available, but only output
measurements. To this end, we consider the difference operator form

Ve = —ApYk-1— ... —AVk—n+1 — A1Vk—n + Duy + Byug—1 + ... + Bolg_p41 + Bruk—p + Wy, (49)

with the process disturbance Wy € W = {# € RP| ||[W||, < Wmax}. The input and output constraints are given by u, €
U= {ueR" |ulle < timax} and y; € Y = {y € R?| [|yll, < VYmax} fOr SOME Umay > 0, Ymax > 0, similar to the setup in
Section 3. Note that the following results also hold if only an upper bound on the system order is known, in which
case n needs to be replaced by this upper bound. Furthermore, note that (49) is an equivalent characterization of the
input-output behavior of (1), with C # I or D # 0. Moreover, we can transform (49) into the nonminimal realization

Ee1 = A& + Buy + Ey,
Yk = C& + Duy + Wi, (50)

with the extended state & = [u,_, ... ul_, y_ ... y;_l]T, compare Reference 30. Similar to the state feedback

case in Section 3, we want to make use of a prestabilizing controller in case of an unstable system. Therefore, we introduce
the control law

u = K& + vi, (51)

where the stabilizing feedback matrix K can be computed purely from data, for example, following the approach by
Berberich et al.3! However, for simplicity it is assumed that such a prestabilizing controller is known a priori. Thus, vy is
the input to the stabilized system

&1 = Axé + By + Eiy,
Yk = C'ka + Dvy + Wy. (52)

We note that, starting at an initial state & and applying the input sequence Vo] to system (52), the output after k time
steps is given by

k-1 k-1
Yk = C’KA’II((&) + CKZA’Ikg_l_lBV,' + Dy + C’KZA’II?I_IEWI' + Wy. (53)
i=0 i=0

Thus, similar to (7) we denote the disturbance affecting the output after being propagated k steps through the system
dynamics as

k-1
8 :=Cx Y Ax '~ Eiby + Wy, (54)
i=0
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for k > 1. Due to (51), also the pre-stabilizing input contains previously occurred disturbances. Therefore, using the same
initial state and input sequence as in (53), the prestabilizing input at time k is given by

k-1 k-1
we = RAkéo +K Y A "By + v + K Y Ag "' Eiby. (55)
i=0 i=0
Similar to (54) we define the disturbance affecting the input after k steps as
k-1 '
84 =Ky Ay T Ew, (56)

for k > 1. In order to bound the prediction error we will make use of the upper bounds gi > 6i and 5;1: > |16¢|| »which,

similar to the error bounds in Section 3, can be be overapproximated purely from data as will be discussed in Section 4.2.
Again, we apply a p.e. input sequence {vg }1121:—01 oflength N to system (52), and measure the associated disturbed output

sequence { yg ]1::()1 and the disturbed prestabilizing input sequence {ui}i\:ol, respectively. Note that, in order to apply the

first input via the prestabilization (51), we need n additional initial data points afg = [uf_Tn ) y‘[i_Tn _1]] . In practice this

initial sequence can be generated by applying an arbitrary input sequence to (50) and measuring the resulting output. As
the OCP, introduced in the following, now contains »n additional steps to fix the initial state, the following assumption is
needed.

Assumption 2. The input sequence {v¢ }2:01 is persistently exciting of order L + 2n.

Using the a priori collected data sequences, we set up the OCP for the output-feedback predictive control problem as

L-1

— . — - _ Ao
JL(Vion-11(t = 1), Y—ne-1) = min (”Vk(t)“fg + ”yk(t)”é) + AaWmax a5 + =——lo®)]l3 (572)
30 k=0 max
v(t) Hpn(v?)
s.t.| |y =|H 4y a(t), 57b
)_’( ) +o(d) L+n(yd) (57b)
| |2 Hyn(u) |
Vi—n,-11(F) Vfﬁo,n—u(t - n)
y[—n,—u(t) = Yit-nt-1] s (57¢)
| Uj—n-11(0) Uft—n,t-1]
Vir-nL-11(0) 0
Yii-nr-n® =0} (57d)
| Ur—n,L-11(1) 0
[9O]| o + fuuk [VO|l; + far Na@Olly + fok lo®llco + fer < Ymaxs (57¢)
8kl oo + uk [[VO|y + ok 1Dy + 8ok loDlloo + Zeke < Umax,  (57F)
Vk=0,..,L—-n-1. (57g)

Problem (57) is similar to (11) in the state-feedback case. The key difference is that, due to the term Hy,,(u?)a(t) in (57b),
also a prediction for the prestabilizing input is incorporated in the OCP. This is necessary as an input constraint tightening
analogous to (11f) is not possible in the output feedback case. The reason for this is that a prediction of the extended state
is not available, due to the fact that the extended state of the prestabilized system incorporates the prestabilizing input u.
However, making use of the prediction #(f) an input constraint tightening (57f) with the same structure as the output
constraint tightening (57¢) can be set up. Moreover, the initial constraint (57c) and the terminal constraint (57d) hold over
nsteps. Thisimplies that the internal state of the underlying minimal realization corresponding to the prediction coincides
with the initial state and the terminal state, respectively (cf, the work of Markovsky and Rapisarda®?). Furthermore, note
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that due to the initial condition of the prestabilizing input the slack variable ¢ = [o] o, ]T € RLPT™ consists of an

output and an input slack.
In order to set up the coefficients of the tightened input and output constraints, we have to define further system
constants, similar to the ones of the state-feedback case. Again, all of these constants can be (over-)approximated from

H' || with
ué

1

data as will be discussed in Section 4.2. Firstly, we consider the constant cf,e =

Hry (Vd)

(s | Y

Hy =

odT
Ylk=nje-1]
with 64 = K IS A,"{l“wa and 5i’d = CKZfz'OlA?l_lEW? + W, respectively. Moreover, we introduce a controllability

constant Iy, which has a similar interpretation as I" in (14). However, in the output feedback case, the constant is defined

d

d T T . . . o .
where é, = [u‘[ikT_ k1] ] consists of the undisturbed input/output data, thatis, & = uf — 5Z’d, and ¢ = y? — Si’d

. . . . . . 2n—-1 n-1 .
by .cons1c.1er1ng two .dlfferent 1npu.t/f)1.1tput tra;e%ctorles {Vl’c y;c} i, and {Vz’cl’ v }k:_n of the undlsturbed.system (52.). Both
trajectories start with the same initial condition, that is, v[’_n = v[”_ n—1 and yf_n = yf’_ n—1j- While v/ is zero,

[0,n—1]
V[/O,n—lj steers the system to the origin in n steps, that is, V[/n,Zn—lj =0and y{n’Zn_” = 0. The controllability constant I',y is
now defined such that

/ /!
’V[o,n—u”1 =Ty y[o,n—u”oo : (59)

is satisfied for all trajectories according to the above specifications. Furthermore, we will make use of the constant

Emax 1= 5.5%1%n 1€y - (60)
Finally, we introduce the constants p]yC > ”CKAIIC{HOO and pf > HKAII{(HOO fork=0,..,L-1.
Using these system constants together with the definitions
Cz,k 1= FZSN—L—I + SfV—LHca C(y,,k =p 41, Cop i= pZEN—L—l + Ntk Cri=pmtl (61)
fork=0, ... ,L —1,where dy_;_; := max <5;_L_1,EIYV_L_1 ) we are now ready to define the coefficients of the constraint

tightenings (57¢) and (57f). To this end, we define

-
fuk =0, fuk =¢, 0 fox =€, 4o fok = Ok,
—u

Buk =0, 8uk = Cp s 8ok = Cp y» ek = Ok, (62)

fork=0,...,n—1,and
Futorn = Fuk + FukCo + for kCoen-1,
fa,k+n qu,k+nruyCZ,L—1 + Cz,k+n’
Jodern = fu,k+nruyCZ,L—1 + ci,k+n’
Jekn = fek +fa,kcf;e§max + fox (%}—meémax + 5),)[) >
Suk+n = 8uk + ga,kcf,e + ga,kcf)egzlif—l’
Zak+n = Buk+nl MYCZ,L—I + CZ,k+n’
8o Jen = gu,k+nruycﬁ,L—1 + Ci,k+n’
Bekin = Gek + BakChedimas + 8ok (IN-1Chemax + 30 ) (63)

fork=0, ... ,L — 2n — 1. Note that the coefficients are similar to (15) and (16) in the state-feedback case. However, due
to the prediction of the prestabilizing input, the coefficients of the input constraint tightening no longer depend on the
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feedback matrix K. This comes at the cost of having to account not only for the output prediction error, but also for the
prediction error of the prestabilizing input.

Next, we want to derive upper bounds for these prediction errors, similar to Lemma 2. To this end, we define the
undisturbed output at time ¢ + k resulting from an open-loop application of v'(¢) as

k-1

A . ~k— —x
9%, 1= CrAké + Ck ) Ak BV (0) + Dy o), (64)
i=0

as well as the undisturbed prestabilizing input at time ¢ + k resulting from an open-loop application of v"(¢) as

k-1
i, = RAgg + K Y Ag

i=0

BBV (0 + Vi), (65)

T, . . . .
where & = [u;—n,t—l] y;_n,t_u] is the extended state measured at time t. Moreover, we define the trajectories

¥ = Hean(@Ha* o), (66)
i1 1= Hyn(@h)a*(2), (67)
where $ and 04 correspond to the undisturbed data in the Hankel matrices, that is, yk = yk Y and 7 u = u - 6d “ for

k=0,...,N—1,with 5dy CKZ; 0AKEW +w and 5d Y= KZ; 0AKEW Note that, due to the absence of dlsturbances
in the Hankel matrices, + and ity . can be be formulated analogous to (64) and (65) as trajectories resulting from the
open-loop application of V*(t) W1th the initial condition

&= laa—n,“”] N (5% L~ 11) O+ o5 O (68)
[ 2N IV - * s ’
y[[—n,t—l] y[t—n,t—l] - Hn (6[0,N—L—1]> a (t) + O—E)—n,—l] (t)
instead of & due to (57b) and (57c). With these definitions, we are now ready to state the following lemma.
Lemma 3. If(57) is feasible at time t, then
97, —320||_ <€l e @l + € lo" Dl (69)
& — a0 < llat @l +¢y llo* Ol (70)

hold forallk =0, ... ,L—1.

Proof. We show only (69) and note that showing (70) works analogous. Firstly, note that y* and y* are (undisturbed)
trajectories of System (52) with the same input sequence, but with different initial conditions. Therefore, the following
holdsfork=0, ... ,L—1

-5t = Josik -] o

(o]

d, *
& | On @ — Hy (5[0?\1 L- 1])“ U

= ||CxA (72)
e O H (58 ) @ ® i
Hn 5d,u o
<N Ollw + 7, ( o ) a @l - (73)
Hy (S[O,N—L—l]) -
<A, llo* Ol + ALoN-1-1 lla* O] - (74)
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Next, we bound

Vik —ﬁ;(t)”oo = |[H1 (j}([in+k,N—L+k]) a’(t) — Hy (y‘[in+k,N—L+k]> + Uyk*(t)Hw ’ (75)

= [ (58 ) 0+ 0 7o

< Sns " Olly + o2 O - (77

fork =0, ... ,L — 1. Finally, plugging (74) and (77) into

5 =50 < [Pt =S|, + [P =T - (78)

yields (69). [

We, again, close the loop by applying the optimal solution of (57) in an n-step manner, that is, uyx = K& + v, (¢) for
k=0, ... ,n—1, where v(¢) is the optimal solution of (57) for the prediction step k. Note that &, contains the inputs
Ufi+k—n+k—1] and the measured outputs yp.4x—nr+k—17- We are now ready to state practical exponential stability, and input
as well as output constraint satisfaction of the closed loop. To this end, following the approach by Berberich et al.,* we
now consider the Lyapunov function

Vi i= I Vni—11 Yie-ni-11) + Y W&, (79)

for some y > 0, where W(¢) is an IOSS Lyapunov function, which exists due to detectability of (4, C).>3
Theorem 2. Suppose that Assumption 2 holds. Then, for any Vroa > 0, there exist A _, s A 4, such that forall Ay, As
satisfying
Ay Sha Shus A S Ao S Ao (80)
—a —0c

there exist Wmax, Cpe > 0 as well as a continuous, strictly increasing function f : [0, Wmax] = [0, Vroa] with p(0) = 0, such
that for all Wmax and cy, satisfying

_ . = Epe
Wmax < MiN { Wpay, — ¢, (81)
Cpe

the following holds for the closed loop resulting from the application of the n-step MPC scheme:

(D) If Vo < VRoa, then OCP (57) is feasible at any time t > 0.
(ii) For any initial condition satisfying Vo < Vyoa it holds that y; € Y and u; € U for all t > 0, and V; converges exponen-
tially to V; < f(Wmax)-

This result is similar to the state-feedback case (Theorem 1). Also the proof works along the lines of the proof of
Theorem 1, where the candidate solution can be chosen analogously. The main difference lies in the modified con-
straint tightening. For a discussion on the role of the parameters in the above statement, we refer to the discussion below
Theorem 1.

Proof. We consider the candidate solutions

VioL-n-11(t)
Vt+n) =V _spponyt+n)
Op

(82)

Vit t+n—-1]

Nk
y/(t+ n) = B y[t+n,t+L—n—1] , (83)
Vi-ani-n-1(t + 1)

0,
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and
Ult.t+n-1]
=/ aikt+n t+L—n—1]
w({t+n)= ’ , (84)
=
Uponp—n-nE+ 1)
0,

where VEL—zn,L—n—u(f + n) is the input steering the system to the origin in n steps and .)_)EL—Zn,L—n—l](t +n), IZEL_Z nrnyE+ M
are the associated output and prestabilizing input. Moreover, we define the candidate solutions

—

t+
derm=n, "] (85)

v St

and
Hin (9 V(t+
ciem= T O o [PEED] (86)
L (uf w'(t+n)

Using these candidate solutions, the proof works analogous to the proof of Theorem 1. (]

4.2 | Data-driven estimation of system constants

In the following, we provide data-based procedures to compute (over-approximations of) the coefficients p]y{ and pj; for
k=0, ..,L-1, Ely{ and EZ fork=0, ... ,N—1,aswell asI',, an cf,e. First, we note that upper bounds “AIIEH < pak

~k—1—i ~ -/
and ”Zi:olAlf{ B H Wmax < 8k can be over-approximated from data based on Reference 29, analogously to px and
(&)

dy in Section 3.3. As K|, is known, we can directly choose P = IX|l pax fork=0,...,L—1and EZ = K|l 8, for
k=0, ... ,N—1 to obtain suitable over-approximations of the system constants. In order to obtain similar results for
p, and 5, we need to bound ICx||., < pe first. This is done by slightly modifying the approach from* as discussed in
the following.

We consider the data matrices

X := _55 g e:;f,_l_ ,
Yoi=Dn ven o Wal
V= »vg v vi s (87)
where &= [udl .. owlT ooy T " for k=n,...,N. In order to compute a (possibly small)
over-approximation of pg, we solve the optimization problem
m_igl 7, (88a)
st. Py(c”)—1P, =0, (88b)
>0, (88¢)
>0, (88d)

where P; and P, are defined as follows
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WILEY——Y
-1 0 0
Pc)=|0 0 o0 | (89)
0 0 oI
X ! i X !
- YT -I7 0 - Y"T
P, = 1% : - 1|V : (90)
0 nWpay
0 I 0 I

We denote the solution of (88) by o . By equivalence of norms, we can choose pz = \/EE*. For a detailed discussion of the
approach we refer to Reference 29. Using this result, we can now choose p]y( =pepip fork=0, ... ,L—-1and 5 = ,0551’c
fork =0, ... ,N — 1, which yields suitable over-approximations.

Analogous to Section 3.3 we approximate cf,e ~ ”H;:H1 with

Hry (Vd)
va = d ) (91)
H, <§[0,N—L—n]>
and, again, note that the error between ”ng”1 and ’Hl5 is small for small disturbances. Berberich et al.?! show a

procedure to compute I',, from undisturbed data. In the following, we adapt the procedure in order to approximate I, for
disturbed data. To this end, we consider the input/output sequences {v]’€ yl’c}ii__ln and {vl’c’ Yy }Z:n introduced above (59).
In order to over-approximate the controllability constant, we consider all initial conditions in the polytope Z :=U" x Y".
T yiT ]T withi=1, ... ,N, and N, being the number of vertices of Z. First, for

We denote the vertices of Z by zimt = [vmit Vinit
alli=1, ... ,N,, we solve
/’{I
: 2 2
min Yoo, + Aewmadial} + ——llo1 (922)
vy max
/
v .
[-n-1] | — St
s.t. l . ] = Zinipr (92b)
MBI

)
yEn,Zn—l] 0

Voo (e ()] (92d)
y+o Hi, ()

1 that (approximately) steer the system from the vertices of Z to zero in n steps with

[0,n—1] .
minimum energy. Note that, due to the disturbances in the data y¢ and since that z. ., might not be a trajectory of the

undisturbed system (52), a slack as well as a suitable regularization is needed in (92). In order to approximate I, accord-

This yields input sequences v,

11

y[O,n
This can be done by solving the optimization problem

ing to (59), we now need to compute the values

. . .. .. l . " _
" H - resulting from the initial condition z; . after setting Vion- = 0-

”

min Al + — o2, (932)
v//,y’/ max
v// .
—n-11| _
s.t. l[," ]] =2 (93b)
Yien-11
v['(')’n_l] = (93¢)
4 H Vd
, _ 2n( d) a, (93d)
y +o Hay (y*)
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foralli =1, ... ,N,. Again, we make use of a slack variable to account for the disturbed data and anit not being a trajectory

I
Vion-11 “1

i N
Vio.n-11 ”w

of the system. An approximation of Iy, can now be computed via I',, = max;=;,. n

v

5 | NUMERICAL EXAMPLE

As an example, we consider the two mass-spring-system suggested by Wie et al.,>* with the masses m; = 0.5kg, m, = 1kg
and the spring constant k = 2 kg/s?. Discretizing the system with a sampling time of 1 s yields the matrices

-0.1799 1.1799  0.507  0.493 0.7266
0.59 041  0.2465 0.7535 0.1367

A= , B= . (94)
—-1.0421 1.0421 -0.1799 1.1799 1.014
0.5211 -0.5211  0.59 0.41 0.493

We assume that full state measurements are available and that Wma = 1073, Umax = 10, Xmax = 10 hold for the constraint
sets, where the process disturbance wy acting on the system, during the data generation and in closed-loop operation, at
time k is sampled uniformly from W. As the matrix A has two eigenvalues on the unit disc, the usage of a prestabilizing
controller is expected to be advantageous in order to set up the MPC scheme introduced in Section 3. First, we collect
apply a PE input sequence of length 50 to the open-loop system and measure the corresponding state sequence. Thereafter,
we employ theorem 1 by Berberich et al.3! to compute a robust linear quadratic regulator for the system based on the
available noisy data (using diagonal multipliers to describe the disturbance bound, compare equation (21) in Reference
31). This yields the state-feedback gain

K =10.4345 -0.8439 -0.3665 —0.6986],

which serves as the prestabilizing controller, leading to all eigenvalues of Ax = A + BK being located strictly inside the
unit disc.

The goal is to set up the OCP (11) with prediction horizon L = 12, a total amount of N = 50 data points (of the presta-
bilized system) in the Hankel matrices, and the parameterization Q = I,,, R = 1, 4, = A, = 100. To this end, we have to
compute the constants (15) and (16) from data. In order to do so, we apply an input sequence of length N’ = 5000, which
is uniformly sampled from U, to the prestabilized system and collect the corresponding N’ state measurements. Using
these data sequences, we compute ps fork =0, ... ,L —1and Ek fork =0, ... ,N — 1 following the approach mentioned
in Section 3.3. Note that the estimation of the system constants also works for a smaller amount of data, at the price of
a more conservative overapproximation of these constants. However, for a good approximation of these constants, we
need a much larger amount of data than for the prediction via the Hankel matrices (i.e., N’ > N). We now choose an
input-state-sequence of length N from the collected data (of total length N”), for which the input sequence is persistently
exciting of order L + n + 1, to construct the Hankel matrices and approximate the constant c,, as described in Section 3.3.
Moreover, we apply the method from Section 3.3, with A/, = A, = 1, in order to compute an approximation of the control-
lability constant I'. With these approximations of the system constants, we compute the coefficients in (15) and (16). The
resulting coefficients as well as the ideal coefficients that would be computable if perfect model knowledge was available,
can be found in Figure 1, where the red lines correspond to the ideal coefficients, and the blue lines to the coefficients
computed from data. It can be seen that the coefficients computed from data yield over approximations of the “real” coeffi-
cients. This is mainly due to the fact that the procedure in Section 3.3 only yields overapproximations of the constants pa x
and Ek. The approximation of ¢, by its disturbed counterpart is accurate for the present example,compare the discussion
in Section 3.3.

Considering the parameter b, it can be seen that for larger k, this coefficient already is close to umx. Even though
there is a nonmonotonicity in k, which results from the usage of an n-step MPC scheme and the corresponding recursive
definition of the constants in (15) and (16), it is clearly visible that b.x tends to increase for larger k. Thus, for larger
prediction horizons or larger disturbance bounds Wy, this parameter would lead to b, x > Umax, Which would render (11)
infeasible due to (11f). The reason for this conservatism in the constraint tightening lies in the fact that submultiplicativity
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FIGURE 1 Coefficients for the state and input constraint tightening (11e), (11f). The red lines correspond to the ideal coefficients that
can be computed if perfect model knowledge is available. The blue lines correspond to the coefficients computed purely from data.
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FIGURE 2 Ideal coefficients for the state constraint tightening (11e) without prestabilizing controller

and the triangle inequality were exploited multiple times in the proof of recursive feasibility and constraint satisfaction.
Moreover, the estimates for p4 x and Hk only yield overapproximations of the parameters and for the sake of recursive
feasibility, xmax instead of ||x;||, is used to define the coefficients (16).

As a motivation for the usage of a prestabilizing controller, the coefficients for K = 0 (i.e., without input constraint
tightening) are plotted in Figure 2. Note that even for k = 4 it holds that a.x =~ 233 which already exceeds xyax and would
thus lead to an infeasible OCP even for the smallest possible prediction horizon of the n-step scheme, L = 4.

The states and inputs resulting from the n-step scheme in closed loop starting at x, = [4 -4 0 0] " can be found in
Figure 3. It can be seen that the predictive control scheme works as desired, meaning it stabilizes the states at the origin,
while satisfying the state and input constraints.
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FIGURE 3 Simulation

6 | CONCLUSION

In this paper, we introduced a data-driven predictive control scheme relying on predictions based on a priori measured
data, structured in Hankel matrices. The scheme is capable of stabilizing the origin of an LTI system, even in the presence
of process disturbances acting on the system state. To this end, a constraint tightening is proposed, which can be set up
using only a priori measured data. The presented MPC scheme allows for the usage of a prestabilizing controller and an
associated input constraint tightening, which enables the use also for a priori unstable systems. Closed-loop recursive
feasibility, practical exponential stability, and constraint satisfaction of the control scheme are shown. Moreover, the MPC,
initially introduced for available state measurements, is extended to the case that only output measurements are available.
The numerical experiments illustrated the applicability of the proposed approach and underlined the necessity to include
a prestabilization and corresponding input constraint tightening in order to design a feasible controller. Interesting issues
for future research include the development of less conservative constraint tightenings as well as a data-based technique
for obtaining estimates of c,, and the controllability constant I" from noisy data, which are guaranteed overapproximations
of the real system constants.
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