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It is well known that if a (finite-dimensional) den-
sity matrix ρ has smaller entropy than ρ′, then the
tensor product of sufficiently many copies of ρ ma-
jorizes a quantum state arbitrarily close to the ten-
sor product of correspondingly many copies of ρ′. In
this short note I show that if additionally rank(ρ) ≤
rank(ρ′), then n copies of ρ also majorize a state
where all single-body marginals are exactly identi-
cal to ρ′ but arbitrary correlations are allowed (for
some sufficiently large n). An immediate applica-
tion of this is an affirmative solution of the exact
catalytic entropy conjecture introduced by Boes et
al. [PRL 122, 210402 (2019)]: If H(ρ) < H(ρ′) and
rank(ρ) ≤ rank(ρ′) there exists a finite dimensional
density matrix σ and a unitary U such that Uρ⊗σU†
has marginals ρ′ and σ exactly. All the results trans-
fer to the classical setting of probability distributions
over finite alphabets with unitaries replaced by per-
mutations.

1 Introduction and results
The exact catalytic entropy conjecture (CEC) is the fol-
lowing conjecture from Ref. [1] about the von Neumann
entropy H(ρ) := −Tr[ρ log(ρ)] (log with base 2) illus-
trated in Fig. 1 (top):

Conjecture 1 (CEC). Let ρ, ρ′ be d-dimensional den-
sity matrices that are not unitarily equivalent. Then
there exists a finite-dimensional density matrix σ and
a unitary U such that

Tr1[Uρ⊗ σU†] = σ,Tr2[Uρ⊗ σU†] = ρ′ (1)

if and only if H(ρ) < H(ρ′) and rank(ρ) ≤ rank(ρ′).

An affirmative solution to the CEC provides a clean
single-shot interpretation of von Neumann entropy with-
out external randomness using the ”catalyst” σ, see
Refs. [1, 2] for discussions of the conjecture and their
physical implications. In Ref. [2], an approximate version
of the CEC was proven. It follows directly from the proof,
which itself is similar to earlier constructions in Refs. [3–
5], that the CEC is true if the following Lemma holds true,
illustrated in Fig. 1 (bottom). For completeness, we pro-
vide the explicit construction of U and σ in the CEC based
on the following Lemma in the appendix.

Figure 1: Top (CEC): A unitary operation U is applied to sys-
tems S and C in the state ρ⊗σ. The resulting reduced state
on S is exactly ρ′, while the reduced state on C is preserved
exactly, but correlated to S (indicated by the dashed lines).
Both σ and U may depend on ρ and ρ′. Bottom (Lemma 1):
For some finite n, the state ρ⊗n majorizes a state ρ′n with
all marginals equal to ρ′. The results of this paper show that
if ρ and ρ′ are not unitarily equivalent, then both situations
occur if and only if H(ρ) < H(ρ′) and rank(ρ) ≤ rank(ρ′).
Both results transfer to the classical setting as well.

Lemma 1. Let ρ, ρ′ be d-dimensional density matrices
that are not unitarily equivalent. Then there exist n ∈
N and a density matrix ρ′n on n copies of Cd such that

ρ⊗n � ρ′n, Tr{1,...,n}\i[ρ′n] = ρ′ ∀i = 1, . . . , n (2)

if and only if H(ρ) < H(ρ′) and rank(ρ) ≤ rank(ρ′).

Here, for any two density matrices ρ and σ, ρ � σ
(”ρ majorizes σ”) means that there exists a finite col-
lection of unitaries Ui with associated probabilities pi
such that σ =

∑
i piUiρU

†
i . More explicitly, there ex-

ists a unitary V such that σ = Dσ[V ρV †], where Dσ
denotes the decoherence-chanel in the eigenbasis { |j 〉}
of σ =

∑
j qj |j 〉〈j |. It acts on any operator X as

Dσ[X] =
∑
j |j 〉〈j |X |j 〉〈j |, but can be represented as

Dσ[X] = 1
d

∑
i UiXU

†
i for a suitable set of d unitaries Ui.

An equivalent definition of majorization in terms eigen-
values is as follows (by the Schur-Horn Lemma and
Birkhoff’s Theorem, see for example Refs. [6, 7]): if λλλρ
denotes the vector of eigenvalues of ρ (including mul-
tiplicities) and λλλσ the corresponding vector of eigenval-
ues of σ, then there exists a finite collection of permuta-
tion matrices Πi and a probability distribution qi such that
λλλσ =

∑
i qiΠiλλλρ. This latter characterization of majoriza-

tion is also the appropriate one for general probability vec-
tors.

In words Lemma 1 reads: if the entropy of ρ′ is higher
than that of ρ (and the rank not smaller), then for some
finite n the state ρ⊗n majorizes a state whose one-body
marginals are all equal to ρ′. It is well known that for suffi-
ciently large n the state ρ⊗n majorizes an ε-approximation
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of ρ′⊗n. Lemma 1 instead shows that ρ⊗n majorizes a
state whose marginals coincide exactly with ρ′, but where
arbitrary correlations are allowed.

Our aim here is to prove Lemma 1 and thereby the exact
catalytic entropy conjecture. In fact, the arguments below
can also all be transferred to the classical setting, where
density matrices are replaced by finite-dimensional proba-
bility vectors and unitary transformations by permutations
of the entries of the vectors. Using the corresponding clas-
sical construction in Ref. [2] this implies that the classical
version of the CEC also holds (contrarily to some prior
beliefs, see Supplemental Material of Ref. [1]):

Theorem 2 (classical CEC). Let ppp,ppp′ ∈ Rd be proba-
bility vectors that are not related by a permutation of
their entries. Then there exists a finite-dimensional
probability vector qqq and a permutation matrix Π such
that

Tr1[Πppp⊗ qqq] = qqq, Tr2[Πppp⊗ qqq] = ppp′ (3)

if and only if H(ppp) < H(ppp′) and rank(ppp) ≤ rank(ppp′),
with the Shannon entropy H(ppp) = −

∑
i pi log(pi).

In the formulation of Theorem 2, Trx denotes marginal-
ization over tensor-factor x and rank(xxx) denotes the num-
ber of non-zero elements of a vector xxx.

In fact, contrary to the usual situation where results
in quantum theory imply corresponding classical results,
Theorem 2 implies the quantum version of the CEC but
not vice-versa. However, as in the approximate case, the
dimension required for the catalyst can be significantly
smaller in the quantum case compared to the classical case,
see Ref. [2].

2 Resource theories
In Refs. [5, 8–10] catalysts that become correlated to the
system of interest have been used to provide single-shot
interpretations of the non-equilibrium free energy in quan-
tum thermodynamics and the entanglement entropy in the
framework of local operations and classical communica-
tion. These results were approximate, in the sense that
the output state of a protocol only approximated the de-
sired state up to arbitrary accuracy as the catalyst dimen-
sion diverged. Our result may suggest that a strict de-
crease in the free energy or entanglement entropy could
imply the possibility of an exact transformation with a
finite-dimensional catalyst also in those settings. How-
ever, Ref. [11] showed already that this is not the case,
at least if one demands that the final correlations between
catalyst and system can be made arbitrarily small. In the
setting of this note, we cannot make the latter assumption
since the mutual information between catalyst and final
state of the system is always given by H(ρ′) − H(ρ). It
would be interesting to know whether in the context of
quantum thermodynamics a strict decrease in free energy
allows for an exact conversion with finite-dimensional cat-
alyst if one does not put a condition on the final corre-
lations. Indeed, Ref. [12] showed that this is true in the

quasi-classical case with the additional assumption that the
thermal state only has rational entries in its eigenbasis.

3 Open problems
Lemma 5 does not claim that the state ρ′n is close to ρ′⊗n.
It is an open problem whether one can both arrange that
the marginals of ρ′n are exactly equal to ρ′ and ρ′n is ar-
bitrarily close to ρ′⊗n in trace-distance while keeping the
majorization condition ρ⊗n � ρ′n. If true, this statement
could likely have many further applications in physics and
information theory.

A second open problem concerns the case H(ρ) =
H(ρ′). It is known from lower bounds on the catalyst di-
mension that in this case a finite-dimensional catalyst in
general cannot be used to implement the state-transition
exactly [13, 14]. On the other hand, continuity of von
Neumann entropy implies that it can be implemented arbi-
trarily well as the catalyst dimension diverges. However,
it is presently unknown whether a catalyst with properly
infinite dimensional density matrix could be used to im-
plement the state-transition ρ→ ρ′ exactly in this case.

4 The proof
We formulate the proof in the quantum language, but, as
mentioned above, everything transfers to the classical case
by replacing density matrices with probability vectors.

Definition 3. For every finite-dimensional density ma-
trix ρ and n ∈ N, we define the following set:

Sn(ρ) := { 1
n

∑
i

σ{i} | ρ⊗n � σ, σ ≥ 0,Tr[σ] = 1},

(4)

where σ{i} = Tr{1,...,n}\i[σ].

Since randomly permuting subsystems is a random uni-
tary process (in the sense of majorization), whenever
ρ′ ∈ Sn(ρ) there exists a state ρ′n with ρ⊗n � ρ′n as in
Lemma 1. So we want to show that whenever H(ρ′) >
H(ρ) and rank(ρ) ≤ rank(ρ′) then ρ′ ∈ Sn(ρ) for some
n ∈ N .

Lemma 4. For every ρ on Cd, Sn(ρ) is a compact con-
vex set within the set of density matrices on Cd and
1/d ∈ Sn(ρ). Furthermore, Sn(ρ) has full dimension
within the set of density matrices.

Proof. The set of density matrices σ such that ρ⊗n �
σ is closed and convex and hence compact. Sn(ρ) is
convex and compact, because it is its image under a
linear (and hence continuous) map. It has full dimen-
sion since in particular it includes an open ball around
1/d (and hence also 1/d).

We now introduce a form of typicality. Note that the
statement is not in the usual form, as we claim a state-
ment for all density matrices with certain entropies. In
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other words, we require an error bound that is uniform
over all density matrices with a certain minimal entropy.
To state the Lemma, we define the distance d(ρ, S) be-
tween a density matrix ρ and a set of density matrices S
as d(ρ, S) = infσ∈S d(ρ, σ), where d(ρ, σ) = 1

2 ‖ρ− σ‖1
denotes the trace-distance.

Lemma 5 (Typicality). For every δ > 0 and ε > 0
there exists nε ∈ N such that for all states ρ′ with
H(ρ′) > H(ρ) + 2δ,

d(ρ′, Snε(ρ)) ≤ ε. (5)

Proof. In general, a density matrix ρ majorizes an ε-
approximation of ρ′ if Hε/2

max(ρ) < H
ε/2
min(ρ′), where

Hε
max is the smooth max-entropy and Hε

min the
smooth min-entropy, see [15, 16]. By Theorem 1 of
Ref. [17] (in Ref. [17], the bounds are stated for condi-
tional entropies of classical random variables, but in
the unconditional case, they generalize immediately
to the quantum case), it follows that for every δ ≥ 0
we have

Hε/2
max(ρ⊗n) ≤ n(H(ρ) + δ), (6)

H
ε/2
min(ρ′⊗n) ≥ n(H(ρ′)− δ) (7)

for ε = 2−
nδ2

2 log2(d+3) (which does not depend on ρ′ or
ρ) 1. Thus, if we take

nε =
⌈

2 log2(d+ 3)
δ2 log(1

ε
)
⌉
, (8)

we find that ρ⊗nε majorizes an ε-approximation ρ′ε,nε
of ρ′⊗nε as long as H(ρ′) > H(ρ) + 2δ. By the trian-
gle inequality and monotonicity of the trace-distance
under quantum channels, we find:

d( 1
nε

nε∑
i=1

Tr{1,...,nε}\i[ρ
′
ε,nε ], ρ

′) ≤ ε. (9)

Thus d(ρ′, Snε(ρ)) ≤ ε.

The crucial additional ingredient to our proof apart from
the typicality Lemma is the following simple observation
about convex geometry.

Lemma 6. Let y ∈ Rd. Let By(δ) denote an open
ball of radius δ around y and let Cε be a parametrized
family of closed and convex sets with the following
property:

∀x ∈ By(δ) d(x,Cε) ≤ ε, (10)

where d is the euclidean distance on Rd. Then y ∈ Cε
for all ε < δ/2.

1We define the smoothing of the entropies in terms of trace-
distance instead of 1-norm, which accounts for a factor of 1/2.

Proof. Let ε < δ/2 and suppose contrarily that y /∈
Cε. Let c be the element in Cε closest to y (which
is unique because of convexity of Cε). But since y is
the center of the ball, there must then be an element
z ∈ By(δ) with ε ≥ d(z, Cε) ≥ d(z, y) > δ/2, which is
a contradiction. To find z, shoot a ray through y and
c. The part of the ray inside of By(δ) has length at
least δ, so in particular there must be a corresponding
element z with d(z, c) > δ/2.

Corollary 7. Let C be a full-dimensional convex set
in a normed, finite-dimensional, real vector space V
and let Cε ⊆ V be a parametrized family of closed and
convex sets with the following property:

∀x ∈ C d(x,Cε) < ε, (11)

where d is the distance induced by the norm. Then
for any y ∈ intC there exists an ε0 such that y ∈ Cε
for all ε < ε0.

Proof. Since y is an interior point, there is an open
ball By(δ) around it and we can apply Lemma 6 (after
embedding everything in some Rd).

We can now prove Lemma 1: We start with the ”if” part.
By unitary freedom and because rank(ρ) ≤ rank(ρ′), we
can assume that supp(ρ) ⊆ supp(ρ′). Indeed, the rank-
condition simply means that the dimension of the support
of ρ is not larger than the dimension of the support of ρ′.
Furthermore, we can shrink Hilbert-space to the support
of ρ′, so that ρ′ has full rank (ρ′ > 0). We will do so
in the following. So let H(ρ′) − H(ρ) = 2δ > 0 and
ρ′ > 0. Then ρ′ is an interior point of the convex set of
all density matrices since it has full rank. Moreover, it has
entropy H(ρ′) > H(ρ) + δ and von Neumann entropy
is continuous. Therefore, there is an open ball of states
around it (within the set of density matrices) all of which
have entropy > H(ρ) + δ. Hence it is an interior point
of the convex set C of density matrices with entropy ≥
H(ρ) + δ and C is full-dimensional. For any ε > 0 set
Cε = Snε(ρ) with nε from Lemma 5. Then by the same
Lemma, the conditions of Corollary 7 are fulfilled if we set
y = ρ′. Hence there exists some n such that ρ′ ∈ Sn(ρ).

For the ”only if” part let us start with the condition on
the von Neumann entropy: We use that H is sub-additive,
H(ρ12) ≤ H(ρ1) + H(ρ2) with equality if and only if
ρ12 = ρ1 ⊗ ρ2, and strictly Schur-concave, meaning that
if ρ � ρ′ but ρ and ρ′ are not unitarily equivalent, then
H(ρ) < H(ρ′). So suppose that ρ⊗n � ρ′n and ρ and ρ′

are not unitarily equivalent. Then we have

nH(ρ) = H(ρ⊗n) ≤ H(ρ′n) ≤ nH(ρ′). (12)

We now assume H(ρ) = H(ρ′) to arrive at a contra-
diction. Then (12) implies H(ρ′n) = nH(ρ′), which in
turn implies ρ′n = ρ′

⊗n. But then ρ⊗n � ρ′
⊗n and

H(ρ) = H(ρ′), which by strict Schur-concavity implies
that ρ⊗n and ρ′⊗n are unitarily equivalent. But then ρ and
ρ′ are unitarily equivalent, which yields the contradiction.
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Hence H(ρ) < H(ρ′). To conclude rank(ρ) ≤ rank(ρ′),
we use that H0(ρ) := log (rank(ρ)) is sub-additive [18]
and additive over-tensor factors as well as non-decreasing
under majorization. Hence

H0(ρ⊗n) = nH0(ρ) ≤ H0(ρ′n) ≤ nH0(ρ′), (13)

which finishes the proof.
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A The construction of the catalyst and unitary in the CEC
In this section, we use the construction of the catalyst and unitary in Ref. [2] to prove the existence of U and σ in the
CEC using Lemma 1. We assume that ρ, ρ′, n and ρ′n are given as in Lemma 1. Let ρ′ =

∑
j p
′
j |j 〉〈j | be the spectral

decomposition of ρ′ and D′ρ[·] the decoherence-channel in the eigenbasis of ρ′. We can without loss of generality assume
that D⊗nρ′ [ρ′n] = ρ′n, since if ρ⊗n � ρ′n, then D⊗nρ′ [ρ′n] is also majorized by ρ⊗n and locally identical to ρ′. Thus there
exists a unitary V such that

ρ′n = D⊗nρ′ [V ρ⊗nV †]. (14)

For ease of notation, let us write χ = V ρ⊗nV † and χ[1:l] for the reduced state

χ[1:l] = Trl+1...n[χ]. (15)
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We will also use the convention χ[1:0] := 1 (the trivial state) and write χ{k} for the reduced state on the k-th subsystem.
Note that for any k = 1, . . . , n we have

Dρ′ [χ{k}] = ρ′ (16)

by construction.
Now let A be a n-dimensional system with orthonormal basis |k 〉A and R be a d-dimensional system, where d denotes

the Hilbert-space dimension of ρ′. Then the catalyst C consists of n− 1 systems S2, . . . , Sn (copies of S = S1) together
with the systems A and R and its state σ is constructed as

σ = 1
n

n∑
k=1

ρ⊗k−1 ⊗ χ[1:n−k] ⊗ |k 〉〈k |A ⊗
1R

d
. (17)

Note that the unitary V above may be interpreted as acting on the systems S1 · · ·Sn. The unitary U that implements the
catalytic transition is now a product of three unitaries: U = W3W2W1. In the following we define and discuss the action
of each of the unitaries. The first unitary is defined as

W1 = V ⊗ |n 〉〈n |A ⊗ 1R +
n−1∑
k=1

1S1···Sn ⊗ |k 〉〈k |A ⊗ 1R. (18)

It has the effect of applying V to S1 · · ·Sn if system A is in state |n 〉 and doing nothing otherwise. Thus

W1ρ⊗ σW †1 = 1
n

[
χ⊗ |n 〉〈n |A +

n−1∑
k=1

ρ⊗k ⊗ χ[1:n−k] ⊗ |k 〉〈k |A

]
⊗ 1R

d
. (19)

The unitary W2 first cyclically permutes Si with Si+1 (i.e., Sn+1 = S1) and then cyclically maps |k 〉A to |k + 1 〉A with
|0 〉A = |n 〉A. If τ denotes the operators cyclically shfting the subsystems Si, we thus get

W2W1ρ⊗ σW †1W
†
2 = 1

n

[
τ [χ]⊗ |1 〉〈1 |A +

n−1∑
k=1

τ
[
ρ⊗k ⊗ χ[1:n−k]

]
⊗ |k + 1 〉〈k + 1 |A

]
⊗ 1R

d
. (20)

Finally, W3 = 1
d

∑d
i=1 Ui ⊗ 1S2···Sn ⊗ 1A ⊗ |i 〉〈i |R, where |i 〉R is an orthonormal basis on R and the Ui are chosen

such that Dρ′ [X] = 1
d

∑
i UiXU

†
i . It is always possible to find such unitaries. Note that this last unitary only involves

systems S1 and R. Its effect is to apply the decoherence channel Dρ′ to S. Importantly, it was shown in Ref. [2] that it
leaves the catalyst completely unchanged, since no correlations are build up between S2 · · ·SnA and R and the state on
R remains maximally mixed. This is easy to see by direct computation, which we omit here. We thus find that the final
state on S is given by:

TrC [Uρ⊗ σU†] = TrC [W3W2W1ρ⊗ σW †1W
†
2W

†
3 ] = Dρ′ [TrC [W2W1ρ⊗ σW †1W

†
2 ]] (21)

and the final state on C is given by

TrS [Uρ⊗ σU†] = TrS [W3W2W1ρ⊗ σW †1W
†
2W

†
3 ] = TrS [W2W1ρ⊗ σW †1W

†
2 ]. (22)

To compute the final states, we make use of the identities TrS2···Sn [τ [ρ⊗k ⊗ χ[1:n−k]]] = χ{n−k} and TrS [τ [ρ⊗k ⊗
χ[1:n−k]]] = ρk ⊗ χ[1:n−k−1]. Then

TrC [Uρ⊗ σU†] = 1
n
Dρ′

[
χ{n} +

n−1∑
k=1

χ{n−k}

]
= 1
n

n∑
k=1
Dρ′ [χ{k}] = ρ′, (23)

where we used that Dρ′ [χ{k}] = ρ′. For the final state on C we obtain

TrS [Uρ⊗ σU†] = 1
n

[
χ[1:n−1] ⊗ |1 〉〈1 |A +

n−1∑
k=1

ρ⊗k ⊗ χ[1:n−(k+1)] |k + 1 〉〈k + 1 |A

]
⊗ 1R

d
(24)

= 1
n

n∑
k=1

ρ⊗k−1 ⊗ χ[1:n−k] ⊗ |k 〉〈k |A ⊗
1R

d
= σ. (25)

An analogous construction and calculation can be done in the classical case, see the Supplemental Material of Ref. [2].
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