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#### Abstract

Arriaza et al (Metrika 82:99-124, 2019) introduced the right and left shape functions, which enjoy interesting properties in terms of describing the global form of a distribution. This paper proposes and studies nonparametric estimators of those functions. The estimators involve nonparametric estimation of the quantile and density functions. Pointwise and uniform consistency are proved under general regularity assumptions, as well as the limit in law. Simulations are included to study the practical performance of the proposed estimators. The analysis of a real data set illustrates the methodology.
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## 1 Introduction

Arriaza et al. (2019) have introduced two functions, the left shape function and the right shape function, which, in some stochastic sense, synthesize the form of the distribution and can be employed to study the behavior of the tails and the symmetry of a random variable. Specifically, let $X$ be an absolutely continuous random variable with probability density function $f$ and distribution function $F$. For each $u \in(0,1)$, let

$$
x_{u}=F^{-1}(u)=\inf \{x: F(x) \geqslant u\} .
$$

[^0]The left shape function and the right shape function of $X$ are defined as

$$
L_{X}(u)=\mathbb{E}\left\{\left(X-x_{u}\right)^{-} f(X)\right\}, \quad u \in(0,1),
$$

and

$$
R_{X}(u)=\mathbb{E}\left\{\left(X-x_{u}\right)^{+} f(X)\right\}, \quad u \in(0,1)
$$

respectively, provided that the expectations exist, where $x^{-}=\max \{0,-x\}$ and $x^{+}=$ $\max \{0, x\}, \forall x \in \mathbb{R}$. Since $L_{X}(u)=R_{-X}(1-u), \forall u \in(0,1)$ (see Lemma 2.2 in Arriaza et al. 2019), from now on we will restrict our attention to the right shape function, $R_{X}$. In order to simplify notation, the subindex $X$ will be suppressed from the right shape function, so, from now on, we write $R(u)$ instead of $R_{X}(u)$ when there is no possibility of confusion.

Notice that if $\mathbb{E}|X|<\infty$ and $f$ is bounded, then $R(u)$ is a well-defined quantity for each $u \in(0,1)$ since

$$
R(u)=\mathbb{E}\left[\left\{X-F^{-1}(u)\right\}^{+} f(X)\right] \leqslant M\left\{\mathbb{E}|X|+\left|F^{-1}(u)\right|\right\}<\infty, \quad \forall u \in(0,1)
$$

where $M$ is a positive constant. Moreover, $R$ is a positive and strictly decreasing function with $\lim _{u \rightarrow 1^{-}} R(u)=0$ (see Remark 2.4 in Arriaza et al. 2019). So we define $R(1)=0$ and, if the limit exists, $R(0)=\lim _{u \rightarrow 0^{+}} R(u)$.

The right shape function has several remarkable properties. For example, the limit when $u$ approaches 1 of the quotient of the right shape functions of two random variables provides useful information on the relative behavior of their residual Rényi entropies of order 2 , a measure of interest in reliability and other fields; if $\mathcal{F}$ is a location-scale family of distribution functions, that is,

$$
\begin{equation*}
\mathcal{F}=\left\{F: F(x)=F_{0}((x-\mu) / \varsigma), \forall x \in \mathbb{R}, \mu \in \mathbb{R}, \varsigma>0\right\} \tag{1}
\end{equation*}
$$

for some fixed distribution function $F_{0}$, then for any random variables $X$ and $Y$ with distribution function in $\mathcal{F}$, we have that $R_{X}(u)=R_{Y}(u), \forall u \in(0,1)$, in other words, the right shape function characterizes location-scale families; among many others (see Arriaza et al. 2019). Moreover, if

$$
S_{X}(u)=R_{X}(u)-R_{-X}(u), \quad u \in(0,1),
$$

then $S_{X}(u)=S_{Y}(u), \forall u \in(0,1)$, for all $X$ and $Y$ with distribution function in $\mathcal{F}$, and $S_{X}(u)=0, \forall u \in(0,1)$, if and only if the distribution of $X$ is symmetric. These properties can be used to make inferences. For example, since $R$ characterizes location-scale families, it may be used to build goodness-of-fit tests of these families. A key step towards the development of statistical procedures based on the right shape function is the study of an estimator of such function. This is just the objective of this paper.

Remark 1 The definition of the function $S$ (as before, the subindex $X$ will be skipped when there is no possibility of confusion) is a bit different from that given in Arriaza et al. (2019), which is $S^{\operatorname{Arr}}(u)=R_{-X}(1-u)-R_{X}(1-u)$. Both definitions are closely related: $S(u)=0, \forall u \in(0,1)$, if and only if $S^{\operatorname{Arr}}(u)=0, \forall u \in(0,1)$, and $S(u) \geqslant 0, \forall u \in(0,1)$, if and only if $S^{\operatorname{Arr}}(u) \leqslant 0, \forall u \in(0,1)$.

Let $X_{1}, \ldots, X_{n}$ be a random sample from $X$, that is, $X_{1}, \ldots, X_{n}$ are independent with the same distribution as $X$. Since

$$
R(u)=\mathbb{E}\left\{\left(X-x_{u}\right)^{+} f(X)\right\}=\int\left\{x-F^{-1}(u)\right\}^{+} f(x) d F(x),
$$

where $\int$ stands for the integral on the whole real line, to estimate $R(u)$ we propose to replace $F$ with the empirical distribution function,

$$
F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leqslant x\right\}
$$

where $\mathbf{1}\{\cdot\}$ denotes the indicator function (that is, $\mathbf{1}\left\{X_{i} \leqslant x\right\}=1$ if $X_{i} \leqslant x$ and $\mathbf{1}\left\{X_{i} \leqslant x\right\}=0$ if $X_{i}>x$ ), and $f$ with a kernel estimator

$$
\hat{f}_{n}(x)=\frac{1}{n \hat{h}} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{\hat{h}}\right)
$$

where $\hat{h}$ is the bandwidth and $K$ is a kernel. We take $\hat{h}=\hat{\sigma} \times g(n)$, where $\hat{\sigma}=$ $\hat{\sigma}\left(X_{1}, \ldots, X_{n}\right)$ is an estimator of $\sigma=\sigma(X)$, a spread measure of $X$, both of them satisfying $\sigma(a X+b)=|a| \sigma(X)$ and $\hat{\sigma}\left(a X_{1}+b, \ldots, a X_{n}+b\right)=|a| \hat{\sigma}\left(X_{1}, \ldots, X_{n}\right)$, $\forall a, b \in \mathbb{R}$, and $g$ is a decreasing function. Further assumptions on $\hat{h}$ and $K$ will be specified later. For $u \in(0,1)$, the empirical quantile function, $F_{n}^{-1}(u)$, is defined as follows

$$
F_{n}^{-1}(u)=\inf \left\{x: F_{n}(x) \geqslant u\right\}=\left\{\begin{array}{l}
X_{1: n} \text { if } u \in I_{1}=[0,1 / n], \\
X_{k: n} \text { if } u \in I_{k}=((k-1) / n, k / n], \quad 2 \leqslant k \leqslant n,
\end{array}\right.
$$

where $X_{1: n} \leqslant \cdots \leqslant X_{n: n}$ denote the order statistics.
Therefore, we consider the following plug-in estimator of $R(u)$,

$$
R_{n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F_{n}^{-1}(u)\right\}^{+} \hat{f}_{n}\left(X_{i}\right) .
$$

Notice that

$$
R_{n}(u)= \begin{cases}\frac{1}{n} \sum_{i=k+1}^{n}\left(X_{i: n}-X_{k: n}\right) \hat{f}_{n}\left(X_{i: n}\right), & u \in I_{k}, \\ 0 & 1 \leqslant k \leqslant n-1, \\ & u \in I_{n},\end{cases}
$$

and thus, $R_{n}$ is a piece-wise constant function. Observe that $R_{n}(1)=0, \forall n$. The behavior of $R_{n}$ at $u=1$ is consistent since, as seen before, $\lim _{u \rightarrow 1^{-}} R(u)=0$. Observe also that, by construction, $R_{n}(u)=R_{n}\left(u ; X_{1}, \ldots, X_{n}\right)=R_{n}\left(u ; a X_{1}+b, \ldots, a X_{n}+\right.$ $b), \forall a, b \in \mathbb{R}$, thus $R_{n}(u)$ is location-scale invariant, the same as $R(u)$.

Analogously, we consider the following plug-in estimator of $S(u)$,

$$
S_{n}(u)=R_{X, n}(u)-R_{-X, n}(u),
$$

where $R_{X, n}(u)$ stands for $R_{n}(u)$, the estimator of $R_{X}(u)$ calculated from the sample $X_{1}, \ldots, X_{n}$, and $R_{-X, n}(u)$ stands for the estimator of $R_{-X}(u)$ calculated from the sample $-X_{1}, \ldots,-X_{n}$.

Section 5 of Arriaza et al. (2019) proposes another estimator of $R(u)$ that consists of replacing both $f(x)$ and $F(x)$ with kernel estimators $f_{n}(x)$ and $\hat{F}_{n}(x)=$ $\int_{-\infty}^{x} f_{n}(y) d y$, respectively. No properties of the resulting estimators of $R$ and $S$ were studied there. A main drawback of such estimators is that they do not have an easily computable expression, which must be approximated numerically.

The paper unfolds as follows. Section 2 derives asymptotic properties related to the pointwise and uniform consistency of the proposed estimator of the right shape function. Several results are given under different regularity assumptions. In Sect. 3 results related to the pointwise asymptotic normality and global weak convergence are detailed. In Sect.4, a simulation study and an application to a real data set illustrate the practical performance of the estimator. This section also contains an application to a goodness-of-fit testing problem for a location-scale family that can be solved by employing the proposed estimator. All computations have been programmed and run in $R$ ( $R$ Core Team 2020). Some conclusions and further research possibilities are discussed in Sect. 5. Finally, all proofs are deferred to Sect. 6.

Throughout the paper it will be tacitly assumed that $X$ is an absolutely continuous random variable with cumulative distribution function $F$ and bounded probability density function $f$; all limits are taken when $n \rightarrow \infty$, where $n$ denotes the sample size; $\xrightarrow{\mathcal{L}}$ stands for the convergence in law; $\xrightarrow{P}$ stands for the convergence in probability; $\xrightarrow{\text { a.s }}$ stands for the almost sure convergence; for a function $w:(a, b) \subseteq \mathbb{R} \mapsto \mathbb{R}$ and $x \in(a, b], w(x-)$ denotes the one-sided limit $\lim _{y \rightarrow x-} w(y) ; O_{P}(1)$ refers to a stochastic sequence bounded in probability and $o_{P}(1)$ refers to a stochastic sequence that converges to zero in probability; the kernel function $K: \mathbb{R} \mapsto \mathbb{R}$ is a probability density function satisfying some of the following assumptions:

## Assumption 1

(i) $K$ has compact support and is Lipschitz continuous.
(ii) $K$ has bounded variation.
(iii) $K$ is symmetric, $K(x)=K(-x), \forall x \in \mathbb{R}$.
(iv) The support of $K$ is [ $c, d$ ], for some $\infty<c<d<\infty, K(c)=K(d)=0, K$ is twice differentiable on $(c, d)$, with bounded derivatives $K^{\prime}$ and $K^{\prime \prime}$.

The bandwidth $h=\sigma \times g(n)$ will be assumed to satisfy some of the following assumptions:

## Assumption 2

(i) $h \rightarrow 0$ and $\sum_{n \geqslant 1} \exp \left\{-\varepsilon n h^{2}\right\}<\infty, \forall \varepsilon>0$.
(ii) $h \rightarrow 0, n h \rightarrow \infty, n h^{4} \rightarrow 0$.
(iii) $h \rightarrow 0, n h^{2} \rightarrow \infty, n h^{4} \rightarrow 0$.

In Assumption 2, notice that (iii) is stronger than (ii). On the other hand, the condition $\sum_{n \geqslant 1} \exp \left\{-\varepsilon n h^{2}\right\}<\infty$ in (i) implies $n h^{2} \rightarrow \infty$ in (iii), but does not entail $n h^{4} \rightarrow 0$.

## 2 Almost sure limit

The next theorem gives the almost sure limit of $R_{n}(u)$, for each $u \in(0,1)$.
Theorem 1 Suppose that $\mathbb{E}|X|<\infty$, that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, that $f$ is uniformly continuous, that $K$ satisfies Assumption 1 (i) and that h satisfies Assumption 2 (i). Let $u \in(0,1)$. Suppose that there is a unique solution in $x$ of $F(x-) \leqslant u \leqslant F(x)$. Then, $R_{n}(u) \xrightarrow{\text { a.s. }} R(u)$.

Let $(a, b)$ denote the support of $F$, that is, $a=\sup \{x: F(x)=0\}$ and $b=\inf \{x$ : $F(x)=1\}$. A key assumption in Theorem 1 to get the a.s. convergence is the uniform continuity of $f$, necessary to get the uniform convergence of $\hat{f}_{n}$ to $f$. This assumption may not hold, specially if either $a>-\infty$ or $b<\infty$. Nevertheless, if such assumption fails, we still can get the a.s. convergence by using other assumptions, as stated in the next theorem.

Theorem 2 Suppose that $f$ is twice continuously differentiable on $(a, b)$, that $\mathbb{E}\left(X^{2}\right)<$ $\infty, \mathbb{E}\left\{f^{\prime}(X)^{2}\right\}<\infty, \mathbb{E}\left\{f^{\prime \prime}(X)^{2}\right\}<\infty$ and $\mathbb{E}\left\{X^{2} f^{\prime \prime}(X)^{2}\right\}<\infty$, that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, that $K$ satisfies Assumption 1 (i) and (iii) and that h satisfies Assumption 2 (i) and (ii). Let $u \in(0,1)$. Suppose that there is a unique solution in $x$ of $F(x-) \leqslant u \leqslant F(x)$. Then, $R_{n}(u) \xrightarrow{\text { a.s. }} R(u)$.

In general, it is not possible to get the uniform a.s. convergence of $R_{n}$ to $R$ because the convergence of the empirical quantile function to the population quantile function is not uniform, unless $F$ has finite support. In such a case, the next theorem shows that we also have the uniform convergence of $R_{n}$ to $R$.

Theorem 3 Suppose that $-\infty<a<b<\infty, f$ is continuous in $(a, b)$ and $\inf _{0 \leqslant u \leqslant 1} f\left(F^{-1}(u)\right)>0$. Suppose also that $K$ satisfies Assumption $1(i)$, that $h$ satisfies Assumption $2(i)$, and that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$. Then,

$$
\sup _{0 \leqslant u \leqslant 1}\left|R_{n}(u)-R(u)\right| \xrightarrow{\text { a.s. }} 0 .
$$

Let $w:[0,1] \mapsto \mathbb{R}$ a measurable positive function and let $L^{2}(w)$ denote the separable Hilbert space of (equivalence classes of) measurable functions $f:[0,1] \mapsto$
$\mathbb{R}$ satisfying $\int_{0}^{1} f(u)^{2} w(u) d u<\infty$, the scalar product and the resulting norm in $L^{2}(w)$ will be denoted by $\langle f, g\rangle_{w}=\int_{0}^{1} f(u) g(u) w(u) d u$ and $\|f\|_{w}=\sqrt{\langle f, f\rangle_{w}}$, respectively. If $w(u)=1,0 \leqslant u \leqslant 1$, then we simply denote $L^{2}(w),\langle\cdot, \cdot\rangle_{w}$ and $\|\cdot\|_{w}$ by $L^{2},\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively.

As said before, in general, it is not possible to obtain the uniform convergence of $R_{n}$ to $R$. However, under quite general assumptions, it can be shown that $R_{n}$ converges to $R$ in $L^{2}(w)$. A first result in this sense is given in the following theorem.

Theorem 4 Suppose that $\mathbb{E}\left(X^{2}\right)<\infty$, that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, that $f$ is uniformly continuous, that $K$ satisfies Assumption 1 (i) and that h satisfies Assumption 2 (i). Then $R \in L^{2}$ and $\left\|R_{n}-R\right\| \xrightarrow{\text { a.s. }} 0$.

It readily follows that if $w:[0,1] \mapsto \mathbb{R}$ is a measurable bounded positive function, then the statement in the previous theorem also holds in $L^{2}(w)$.

Corollary 1 Let $w:[0,1] \mapsto \mathbb{R}$ be a measurable bounded positive function. Suppose that assumptions in Theorem 4 hold. Then $R \in L^{2}(w)$ and $\left\|R_{n}-R\right\|_{w} \xrightarrow{\text { a.s. }} 0$.

The uniform continuity of $f$ can be replaced with other assumptions.
Theorem 5 Let $w:[0,1] \mapsto \mathbb{R}$ be a measurable bounded positive function. Suppose that $f$ is twice continuously differentiable on $(a, b)$, that $\mathbb{E}\left(X^{2}\right)<\infty, \mathbb{E}\left\{f^{\prime}(X)^{2}\right\}<$ $\infty, \mathbb{E}\left\{f^{\prime \prime}(X)^{2}\right\}<\infty$ and $\mathbb{E}\left\{X^{2} f^{\prime \prime}(X)^{2}\right\}<\infty$, that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, that $K$ satisfies Assumption 1 (i) and (iii) and that h satisfies Assumption $2(i)$ and (ii). Then $R \in L^{2}(w)$ and $\left\|R_{n}-R\right\|_{w} \xrightarrow{\text { a.s. }} 0$.

Remark 2 The assumptions in the statements of the previous asymptotic results exclude the optimal rate of the bandwidth for density estimation, to wit, $n^{-1 / 5}$. Notice, however, that the objective here differs from the mere estimation of the density. This situation is not uncommon in nonparametric literature. For instance, when the target is to estimate a distribution function using the kernel method, Azzalini (1981) showed that the optimal bandwidth is of order $n^{-1 / 3}$. Other examples can be found in Pardo-Fernández et al. (2015) and Pardo-Fernández and Jiménez-Gamero (2019).

Remark 3 All properties studied so far were stated for $R_{n}$ as an estimator of $R$. Clearly, these properties carry over $S_{n}$ as an estimator of $S$, which are not given to save space. The finite sample performance $R_{n}(u)$ and $S_{n}(u)$ as estimators of $R(u)$ and $S(u)$, respectively, will be numerically studied in Sect. 4 for data coming from a uniform distribution.

## 3 Weak limit

We first study the weak limit of $\sqrt{n}\left\{R_{n}(u)-R(u)\right\}$ at each $u \in(0,1)$.
Theorem 6 Suppose that $f$ is twice continuously differentiable on $(a, b)$, that $\mathbb{E}\left(X^{2}\right)<$ $\infty, \mathbb{E}\left\{f^{\prime}(X)^{2}\right\}<\infty, \mathbb{E}\left\{f^{\prime \prime}(X)^{2}\right\}<\infty$ and $\mathbb{E}\left\{X^{2} f^{\prime \prime}(X)^{2}\right\}<\infty$, that $\sqrt{n}(\hat{\sigma}-\sigma)=$
$O_{P}(1)$, that $K$ satisfies Assumption 1 (i), (iii) and (iv), and that h satisfies Assumption 2 (i) and (iii). Let $u \in(0,1)$ be such that $f\left(F^{-1}(u)\right)>0$, then

$$
\sqrt{n}\left\{R_{n}(u)-R(u)\right\}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Y_{i}(u)+o_{P}(1)
$$

where

$$
Y_{i}(u)=2\left[\left\{X_{i}-F^{-1}(u)\right\}^{+} f\left(X_{i}\right)-R(u)\right]+\frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)} \mu(u),
$$

$1 \leqslant i \leqslant n$, with

$$
\mu(u)=\mathbb{E}\left[f(X) \mathbf{1}\left\{F^{-1}(u)<X\right\}\right],
$$

and therefore

$$
\sqrt{n}\left\{R_{n}(u)-R(u)\right\} \xrightarrow{\mathcal{L}} Z \sim N\left(0, \varrho^{2}(u)\right),
$$

where $\varrho^{2}(u)=\mathbb{E}\left\{Y_{1}(u)^{2}\right\}$.
Recall that to estimate $R(u)$ we replaced the population quantile function $F^{-1}$ with the empirical quantile function $F_{n}^{-1}$ and the population density function $f$ with the kernel estimator $\hat{f}_{n}$. Each of these two replacements have an effect on the asymptotic behavior of $\sqrt{n}\left\{R_{n}(u)-R(u)\right\}$ : (a) the first replacement is the responsible for the term $\frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)} \mu(u)$ in the expression of $Y_{i}(u)$; and (b) the second replacement is the responsible for the coefficient 2 in the first part of $Y_{i}(u)$. Notice that, under the assumptions made, taking the bandwidth data dependent, $\hat{h}=\hat{\sigma} g(n)$, has no effect on the asymptotic distribution of $\sqrt{n}\left\{R_{n}(u)-R(u)\right\}$.

The result in Theorem 6 can be used to give approximate (in the sense of asymptotic) confidence intervals for $R(u)$. Let $\hat{\varrho}(u)$ denote any consistent estimator of $\varrho(u)$ (see the explanation below for a candidate). If $z_{v}$ is such that $\Phi\left(z_{v}\right)=v$, where $\Phi$ stands for the cumulative distribution function of the standard normal distribution, for a given $\alpha \in(0,1)$, then

$$
\begin{equation*}
\left(R_{n}(u)-z_{1-\alpha / 2} \hat{\varrho}(u) / \sqrt{n}, R_{n}(u)+z_{1-\alpha / 2} \hat{\varrho}(u) / \sqrt{n}\right) \tag{2}
\end{equation*}
$$

is a random confidence interval for $R(u)$ with asymptotic confidence level $1-\alpha$. If $Y_{1}(u), \ldots, Y_{n}(u)$ were observed, since $\varrho^{2}(u)=\mathbb{E}\left\{Y_{1}(u)^{2}\right\}$, which also coincides with the variance of $Y_{1}(u), \mathbb{V}\left\{Y_{1}(u)\right\}$, one could consistently estimate $\varrho^{2}(u)$ by means of the sample variance of $Y_{1}(u), \ldots, Y_{n}(u)$. The point is that $Y_{1}(u), \ldots, Y_{n}(u)$ depend on unknown quantities. Taking into account that $\mathbb{V}\left\{Y_{1}(u)\right\}=\mathbb{V}\left\{W_{1}(u)\right\}$, where $W_{i}(u)=$ $2\left\{X_{i}-F^{-1}(u)\right\}^{+} f\left(X_{i}\right)+\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\} \mu(u) / f\left(F^{-1}(u)\right), 1 \leqslant i \leqslant n$, we propose to replace $f$ by $\hat{f}_{n}$ and $F$ by $F_{n}$ in the expression of $W_{1}(u), \ldots, W_{n}(u)$, giving rise to

$$
\begin{equation*}
\hat{W}_{i}(u)=2\left\{X_{i}-F_{n}^{-1}(u)\right\}^{+} \hat{f}_{n}\left(X_{i}\right)+\mathbf{1}\left\{X_{i} \leqslant F_{n}^{-1}(u)\right\} \hat{\mu}(u) / \hat{f}_{n}\left(F_{n}^{-1}(u)\right), \quad 1 \leqslant i \leqslant n, \tag{3}
\end{equation*}
$$

where

$$
\hat{\mu}(u)=\int \hat{f}_{n}(x) \mathbf{1}\left\{F_{n}^{-1}(u)<x\right\} d F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) \mathbf{1}\left\{F_{n}^{-1}(u)<X_{i}\right\},
$$

and then estimate $\varrho^{2}(u)$ by means of the sample variance of $\hat{W}_{1}(u), \ldots, \hat{W}_{n}(u)$, that we denote by $\hat{\varrho}^{2}(u)$. The finite sample performance of the confidence interval in (2) as well as the the goodness of $\hat{\varrho}^{2}(u) / n$ as an approximation to the variance of $R_{n}(u)$ will be examined in Sect. 4 for data coming from a uniform distribution.

Finally, we study the convergence in law of $n\left\|R_{n}-R\right\|_{w}^{2}$, for some adequate $w$. In general, $n\left\|R_{n}-R\right\|^{2}$ does not possess a weak limit unless we assume rather strong assumptions on $F$. This is because the derivations to study such a limit involve those of $\sqrt{n}\left\{F_{n}^{-1}-F^{-1}\right\}$ in $L^{2}$, and therefore, it inherits the same limitations (see, for example, del Barrio et al. 2000, 2005). A convenient way to overcome these difficulties is to consider, instead of $\|\cdot\|^{2}$, the norm in $L^{2}(w)$, with $w(u)=f^{2}\left(F^{-1}(u)\right)$. This weight function is taken for analytical convenience. It may seem a bit odd, because $f$ (and hence $F$ ) is unknown in practical applications. Nevertheless, as stated in the Introduction, $n\left\|R_{n}-R\right\|_{w}^{2}$ could be used as a test statistic for testing goodness-of-fit to a location-scale family (1), and in such a case under the null hypothesis $f\left(F^{-1}(u)\right)=$ $\frac{1}{\varsigma} f_{0}\left(F_{0}^{-1}(u)\right)$, so we can take $w(u)=f_{0}\left(F_{0}^{-1}(u)\right)$ which is known in that testing framework. Later on, we will discuss other weight functions

We first show that, under some conditions, the linear approximation for $\sqrt{n}\left\{R_{n}(u)-\right.$ $R(u)\}$ given in Theorem 6 for a fixed $u \in(0,1)$, is valid for all $u$ in certain intervals, in the $L^{2}(w)$ sense.
Theorem 7 Suppose that $f$ is twice continuously differentiable on $(a, b)$, that $\mathbb{E}\left(X^{2}\right)<$ $\infty, \mathbb{E}\left\{f^{\prime}(X)^{2}\right\}<\infty, \mathbb{E}\left\{f^{\prime \prime}(X)^{2}\right\}<\infty$ and $\mathbb{E}\left\{X^{2} f^{\prime \prime}(X)^{2}\right\}<\infty$, that $\sqrt{n}(\hat{\sigma}-\sigma)=$ $O_{P}(1)$, that $K$ satisfies Assumption 1 (i), (iii) and (iv), and that h satisfies Assumption 2 (i) and (iii). Suppose also that $f\left(F^{-1}(u)\right)>0, u \in(0,1)$ and

$$
\sup _{0<u<1} u(1-u) \frac{\left|f^{\prime}\left(F^{-1}(u)\right)\right|}{f^{2}\left(F^{-1}(u)\right)} \leqslant \gamma,
$$

for some finite $\gamma>0$. Let

$$
A=\lim _{x \downarrow a} f(x)<\infty
$$

Suppose also that if $A=0$ then $f$ is nondecreasing on an interval to the right of $a$. Let $w(u)=f^{2}\left(F^{-1}(u)\right)$, then

$$
\sqrt{n}\left\{R_{n}(u)-R(u)\right\}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Y_{i}(u)+r_{n}(u), \quad u \in \mathbb{I}_{n}=\left(0, \frac{n-1}{n}\right]
$$

$$
\int_{\mathbb{I}_{n}} r_{n}(u)^{2} w(u) d u=o_{P}(1)
$$

Corollary 2 Under assumptions in Theorem 7, $n\left\|R_{n}-R\right\|_{w}^{2} \xrightarrow{\mathcal{L}}\|Z\|_{w}^{2}$, where $\{Z(u), 0 \leqslant u \leqslant 1\}$ is a zero-mean Gaussian process on $L^{2}(w)$ with $Z(1)=0$ and covariance function $\operatorname{cov}\{Z(u), Z(s)\}=\mathbb{E}\left\{Y_{1}(u) Y_{1}(s)\right\}, u, s \in(0,1)$.

From the proof of Theorem 7 and Theorem 4.6 (i) of del Barrio et al. (2005), the results in Theorem 7 and Corollary 2 keep on being true for any bounded weight function $w$ satisfying

$$
\int_{0}^{1} \frac{u(1-u)}{f^{2}\left(F^{-1}(u)\right)} w(u) d u<\infty, \quad \lim _{u \uparrow 1} \frac{(1-u) \int_{u}^{1} w(u) d u}{f^{2}\left(F^{-1}(u)\right)}=0 .
$$

Although this result may seem more general than those stated in Theorem 7 and Corollary 2, notice that the choice of an adequate weight function requires a strong knowledge of $f$.

As observed after Theorem 6, the replacement of the population quantile function $F^{-1}$ with the empirical quantile function $F_{n}^{-1}$ in the expression of $R$ to build the estimator $R_{n}$ is the responsible for the term $\frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)} \mu(u)$ in the expression of $Y_{i}(u)$, which makes $Y_{i}(u)$ to inherit the properties and difficulties of estimating the quantile function. So, one may wonder if there is any advantage in using the right (left) shape function instead of the quantile function. From a theoretical point of view the answer is yes: in order to use the quantile function one must assume certain conditions on the right tail and on the left tail of the distribution, while if one uses right (left) shape function then only assumptions on the left (right) tail are necessary. This is because both $R_{n}(u)$ and $R(u)$ (respectively, $L_{n}(u)$ and $\left.L(u)\right)$ go to 0 as $u \uparrow 1$ (respectively, $u \downarrow 0$ ).

Remark 4 The properties studied in this section for $R_{n}-R$ are inherited by $S_{n}-S$. Specifically, let $u \in(0,1)$, then

$$
\begin{equation*}
\left(S_{n}(u)-z_{1-\alpha / 2} \hat{\varrho}_{S}(u) / \sqrt{n}, S_{n}(u)+z_{1-\alpha / 2} \hat{\varrho}_{S}(u) / \sqrt{n}\right) \tag{4}
\end{equation*}
$$

is an approximate (in the sense of asymptotic) confidence interval for $S(u)$, where $\hat{\varrho}_{S}^{2}(u)$ is the sample variance of $V_{1}(u), \ldots, V_{n}(u)$, where $V_{i}(u)=\hat{W}_{X, i}(u)-$ $\hat{W}_{-X, i}(u), \hat{W}_{X, i}(u)$ are the quantities defined in (3) calculated on the sample $X_{1}, \ldots, X_{n}$, and $\hat{W}_{-X, i}$ are the quantities defined in (3) calculated on $-X_{1}, \ldots,-X_{n}$, $i=1, \ldots, n$. Notice that if 0 does not belong to the confidence interval (4) one may conclude that the law of $X$ is not symmetric.

## 4 Some numerical illustrations

### 4.1 Estimation of $R$ and $S$

If $X$ has a uniform distribution on the interval $(a, b), X \sim U(a, b)$, then $R(u)=$ $0.5(1-u)^{2}$ (see, Table 1 in Arriaza et al. 2019). For several values of $n$, we have generated 10,000 random samples with size $n$ from a distribution $U(0,1)$. For each sample, we have estimated $R$ using $R_{n}$ taking as $K$ the Epanechnikov kernel (scaled so that it has variance 1) and $h=s d \times n^{-\tau}$, with $\tau=0.35,0.40,0.45,0.49$, and $s d^{2}$ denoting the sample variance. Notice that for these choices of $h$ Assumption 2 (i), (ii) and (iii) are met. Tables 1 and 2 show the value of $R(u)$, the bias and the standard deviation of the values of $R_{n}(u)$, the mean of the standard deviation estimator $\hat{\varrho}(u) / \sqrt{( } n)$ (recall that it is based on asymptotic arguments), and the coverage of the confidence interval (2) calculated at the nominal level $95 \%$, for $u=0.1, \ldots, 0.9$ and $n=100,250,500,1000$. Figure 1 displays the graph of 1000 estimations for $\tau=0.45$ in grey joint with the population shape function in black. Looking at these tables and figure we see that the bias and the variance become smaller as $u$ approaches 1 ; the standard deviation estimator is, on average, a bit larger than the true standard deviation, specially for smaller sample sizes; the bias depends on the values of $\tau$ and $u$, being negative for smaller values of $\tau$ and for larger values of $u$; as for the coverage of the confidence interval, it also depends the values of $\tau$ and $u$ : it is rather poor for smaller values of $\tau$ and larger values of $u$, this is because in such cases the value of the bias in relation to the standard deviation estimator is non-negligible. As expected from Theorem 3, the differences between $R_{n}(u)$ and $R(u)$ become smaller as $n$ increases, uniformly in $u$.

A similar experiment was carried out for the estimation of $S$, whose results are summarized in Tables 3 and 4 and Fig. 2. Looking a these tables and figure we see that the bias is quite small in all cases; that the variance becomes smaller as $u$ approaches 1 and it also decreases with $n$; the standard deviation estimator is, on average, a bit larger than the true standard deviation, the differences become smaller as $n$ increases; this fact provokes that the coverage of the confidence intervals is larger than the nominal value, specially for small sample sizes.

### 4.2 Glass fibre breaking strengths

As an illustration, we will analyse a real data set already considered in Arriaza et al. (2019) and which had been previously introduced by Smith and Naylor (1987). The set consists of 63 observations of the breaking strength of glass fibres of 1.5 cm of length collected by the National Physical Laboratory in England (for more details about the data set, see Smith and Naylor 1987). The left panel of Fig. 3 depicts the histogram and the kernel density estimator obtained from the data. As discussed in Arriaza et al. (2019), this explanatory analysis suggests a certain negative skewness in the distribution. The right panel of Fig. 3 displays the estimator $S_{n}(u), u \in(0,1)$, with $\hat{h}=s d \times n^{-0.45}$ and taking as $K$ the Epanechnikov kernel (scaled so that it has variance 1). Other values for $\hat{h}$ have been investigated and similar results were
Table 1 Values of $R(u)$, bias $\times 10^{3}$ (bi) of $R_{n}(u)$, standard deviation $\times 10^{3}(\mathrm{se})$ of $R_{n}(u)$, the mean of the standard deviation estimator $\left.\hat{\varrho}(u) / \sqrt{( } n\right) \times 10^{3}(\mathrm{~ms})$, and the coverage of the confidence interval (2) calculated at the nominal level $95 \%$ (co), calculated with $h=s d \times n^{-\tau}$, for $u=0.1, \ldots, 0.9$, and sample sizes $n=100,250$

| $n$ | $\tau$ |  | $\begin{aligned} & \mathrm{R}(0.1) \\ & 0.405 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.2) \\ & 0.320 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.3) \\ & 0.245 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.4) \\ & 0.180 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.5) \\ & 0.125 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.6) \\ & 0.080 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.7) \\ & 0.045 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.8) \\ & 0.020 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.9) \\ & 0.005 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0.35 | bi | - 10.797 | - 11.692 | -11.894 | - 11.798 | - 11.023 | -9.405 | -7.547 | - 5.116 | -2.070 |
|  |  | se | 45.235 | 36.861 | 29.196 | 22.188 | 16.145 | 10.938 | 6.182 | 2.718 | 0.727 |
|  |  | ms | 48.443 | 40.106 | 32.244 | 24.966 | 18.312 | 12.403 | 7.382 | 3.509 | 1.158 |
|  |  | co | 93.4 | 92.9 | 91.9 | 90.3 | 87.4 | 84.0 | 78.5 | 66.3 | 60.0 |
|  | 0.40 | bi | 0.268 | -3.179 | - 5.419 | -6.639 | -6.905 | -6.793 | - 5.865 | -4.304 | - 1.915 |
|  |  | se | 47.521 | 38.489 | 30.737 | 23.566 | 17.266 | 11.824 | 6.873 | 3.040 | 0.751 |
|  |  | ms | 51.228 | 42.581 | 34.395 | 26.791 | 19.786 | 13.521 | 8.125 | 3.854 | 1.169 |
|  |  | co | 96.0 | 95.2 | 94.5 | 93.0 | 91.8 | 89.0 | 84.7 | 76.8 | 66.1 |
|  | 0.45 | bi | 9.454 | 4.778 | 1.469 | -1.284 | $-2.955$ | -3.874 | -4.128 | -3.433 | - 1.734 |
|  |  | se | 48.224 | 39.738 | 32.131 | 24.673 | 18.085 | 12.614 | 7.630 | 3.490 | 0.811 |
|  |  | ms | 53.980 | 45.125 | 36.610 | 28.738 | 21.382 | 14.743 | 8.951 | 4.307 | 1.230 |
|  |  | co | 97.0 | 96.9 | 96.6 | 96.3 | 95.2 | 93.1 | 89.0 | 83.2 | 72.3 |
|  | 0.49 | bi | 19.893 | 13.900 | 8.250 | 3.608 | 0.191 | - 1.777 | $-2.742$ | -2.716 | $-1.562$ |
|  |  | se | 50.227 | 41.557 | 33.386 | 25.966 | 19.262 | 13.314 | 8.132 | 3.792 | 0.910 |
|  |  | ms | 56.829 | 47.602 | 38.720 | 30.378 | 22.719 | 15.767 | 9.660 | 4.705 | 1.315 |
|  |  | co | 97.8 | 98.1 | 97.5 | 97.3 | 96.4 | 95.2 | 92.4 | 87.2 | 76.7 |

Table 1 continued

|  |  |  | R(0.1) | R (0.2) | $\mathrm{R}(0.3)$ | $\mathrm{R}(0.4)$ | $\mathrm{R}(0.5)$ | $\mathrm{R}(0.6)$ | $\mathrm{R}(0.7)$ | $\mathrm{R}(0.8)$ | $\mathrm{R}(0.9)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\tau$ |  | 0.405 | 0.320 | 0.245 | 0.180 | 0.125 | 0.080 | 0.045 | 0.020 | 0.005 |
| 250 | 0.35 | bi | -7.600 | -8.009 | -7.890 | -7.637 | -7.049 | $-6.216$ | -4.947 | -3.431 | - 1.541 |
|  |  | se | 29.106 | 24.170 | 19.348 | 14.939 | 11.092 | 7.567 | 4.540 | 2.081 | 0.510 |
|  |  | ms | 30.583 | 25.424 | 20.568 | 16.033 | 11.893 | 8.188 | 4.981 | 2.408 | 0.698 |
|  |  | co | 94.1 | 92.9 | 92.1 | 90.9 | 88.9 | 85.1 | 79.1 | 67.0 | 32.9 |
|  | 0.40 | bi | 0.001 | - 1.561 | -2.919 | -3.572 | -4.096 | -3.997 | -3.549 | -2.635 | - 1.298 |
|  |  | se | 29.866 | 24.899 | 20.231 | 15.817 | 11.724 | 8.105 | 4.898 | 2.351 | 0.581 |
|  |  | ms | 31.905 | 26.597 | 21.588 | 16.919 | 12.619 | 8.759 | 5.401 | 2.656 | 0.755 |
|  |  | co | 95.8 | 95.4 | 94.9 | 94.3 | 92.6 | 90.3 | 87.0 | 79.0 | 56.2 |
|  | 0.45 | bi | 7.922 | 4.943 | 2.487 | 0.424 | -1.022 | - 1.899 | -2.126 | -1.838 | - 1.080 |
|  |  | se | 31.070 | 25.586 | 20.971 | 16.319 | 12.219 | 8.494 | 5.299 | 2.617 | 0.663 |
|  |  | ms | 33.351 | 27.877 | 22.714 | 17.873 | 13.409 | 9.383 | 5.850 | 2.936 | 0.834 |
|  |  | co | 96.6 | 96.9 | 96.5 | 96.5 | 95.4 | 94.4 | 91.8 | 86.7 | 71.8 |
|  | 0.49 | bi | 15.937 | 11.341 | 7.351 | 4.072 | 1.697 | 0.109 | - 0.900 | -1.198 | -0.877 |
|  |  | se | 32.235 | 26.665 | 21.552 | 16.901 | 12.700 | 8.832 | 5.563 | 2.805 | 0.774 |
|  |  | ms | 34.735 | 29.123 | 23.769 | 18.774 | 14.131 | 9.952 | 6.258 | 3.175 | 0.922 |
|  |  | co | 96.3 | 96.9 | 97.1 | 97.2 | 97.0 | 96.4 | 94.5 | 91.0 | 79.2 |

Table 2 Values of $R(u)$, bias $\times 10^{3}$ (bi) of $R_{n}(u)$, standard deviation $\times 10^{3}$ (se) of $R_{n}(u)$, the mean of the standard deviation estimator $\left.\hat{\varrho}(u) / \sqrt{( } n\right) \times 10^{3}(\mathrm{~ms})$, and the coverage of the confidence interval (2) calculated at the nominal level $95 \%$ (co), calculated with $h=s d \times n^{-\tau}$, for $u=0.1, \ldots, 0.9$, and sample sizes $n=500,1000$

| $n$ | $\tau$ |  | $\begin{aligned} & (0.1) \\ & 0.405 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.2) \\ & 0.320 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.3) \\ & 0.245 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.4) \\ & 0.180 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.5) \\ & 0.125 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.6) \\ & 0.080 \end{aligned}$ | $\begin{aligned} & \mathrm{R}(0.7) \\ & 0.045 \end{aligned}$ | $\begin{gathered} \mathrm{R}(0.8) \\ 0.020 \end{gathered}$ | $\begin{gathered} \mathrm{R}(0.9) \\ 0.005 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 0.35 | bi | -6.737 | -6.725 | -6.416 | -6.103 | - 5.476 | -4.695 | -3.810 | -2.618 | -1.217 |
|  |  | se | 21.238 | 17.547 | 14.201 | 11.009 | 8.149 | 5.618 | 3.424 | 1.666 | 0.408 |
|  |  | ms | 21.580 | 17.968 | 14.573 | 11.410 | 8.515 | 5.909 | 3.650 | 1.808 | 0.518 |
|  |  | co | 93.1 | 92.0 | 91.1 | 89.9 | 87.5 | 84.7 | 78.4 | 65.8 | 29.6 |
|  | 0.40 | bi | $-0.508$ | - 1.388 | -2.105 | -2.587 | $-2.784$ | -2.742 | -2.518 | - 1.855 | -0.954 |
|  |  | se | 21.697 | 17.955 | 14.487 | 11.310 | 8.452 | 5.937 | 3.684 | 1.824 | 0.494 |
|  |  | ms | 22.368 | 18.676 | 15.201 | 11.958 | 8.974 | 6.277 | 3.924 | 1.981 | 0.576 |
|  |  | co | 95.4 | 95.1 | 94.8 | 94.3 | 93.3 | 91.4 | 87.7 | 80.9 | 58.6 |
|  | 0.45 | bi | 5.994 | 4.008 | 2.149 | 0.727 | -0.386 | - 1.116 | -1.343 | - 1.215 | -0.734 |
|  |  | se | 22.152 | 18.296 | 14.768 | 11.679 | 8.808 | 6.186 | 3.904 | 1.962 | 0.568 |
|  |  | ms | 23.186 | 19.407 | 15.836 | 12.495 | 9.409 | 6.629 | 4.186 | 2.153 | 0.644 |
|  |  | co | 96.2 | 96.3 | 96.7 | 96.2 | 95.9 | 94.7 | 93.0 | 88.7 | 74.4 |
|  | 0.49 | bi | 11.973 | 8.573 | 5.886 | 3.566 | 1.771 | 0.419 | -0.446 | -0.709 | -0.547 |
|  |  | se | 22.671 | 18.814 | 15.214 | 11.901 | 9.054 | 6.328 | 4.016 | 2.084 | 0.636 |
|  |  | ms | 23.940 | 20.070 | 16.415 | 12.979 | 9.813 | 6.944 | 4.414 | 2.291 | 0.706 |
|  |  | co | 95.3 | 96.1 | 96.5 | 96.7 | 96.8 | 96.5 | 95.4 | 92.8 | 83.6 |

Table 2 continued



Fig. 1 Graphs of 1000 generated estimations calculated with $h=s d \times n^{-0.45}$ in grey joint with the population shape function $R(u)$ in black
obtained. The graph also displays the confidence intervals in (4) for $S(u)$ calculated at the nominal level $90 \%$ for $u=0.1, \ldots, 0.9$. The confidence intervals are also detailed in Table 5. Notice that the estimator of the function $S$ tends to lie over the horizontal axis, which indicates asymmetry in the distribution. Moreover, the confidence intervals for $S(0.1), S(0.2)$ and $S(0.4)$ do not contain the zero. This conclusion is in agreement with Arriaza et al. (2019).

### 4.3 An application to testing goodness-of-fit

Now we consider the problem of testing goodness-of-fit to a uniform distribution, that is, we want to test

$$
\begin{aligned}
& H_{0}: X \sim U(a, b), \quad \text { for some } a<b, a, b \in \mathbb{R}, \\
& H_{1}: X \nsim U(a, b), \quad \text { for all } a<b, a, b \in \mathbb{R},
\end{aligned}
$$

on the basis of a sample of size $n$ from $X$. Let $f_{0}$ and $F_{0}$ denote the probability density function and the cumulative distribution function of the $U(0,1)$ law, respectively. Then $w(u)=f_{0}\left(F_{0}(u)\right)=\mathbf{1}\{0 \leqslant u \leqslant 1\}$, and thus $\|\cdot\|=\|\cdot\|_{w}$. Let $R$ denote the right shape function of $X$ and let $R_{0}$ denote the right shape function of a uniform distribution, $R_{0}(u)=0.5(1-u)^{2}$. From Theorem 3, it follows that $\left\|R_{n}-R_{0}\right\|$ converges to $\left\|R-R_{0}\right\|$, which is equal to 0 , under the null, and a positive quantity under alternatives. Thus, it seems reasonable to consider the test that rejects $H_{0}$ for large values of $T_{n}=n\left\|R_{n}-R_{0}\right\|^{2}$. The critical region is $T_{n} \geqslant t_{n, \alpha}$, where $t_{n, \alpha}$ is the $\alpha$ upper percentile of the null distribution of $T_{n}$, whose value can be calculated by simulation by generating data from a $U(0,1)$ law, since the null distribution of $T_{n}$ does not depend on the values of $a$ and $b$, but only on $F_{0}$. Notice that $T_{n}$ has the readily computable expression

$$
T_{n}=\sum_{k=1}^{n-1} r_{k}^{2}+\frac{n}{20}-\frac{n}{3} \sum_{k=1}^{n-1} c_{k} r_{k},
$$

where
$r_{k}=\frac{1}{n} \sum_{i=k+1}^{n}\left(X_{i: n}-X_{k: n}\right) \hat{f}_{n}\left(X_{i: n}\right) \quad$ and $\quad c_{k}=(1-(k-1) / n)^{3}-(1-k / n)^{3}$.
There are many tests in the statistical literature for testing $H_{0}$ against $H_{1}$, and the objective of this section is not to provide an exhaustive list of such tests, but only to suggest a possible application of the results stated in the previous sections. In our view, this as well as other possible applications deserve further separate research, out of the scope of this manuscript. Nevertheless, since $T_{n}$ is closely related to the Wasserstein distance between $F_{n}$ and $F_{0}$, which is equal to the squared root of the $L^{2}$ norm of the difference between the empirical quantile function and the quantile function of $F_{0}$, we carried out a small simulation experiment in order to compare the powers of the newly proposed tests and the one based on the Wasserstein distance. To make the Wasserstein distance invariant with respect to location and scale changes, we consider as test statistic $W_{n}=n\left\|F_{n}^{-1}-F_{0}^{-1}\right\|^{2} / \hat{\sigma}^{2}, \hat{\sigma}^{2}$ denoting the sample variance, and reject the null hypothesis for large values of $W_{n}$ (see, del Barrio et al. 2000), The critical region is $W_{n} \geqslant w_{n, \alpha}$, where $w_{n, \alpha}$ is the $\alpha$ upper percentile of the null distribution of $W_{n}$, whose value can be calculated by simulation by generating data from a $U(0,1)$ law, since the null distribution of $W_{n}$ does not depend on the values of $a$ and $b$, but only on $F_{0}$.

Table 6 displays the values $t_{n, \alpha}$ and $w_{n, \alpha}$ for $n=30,50$ and $\alpha=0.05$, calculated by generating 100,000 samples. To calculate $T_{n}$ we used the Epanechnikov kernel (scaled so that it has variance 1 ) and $\hat{h}=s d \times n^{-\tau}, \tau=0.26,0.30,0.35,0.40,0.45,0.49$. As alternatives, we considered several members of the log-Lindley distribution, a family with support on $(0,1)$ with a large variety of shapes (see Gómez-Déniz et al. 2014; Jodrá and Jiménez-Gamero 2016) and probability density function

$$
f(x ; \kappa, \lambda)=\frac{\kappa^{2}}{1+\kappa \lambda}(\lambda-\log (x)) x^{\kappa-1}, \quad x \in(0,1),
$$

for some $\kappa>0$ and $\lambda \geqslant 0$. Figure 4 represents the empirical power of the two tests for $\kappa=1.5,2,2.5$ and $0.6 \leqslant \lambda \leqslant 5$, calculated by generating 10,000 samples for each combination of the parameter values. Looking at Fig. 4 we see that, although according to Corollary 2 the asymptotic null distribution of $T_{n}$ does not depend on the value of $\hat{h}$, for finite sample sizes it has an effect on the power of the test, being higher for larger values of $\hat{h}$. As expected from the results in Janssen (2000), no test has the largest power against all alternatives. The power increases with the sample size.

## 5 Conclusions and further research

As seen in the Introduction, shape functions have shown to have interesting properties. From a practical point of view, estimators of these functions need to be proposed and studied. This paper has focused on nonparametric estimators of the shape functions. The proposed estimators have been studied both theoretically and numerically. They
Table 3 Values of $S(u)$, bias $\times 10^{3}$ (bi) of $S_{n}(u)$, standard deviation $\times 10^{3}(\mathrm{se})$ of $S_{n}(u)$, the mean of the standard deviation estimator $\hat{\varrho}_{S}(u) / \sqrt{ }(n) \times 10^{3}(\mathrm{~ms})$, and the coverage of the confidence interval (4) calculated at the nominal level $95 \%$ (co), calculated with $h=s d \times n^{-\tau}$, for $u=0.1, \ldots, 0.9$, and sample sizes $n=100,250$

| $n$ | $\tau$ |  | (0.1) 0 | $\begin{array}{r} S(0.2) \\ 0 \end{array}$ | $\begin{array}{r} S(0.3) \\ 0 \end{array}$ | $\begin{array}{r} \mathrm{S}(0.4) \\ 0 \end{array}$ | $\begin{array}{r} S(0.5) \\ 0 \end{array}$ | $\begin{array}{r} S(0.6) \\ 0 \end{array}$ | $\begin{array}{r} S(0.7) \\ 0 \end{array}$ | $\begin{array}{r} \mathrm{S}(0.8) \\ 0 \end{array}$ | $\begin{array}{r} S(0.9) \\ 0 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0.35 | bi | 0.088 | -0.056 | $-0.371$ | 0.036 | 0.182 | 0.115 | -0.068 | -0.024 | -0.016 |
|  |  | se | 86.938 | 63.030 | 40.205 | 23.151 | 23.957 | 16.556 | 9.545 | 4.175 | 1.208 |
|  |  | ms | 90.263 | 67.138 | 44.149 | 26.466 | 26.028 | 17.792 | 10.571 | 5.009 | 1.655 |
|  |  | co | 96.2 | 96.2 | 96.2 | 97.4 | 97.2 | 97.3 | 97.7 | 98.5 | 99.9 |
|  | 0.40 | bi | 0.118 | -0.027 | $-0.353$ | 0.059 | 0.204 | 0.133 | -0.061 | -0.019 | -0.013 |
|  |  | se | 89.433 | 64.852 | 41.914 | 25.021 | 25.579 | 17.963 | 10.592 | 4.760 | 1.271 |
|  |  | ms | 94.215 | 70.097 | 46.977 | 29.209 | 28.298 | 19.378 | 11.670 | 5.532 | 1.676 |
|  |  | co | 96.4 | 96.7 | 96.7 | 97.9 | 97.4 | 97.4 | 97.8 | 98.3 | 99.7 |
|  | 0.45 | bi | 0.165 | 0.011 | $-0.325$ | 0.094 | 0.237 | 0.158 | $-0.05$ | -0.013 | -0.010 |
|  |  | se | 91.731 | 66.673 | 43.564 | 26.800 | 27.142 | 19.289 | 11.580 | 5.372 | 1.407 |
|  |  | ms | 98.327 | 73.438 | 50.172 | 32.254 | 30.781 | 21.124 | 12.882 | 6.185 | 1.764 |
|  |  | co | 96.8 | 96.9 | 97.4 | 98.4 | 97.8 | 97.7 | 98.0 | 98.3 | 99.4 |
|  | 0.49 | bi | 0.220 | 0.054 | -0.296 | 0.127 | 0.268 | 0.185 | -0.035 | $-0.003$ | -0.007 |
|  |  | se | 93.567 | 68.184 | 44.900 | 28.186 | 28.387 | 20.318 | 12.339 | 5.853 | 1.564 |
|  |  | ms | 101.821 | 76.480 | 53.057 | 34.968 | 32.937 | 22.649 | 13.941 | 6.790 | 1.891 |
|  |  | co | 97.1 | 97.1 | 97.7 | 98.6 | 98.1 | 97.9 | 98.1 | 98.4 | 99.1 |

Table 3 continued

| $n$ | $\tau$ |  | $\begin{array}{r} S(0.1) \\ 0 \end{array}$ | $\begin{array}{r} S(0.2) \\ 0 \end{array}$ | $\begin{array}{r} S(0.3) \\ 0 \end{array}$ | $\begin{array}{r} S(0.4) \\ 0 \end{array}$ | $\begin{array}{r} S(0.5) \\ 0 \end{array}$ | $\begin{array}{r} S(0.6) \\ 0 \end{array}$ | $\begin{array}{r} S(0.7) \\ 0 \end{array}$ | $\begin{array}{r} S(0.8) \\ 0 \end{array}$ | $\begin{array}{r} S(0.9) \\ 0 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 250 | 0.35 | bi | 0.136 | -0.046 | -0.039 | 0.148 | 0.233 | 0.158 | 0.063 | 0.016 | -0.006 |
|  |  | se | 55.593 | 39.989 | 26.104 | 15.633 | 15.961 | 11.037 | 6.641 | 3.137 | 0.782 |
|  |  | ms | 57.026 | 41.730 | 27.591 | 17.031 | 16.952 | 11.639 | 7.096 | 3.434 | 0.997 |
|  |  | co | 95.8 | 95.8 | 96.0 | 96.7 | 96.6 | 96.3 | 96.8 | 97.3 | 99.1 |
|  | 0.40 | bi | 0.145 | -0.040 | -0.035 | 0.153 | 0.240 | 0.164 | 0.068 | 0.020 | -0.005 |
|  |  | se | 56.646 | 40.925 | 26.987 | 16.598 | 16.788 | 11.761 | 7.208 | 3.537 | 0.897 |
|  |  | ms | 58.661 | 43.167 | 28.987 | 18.448 | 18.129 | 12.497 | 7.720 | 3.801 | 1.076 |
|  |  | co | 96.0 | 96.0 | 96.2 | 97.0 | 96.9 | 96.6 | 96.8 | 97.1 | 98.6 |
|  | 0.45 | bi | 0.186 | -0.008 | -0.009 | 0.177 | 0.262 | 0.183 | 0.084 | 0.029 | -0.002 |
|  |  | se | 57.690 | 41.841 | 27.828 | 17.462 | 17.550 | 12.399 | 7.704 | 3.886 | 1.049 |
|  |  | ms | 60.379 | 44.776 | 30.549 | 19.964 | 19.380 | 13.388 | 8.368 | 4.193 | 1.198 |
|  |  | co | 96.3 | 96.3 | 96.5 | 97.3 | 97.3 | 97.0 | 97.1 | 97.1 | 98.1 |
|  | 0.49 | bi | 0.187 | -0.012 | -0.012 | 0.179 | 0.265 | 0.185 | 0.087 | 0.034 | -0.001 |
|  |  | se | 58.529 | 42.554 | 28.473 | 18.097 | 18.156 | 12.882 | 8.075 | 4.139 | 1.177 |
|  |  | ms | 61.940 | 46.249 | 31.959 | 21.309 | 20.479 | 14.153 | 8.923 | 4.530 | 1.321 |
|  |  | co | 96.5 | 96.6 | 97.0 | 97.8 | 97.6 | 97.2 | 97.5 | 97.4 | 98.0 |

Table 4 Values of $S(u)$, bias $\times 10^{3}\left(\right.$ bi) of $S_{n}(u)$, standard deviation $\times 10^{3}(\mathrm{se})$ of $S_{n}(u)$, the mean of the standard deviation estimator $\hat{\varrho} S(u) / \sqrt{(n)} \times 10^{3}(\mathrm{~ms})$, and the coverage of the confidence interval (4) calculated at the nominal level $95 \%$ (co), calculated with $h=s d \times n^{-\tau}$, for $u=0.1, \ldots, 0.9$, and sample sizes $n=500,1000$

| $n$ | $\tau$ |  | $0.1)$ 0 | $\begin{array}{r} S(0.2) \\ 0 \end{array}$ | $\begin{array}{r} S(0.3) \\ 0 \end{array}$ | $\begin{array}{r} S(0.4) \\ 0 \end{array}$ | $\begin{array}{r} S(0.5) \\ 0 \end{array}$ | $\begin{array}{r} S(0.6) \\ 0 \end{array}$ | $\begin{array}{r} S(0.7) \\ 0 \end{array}$ | $\begin{array}{r} S(0.8) \\ 0 \end{array}$ | $\begin{array}{r} S(0.9) \\ 0 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | 0.35 | bi | 0.379 | 0.330 | 0.105 | 0.094 | 0.043 | 0.025 | -0.027 | -0.008 | -0.004 |
|  |  | se | 39.139 | 28.375 | 18.595 | 11.485 | 11.66 | 8.055 | 4.973 | 2.395 | 0.607 |
|  |  | ms | 40.121 | 29.289 | 19.474 | 12.156 | 12.127 | 8.392 | 5.196 | 2.574 | 0.735 |
|  |  | co | 95.7 | 95.6 | 95.6 | 96.0 | 96.1 | 96.2 | 96.2 | 96.6 | 98.3 |
|  | 0.40 | bi | 0.383 | 0.334 | 0.104 | 0.094 | 0.041 | 0.023 | -0.029 | -0.009 | -0.004 |
|  |  | se | 39.762 | 28.938 | 19.157 | 12.054 | 12.151 | 8.472 | 5.315 | 2.649 | 0.725 |
|  |  | ms | 40.976 | 30.097 | 20.282 | 12.977 | 12.816 | 8.905 | 5.581 | 2.821 | 0.818 |
|  |  | co | 95.8 | 95.8 | 95.9 | 96.5 | 96.5 | 96.4 | 96.4 | 96.5 | 97.6 |
|  | 0.45 | bi | 0.381 | 0.332 | 0.099 | 0.091 | 0.037 | 0.018 | -0.031 | -0.01 | -0.003 |
|  |  | se | 40.365 | 29.454 | 19.655 | 12.557 | 12.598 | 8.840 | 5.605 | 2.855 | 0.841 |
|  |  | ms | 41.918 | 31.001 | 21.169 | 13.842 | 13.541 | 9.424 | 5.963 | 3.068 | 0.919 |
|  |  | co | 96.0 | 96.0 | 96.1 | 96.8 | 96.8 | 96.5 | 96.5 | 96.7 | 97.2 |
|  | 0.49 | bi | 0.385 | 0.336 | 0.099 | 0.092 | 0.037 | 0.015 | -0.033 | -0.011 | -0.004 |
|  |  | se | 40.878 | 29.873 | 20.048 | 12.963 | 12.951 | 9.130 | 5.820 | 3.000 | 0.923 |
|  |  | ms | 42.799 | 31.838 | 21.986 | 14.619 | 14.183 | 9.875 | 6.286 | 3.274 | 1.007 |
|  |  | co | 96.0 | 96.2 | 96.2 | 97.2 | 97.0 | 96.8 | 96.7 | 97.1 | 97.3 |

Table 4 continued

|  |  |  | S(0.1) | $\mathrm{S}(0.2)$ | $\mathrm{S}(0.3)$ | S(0.4) | S(0.5) | S(0.6) | S(0.7) | S(0.8) | S(0.9) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tau$ |  | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1000 | 0.35 | bi | -0.338 | -0.195 | -0.134 | -0.043 | 0.044 | 0.034 | 0.021 | 0.029 | 0.004 |
|  |  | se | 27.886 | 20.216 | 13.261 | 8.376 | 8.419 | 5.835 | 3.658 | 1.852 | 0.494 |
|  |  | ms | 28.274 | 20.640 | 13.760 | 8.681 | 8.659 | 6.035 | 3.779 | 1.909 | 0.556 |
|  |  | co | 95.6 | 95.4 | 95.5 | 95.7 | 95.7 | 95.9 | 95.9 | 96.0 | 97.4 |
|  | 0.40 | bi | -0.336 | -0.194 | -0.132 | -0.039 | 0.049 | 0.037 | 0.025 | 0.033 | 0.005 |
|  |  | se | 28.223 | 20.522 | 13.567 | 8.707 | 8.710 | 6.089 | 3.864 | 2.009 | 0.585 |
|  |  | ms | 28.747 | 21.095 | 14.220 | 9.160 | 9.053 | 6.335 | 4.010 | 2.065 | 0.624 |
|  |  | co | 95.7 | 95.5 | 95.8 | 96.0 | 95.9 | 96.1 | 96.0 | 96.1 | 96.7 |
|  | 0.45 | bi | -0.336 | -0.192 | -0.131 | -0.037 | 0.052 | 0.040 | 0.028 | 0.034 | 0.006 |
|  |  | se | 28.536 | 20.790 | 13.825 | 8.984 | 8.956 | 6.301 | 4.031 | 2.129 | 0.660 |
|  |  | ms | 29.269 | 21.596 | 14.708 | 9.650 | 9.457 | 6.630 | 4.232 | 2.213 | 0.693 |
|  |  | co | 95.8 | 95.6 | 96.0 | 96.3 | 96.2 | 96.3 | 96.2 | 96.3 | 96.6 |
|  | 0.49 | bi | -0.334 | -0.190 | -0.129 | -0.034 | 0.056 | 0.043 | 0.030 | 0.036 | 0.006 |
|  |  | se | 28.792 | 21.004 | 14.026 | 9.191 | 9.150 | 6.461 | 4.153 | 2.214 | 0.710 |
|  |  | ms | 29.762 | 22.065 | 15.155 | 10.084 | 9.817 | 6.883 | 4.418 | 2.331 | 0.749 |
|  |  | co | 96.0 | 95.8 | 96.2 | 96.6 | 96.4 | 96.5 | 96.4 | 96.6 | 96.8 |



Fig. 2 Graphs of 1000 generated estimations of calculated with $h=s d \times n^{-0.45}$ in grey joint with the population function $S(u)$ in black



Fig. 3 Left: histogram and kernel density estimator for Glass fibre breaking strengths data. Right: graph of $S_{n}(u), u \in(0,1)$, and confidence intervals at the nominal level $90 \%$ calculated with $\hat{h}=s d \times n^{-0.45}$ for $u=0.1, \ldots, 0.9$

Table 5 Confidence intervals (4) for $S(u)$ at nominal level $90 \%$, calculated with $\hat{h}=s d \times n^{-0.45}$, for $u=0.1, \ldots, 0.9$, for the Glass fibre breaking strengths data

| $u$ | Lower limit | Upper limit | $u$ | Lower limit | Upper limit |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | 0.0384 | 0.7052 | 0.6 | -0.0241 | 0.0223 |
| 0.2 | 0.0619 | 0.3223 | 0.7 | -0.0355 | 0.0089 |
| 0.3 | -0.0306 | 0.0970 | 0.8 | -0.0170 | 0.0090 |
| 0.4 | 0.0013 | 0.0644 | 0.9 | -0.0076 | 0.0006 |
| 0.5 | -0.0340 | 0.0178 |  |  |  |

Table 6 Critical points for $n=30$, 50 with $h=s d \times n^{-\tau}$ and $\alpha=0.05$

|  | $w_{n, \alpha}$ |  | $t_{n, \alpha}$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $\tau=$ | 0.26 | 0.30 | 0.35 | 0.40 | 0.45 |
| $n=30$ | 2.6839 |  | 0.1590 | 0.1606 | 0.1736 | 0.2046 | 0.2610 |
| $n=50$ | 2.7199 |  | 0.1832 | 0.1800 | 0.1876 | 0.2178 | 0.2778 |



Fig. 4 Empirical power based on 10,000 samples with size $n=30$, 50 from a log-Lindley distribution
exhibit nice asymptotic properties and the numerical experiments show a reasonable practical behavior. Optimal choice of the smoothing parameter involved in the construction of the estimator has not been dealt with in this piece of research. This issue deserves more investigation and will be considered in future studies.

## 6 Proofs

This section sketches the proofs of the results stated in the previous sections. Along this section, $M$ is a generic positive constant taking many different values throughout the proofs and $f_{n}(x)$ is defined as $\hat{f}_{n}(x)$ with $\hat{h}=\hat{\sigma} \times g(n)$ replaced with $h=\sigma \times g(n)$.

Lemma 1 Suppose that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, that $K$ satisfies Assumption 1 (i) and that $h$ satisfies Assumption $2(i)$. Then $\sup \left|\hat{f}_{n}(x)-f_{n}(x)\right| \xrightarrow{\text { a.s. }} 0$.

Proof We have that

$$
\begin{equation*}
\hat{f}_{n}(x)-f_{n}(x)=\delta_{1}(x)+\delta_{2}(x) \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta_{1}(x)=\left(\frac{1}{n \hat{h}}-\frac{1}{n h}\right) \sum_{j=1}^{n} K\left(\frac{X_{j}-x}{h}\right), \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\delta_{2}(x)=\frac{1}{n \hat{h}} \sum_{j=1}^{n}\left\{K\left(\frac{X_{j}-X_{i}}{\hat{h}}\right)-K\left(\frac{X_{j}-x}{h}\right)\right\} . \tag{7}
\end{equation*}
$$

Since

$$
\delta_{1}(x)=\frac{\sigma-\hat{\sigma}}{\hat{\sigma}} \frac{1}{n h} \sum_{j=1}^{n} K\left(\frac{X_{j}-x}{h}\right)=\frac{\sigma-\hat{\sigma}}{\hat{\sigma}} f_{n}(x)
$$

we can write

$$
\begin{equation*}
\left|\delta_{1}(x)\right| \leqslant\left|\frac{\sigma-\hat{\sigma}}{\hat{\sigma}}\right|\left\{\sup _{x}\left|f_{n}(x)-\mathbb{E}\left\{f_{n}(x)\right\}\right|+\sup _{x} \mathbb{E}\left\{f_{n}(x)\right\}\right\} . \tag{8}
\end{equation*}
$$

Recall that if $K$ is Lipschitz continuous and has compact support, then it has bounded variation. Under the assumptions made on $K$ and $h$ we have that (see, for example, the proof of Theorem 2.1.3 of Prakasa Rao 1983)

$$
\begin{equation*}
\sup _{x}\left|f_{n}(x)-\mathbb{E}\left\{f_{n}(x)\right\}\right| \xrightarrow{\text { a.s. }} 0 . \tag{9}
\end{equation*}
$$

Since $f$ is bounded,

$$
\begin{equation*}
\mathbb{E}\left\{f_{n}(x)\right\}=\int_{-\infty}^{\infty} K(u) f(x-h u) d u \leqslant M \int_{-\infty}^{\infty} K(u) d u=M, \quad \forall x . \tag{10}
\end{equation*}
$$

Using (8), (9), (10) and that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, it follows that

$$
\begin{equation*}
\sup _{x}\left|\delta_{1}(x)\right| \xrightarrow{\text { a.s. }} 0 . \tag{11}
\end{equation*}
$$

Now we study $\delta_{2}(x)$. Since $K$ is Lipschitz continuous and has compact support, $\operatorname{Sup}(K)$, we have that
$D(x)=\frac{1}{n \hat{h}} \sum_{j=1}^{n}\left|K\left(\frac{X_{j}-x}{\hat{h}}\right)-K\left(\frac{X_{j}-x}{h}\right)\right|$
$\leqslant M \frac{\sigma}{\hat{\sigma}}\left|\frac{\sigma}{\hat{\sigma}}-1\right| \frac{1}{n h} \sum_{j=1}^{n}\left|\frac{X_{j}-x}{h}\right| \mathbf{1}\left\{\left(X_{j}-x\right) / h \in \operatorname{Sup}(K)\right.$ or $\left.\left(X_{j}-x\right) / \hat{h} \in \operatorname{Sup}(K)\right\}$.

Since $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, it follows that for $n$ large enough, $\mathbf{1}\left\{\left(X_{j}-x\right) / h \in\right.$ $\operatorname{Sup}(K)$ or $\left.\left(X_{j}-x\right) / \hat{h} \in \operatorname{Sup}(K)\right\} \subseteq \mathbf{1}\left\{\left|X_{j}-x\right| / h \leqslant C\right\}$, for certain positive constant $C$. Therefore

$$
\begin{equation*}
D(x) \leqslant M \frac{\sigma}{\hat{\sigma}}\left|\frac{\sigma}{\hat{\sigma}}-1\right| f_{U, n}(x) \tag{12}
\end{equation*}
$$

where $f_{U, n}(x)$ is the kernel estimator of $f$ built by using as kernel the probability density function of the uniform law on the interval $[-C, C]$. Proceeding as before, we have that

$$
\begin{equation*}
\sup _{x} f_{U, n}(x) \leqslant M \quad \text { a.s., } \tag{13}
\end{equation*}
$$

Using that $\left|\delta_{2}(x)\right| \leqslant D(x),(12),(13)$ and that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, it follows that

$$
\begin{equation*}
\sup _{x}\left|\delta_{2}(x)\right| \xrightarrow{\text { a.s. }} 0 . \tag{14}
\end{equation*}
$$

The result follows from (5), (11) and (14).
Remark 5 From the previous proof, notice that if in the statement of Lemma 1 the assumption $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma$ is replaced with $\hat{\sigma} \xrightarrow{P} \sigma$ then it is concluded that $\sup _{x} \mid \hat{f}_{n}(x)-$ $f_{n}(x) \mid \xrightarrow{P} 0$.

Proof of Theorem 1 We have that

$$
\begin{equation*}
R_{n}(u)=R_{1 n}(u)+R_{2 n}(u)+R_{3 n}(u)+R_{4 n}(u), \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{1 n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} f\left(X_{i}\right), \\
& R_{2 n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+}\left\{f_{n}\left(X_{i}\right)-f\left(X_{i}\right)\right\} \\
& R_{3 n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left[\left\{X_{i}-F_{n}^{-1}(u)\right\}^{+}-\left\{X_{i}-F^{-1}(u)\right\}^{+}\right] \hat{f}_{n}\left(X_{i}\right), \\
& R_{4 n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+}\left\{\hat{f}_{n}\left(X_{i}\right)-f_{n}\left(X_{i}\right)\right\}
\end{aligned}
$$

From the SLLN, it follows that

$$
\begin{equation*}
R_{1 n}(u) \xrightarrow{\text { a.s. }} R(u) . \tag{16}
\end{equation*}
$$

As for $R_{2 n}(u)$, we have that

$$
\left|R_{2 n}(u)\right| \leqslant \sup _{x}\left|f_{n}(x)-f(x)\right|\left\{\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}\right|+\left|F^{-1}(u)\right|\right\} .
$$

Under the assumptions made (see, for example, Theorem 2.1.3 in Prakasa Rao 1983)

$$
\begin{equation*}
\sup _{x}\left|f_{n}(x)-f(x)\right| \xrightarrow{\text { a.s. }} 0 . \tag{17}
\end{equation*}
$$

Taking into account that $\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}\right| \xrightarrow{\text { a.s. }} \mathbb{E}|X|<\infty$, it follows that

$$
\begin{equation*}
R_{2 n}(u) \xrightarrow{\text { a.s. }} 0 . \tag{18}
\end{equation*}
$$

In order to study $R_{3 n}(u)$ we first observe that

$$
\begin{align*}
& \left\{X_{i}-F_{n}^{-1}(u)\right\}^{+}-\left\{X_{i}-F^{-1}(u)\right\}^{+} \\
& \quad= \begin{cases}0 & \text { if } X_{i} \leqslant \min \left\{F_{n}^{-1}(u), F^{-1}(u)\right\}, \\
X_{i}-F_{n}^{-1}(u) & \text { if } F_{n}^{-1}(u)<X_{i} \leqslant F^{-1}(u), \\
-X_{i}+F^{-1}(u) & \text { if } F^{-1}(u)<X_{i} \leqslant F_{n}^{-1}(u), \\
F^{-1}(u)-F_{n}^{-1}(u) & \text { if } X_{i}>\max \left\{F_{n}^{-1}(u), F^{-1}(u)\right\},\end{cases} \tag{19}
\end{align*}
$$

which implies

$$
\left|\left\{X_{i}-F_{n}^{-1}(u)\right\}^{+}-\left\{X_{i}-F^{-1}(u)\right\}^{+}\right| \leqslant\left|F^{-1}(u)-F_{n}^{-1}(u)\right|, \quad \forall i
$$

and therefore

$$
\left|R_{3 n}(u)\right| \leqslant\left|F_{n}^{-1}(u)-F^{-1}(u)\right| \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right)
$$

Under the assumptions made $\left|F_{n}^{-1}(u)-F^{-1}(u)\right| \xrightarrow{\text { a.s. }} 0$ (see, for example display (1.4.9) in Csörgő 1983). We also have that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) \leqslant \frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)+\sup _{x}\left|f_{n}(x)-f(x)\right|+\sup _{x}\left|\hat{f}_{n}(x)-f_{n}(x)\right| . \tag{20}
\end{equation*}
$$

From (17), Lemma 1 and taking into account that $f$ is bounded, it follows that the right hand-side of inequality (20) is bounded a.s. Therefore,

$$
\begin{equation*}
R_{3 n}(u) \xrightarrow{\text { a.s. }} 0 . \tag{21}
\end{equation*}
$$

We have that

$$
\begin{equation*}
R_{4 n}(u)=R_{41 n}(u)+R_{42 n}(u), \tag{22}
\end{equation*}
$$

where

$$
R_{41 n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \delta_{1}\left(X_{i}\right)
$$

and

$$
R_{42 n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \delta_{2}\left(X_{i}\right),
$$

where $\delta_{1}(x)$ and $\delta_{2}(x)$ are as defined in (6) and (7), respectively. Since

$$
\begin{equation*}
R_{41 n}(u)=(\sigma-\hat{\sigma})\left\{R_{1 n}(u)+R_{2 n}(u)\right\} / \hat{\sigma} \tag{23}
\end{equation*}
$$

and $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma$, from (16) and (18), it follows that

$$
\begin{equation*}
R_{41 n}(u) \xrightarrow{\text { a.s. }} 0 . \tag{24}
\end{equation*}
$$

Using (12), we get that

$$
\begin{equation*}
\left|R_{42 n}(u)\right| \leqslant M \frac{\sigma}{\hat{\sigma}}\left|\frac{\sigma}{\hat{\sigma}}-1\right| R_{U, n}(u), \tag{25}
\end{equation*}
$$

where

$$
R_{U, n}(u)=\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} f_{U, n}\left(X_{i}\right) .
$$

Proceeding as before, it can be seen that $R_{U, n}(u) \xrightarrow{\text { a.s. }} R(u)$, and hence

$$
\begin{equation*}
R_{42 n}(u) \xrightarrow{\text { a.s. }} 0 . \tag{26}
\end{equation*}
$$

The result follows from (15), (16), (18), (21), (22), (24) and (26).
Proof of Theorem 2 Let us consider decomposition (15). We have that $R_{1 n}(u)+$ $R_{2 n}(u)=T_{1 n}(u)+T_{2 n}(u)$ with

$$
T_{1 n}(u)=K(0) \frac{1}{n^{2} h} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+},
$$

and $T_{2 n}(u)=\frac{n-1}{n} U_{n}(u)$, where $U_{n}(u)=\frac{1}{n(n-1)} \sum_{i \neq j} H_{n}\left(X_{i}, X_{j} ; u\right)$ is a degree two U-statistic with symmetric kernel

$$
H_{n}\left(X_{i}, X_{j} ; u\right)=\frac{1}{2}\left[\left\{X_{i}-F^{-1}(u)\right\}^{+}+\left\{X_{j}-F^{-1}(u)\right\}^{+}\right] \frac{1}{h} K\left(\frac{X_{i}-X_{j}}{h}\right) .
$$

We first see that

$$
\begin{equation*}
T_{1 n}(u) \xrightarrow{\text { a.s. }} 0 . \tag{27}
\end{equation*}
$$

Notice that under the assumptions made,

$$
\begin{equation*}
\mathbb{E}\left[\left\{X-F^{-1}(u)\right\}^{+}\right]<\infty \tag{28}
\end{equation*}
$$

therefore, by the SLLN,

$$
\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \xrightarrow{\text { a.s. }} \mathbb{E}\left[\left\{X-F^{-1}(u)\right\}^{+}\right]<\infty .
$$

Finally, since $K$ is bounded and $n h \rightarrow \infty$, (27) follows.
Next we will see that

$$
\begin{equation*}
T_{2 n}(u) \xrightarrow{\text { a.s. }} R(u) . \tag{29}
\end{equation*}
$$

With this aim, we first calculate $\mathbb{E}\left\{U_{n}(u)\right\}$.

$$
\mathbb{E}\left\{U_{n}(u)\right\}=\mathbb{E}\left\{H_{n}\left(X_{1}, X_{2} ; u\right)\right\}=\int\left\{x-F^{-1}(u)\right\}^{+}\left(\int K(y) f(x-h y) d y\right) f(x) d x .
$$

Since $\int K(y) f(x-h y) d y \rightarrow f(x),\left\{x-F^{-1}(u)\right\}^{+}\left(\int K(y) f(x-h y) d y\right) f(x) \leqslant$ $M\left\{x-F^{-1}(u)\right\}^{+}$and (28), by dominated convergence theorem we have that $\mathbb{E}\left\{U_{n}(u)\right\} \rightarrow R(u)$.

Now, let $A_{n}(x ; u)=\mathbb{E}\left\{H_{n}(x, X ; u)\right\}$ and $\tau=\int x^{2} K(x) d x$. Routine calculations show that

$$
\begin{aligned}
A_{n}(x ; u) & =A(x ; u)+a_{n}(x ; u), \\
A(x ; u) & =\left\{x-F^{-1}(u)\right\}^{+} f(x), \\
a_{n}(x ; u) & =0.5 \tau h^{2} f^{\prime \prime}(x)\left\{x-F^{-1}(u)\right\}^{+}+0.5 \tau h^{2} f^{\prime}(x)+o\left(h^{2}\right)
\end{aligned}
$$

Let $\varepsilon>0$. From the stated assumptions $\mathbb{E}\left\{a_{n}(X, u)^{2}\right\}=O\left(h^{4}\right)$, therefore

$$
P\left(\frac{1}{n} \sum_{i=1}^{n} a_{n}\left(X_{i} ; u\right)>\varepsilon\right) \leqslant \frac{1}{\varepsilon^{2}} \mathbb{E}\left[\left\{\frac{1}{n} \sum_{i=1}^{n} a_{n}\left(X_{i} ; u\right)\right\}^{2}\right]=O\left(h^{4}\right) .
$$

Since $n h^{4} \rightarrow 0$, it follows that

$$
\sum_{n \geqslant 1} P\left(\frac{1}{n} \sum_{i=1}^{n} a_{n}\left(X_{i} ; u\right)>\varepsilon\right)<\infty,
$$

which implies that

$$
\frac{1}{n} \sum_{i=1}^{n} a_{n}\left(X_{i} ; u\right) \xrightarrow{\text { a.s. }} 0 .
$$

Let $B_{n}(u)=U_{n}(u)+\mathbb{E}\left\{H_{n}\left(X_{1}, X_{2} ; u\right)\right\}-\frac{2}{n} \sum_{i=1}^{n} A_{n}\left(X_{i} ; u\right)$. It can be seen that $\mathbb{E}\left\{B_{n}(u)^{2}\right\}=O\left(1 / n^{2} h\right)$. Reasoning as before, we get that

$$
B_{n}(u) \xrightarrow{\text { a.s. }} 0 .
$$

Summarizing,

$$
T_{2 n}(u)=\frac{2}{n} \sum_{i=1}^{n} A\left(X_{i} ; u\right)-R(u)+t_{2 n}(u),
$$

with $t_{2 n}(u) \xrightarrow{\text { a.s. }} 0$. By the SLLN we have that $\frac{1}{n} \sum_{i=1}^{n} A\left(X_{i} ; u\right) \xrightarrow{\text { a.s. }} R(u)$, and thus (29) is proven.

Finally, proceeding as in the proof of Theorem 1 , one gets that $R_{\text {in }}(u) \xrightarrow{\text { a.s. }} 0$, $i=3,4$. This completes the proof.

Lemma 2 Let $f$ be a probability density function with finite support, ( $a, b$ ), continuous in ( $a, b$ ). Suppose also that $K$ satisfies Assumption 1 (ii) and that $h$ satisfies Assumption 2 (ii). Then $\sup _{x \in(a, b)}\left|f_{n}(x)-f(x)\right| \xrightarrow{\text { a.s. }} 0$.

Proof From the proof of Theorem 2.1.3 in Prakasa Rao (1983), we have that

$$
\sup _{x}\left|f_{n}(x)-\mathbb{E}\left\{f_{n}(x)\right\}\right| \xrightarrow{\text { a.s. }} 0 .
$$

So, it suffices to see that

$$
\begin{equation*}
\sup _{x \in(a, b)}\left|\mathbb{E}\left\{f_{n}(x)\right\}-f(x)\right| \longrightarrow 0 . \tag{30}
\end{equation*}
$$

We have that

$$
\mathbb{E}\left\{f_{n}(x)\right\}=\int K(y) f(x-h y) d y
$$

From the continuity of $f$, for each fixed $y \in \mathbb{R}$

$$
f(x+h y) \rightarrow f(x), \quad \forall x \in(a, b)
$$

and

$$
K(y) f(x+h y) \leqslant M K(y) .
$$

Thus, (30) holds true by applying dominated convergence theorem.
Proof of Theorem 3 First of all, we see that, under the assumptions made, $R$ is a continuous function on $[0,1]$. Since the function

$$
\begin{aligned}
G: \mathbb{R} \times(0,1) & \mapsto \mathbb{R} \\
(x, u) & \mapsto G(x, u)=\left\{x-F^{-1}(u)\right\}^{+} f^{2}(x)
\end{aligned}
$$

is continuous, it follows that $R(u)=\int G(x, u) d x$ is continuous on $(0,1)$. Recall that $\lim _{u \rightarrow 1^{-}} R(u)=0=R(1)$ and, if the limit exists, $R(0)=\lim _{u \rightarrow 0^{+}} R(u)$. Thus, $R$ is continuous at $u=1$. To see that it is also continuous at $u=0$ it suffices to see that the limit $\lim _{u \rightarrow 0^{+}} R(u)$ exits, which is true since

$$
\begin{aligned}
& \lim _{u \rightarrow 0+}\left\{x-F^{-1}(u)\right\}^{+} f^{2}(x)=(x-a) f^{2}(x), \\
& \left\{x-F^{-1}(u)\right\}^{+} f^{2}(x) \leqslant c(x)=M(x-a) \mathbf{1}\{a \leqslant x \leqslant b\}
\end{aligned}
$$

and $\int c(x) d x<\infty$, then by dominated convergence theorem

$$
\lim _{u \rightarrow 0^{+}} R(u)=\int\{x-a\}^{+} f^{2}(x) d x<\infty
$$

Next, we consider decomposition (15) and study each term on the right hand-side of such expression. Since $R$ is a continuous function on [0,1], the point by point convergence of $R_{1 n}(u)$ to $R(u)$ implies the uniform convergence on [0,1], that is

$$
\begin{equation*}
\sup _{0 \leqslant u \leqslant 1}\left|R_{1 n}(u)-R(u)\right| \xrightarrow{\text { a.s. }} 0 . \tag{31}
\end{equation*}
$$

As for $R_{2 n}(u)$, taking into account that $\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \leqslant \bar{X}-a$, with $\bar{X}=(1 / n) \sum_{i=1}^{n} X_{i}$, we have that

$$
\sup _{0 \leqslant u \leqslant 1}\left|R_{2 n}(u)\right| \leqslant \sup _{x \in[a, b]}\left|f_{n}(x)-f(x)\right|(\bar{X}-a) .
$$

From Lemma 2, taking into account that Assumption 1 (i) implies Assumption 1 (ii) and that $\bar{X}-a \xrightarrow{\text { a.s. }} \mathbb{E}(X)-a<\infty$, we conclude that

$$
\begin{equation*}
\sup _{0 \leqslant u \leqslant 1}\left|R_{2 n}(u)\right| \xrightarrow{\text { a.s. }} 0 . \tag{32}
\end{equation*}
$$

From (31) and (32), we conclude that

$$
\begin{equation*}
\sup _{0 \leqslant u \leqslant 1}\left|R_{1 n}(u)+R_{2 n}(u)-R(u)\right| \xrightarrow{\text { a.s. }} 0 . \tag{33}
\end{equation*}
$$

For $R_{3 n}(u)$ we have that

$$
\sup _{0 \leqslant u \leqslant 1}\left|R_{3 n}(u)\right| \leqslant \sup _{0 \leqslant u \leqslant 1}\left|F_{n}^{-1}(u)-F^{-1}(u)\right| \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) .
$$

In the proof of Theorem 1 we saw that $(1 / n) \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right)$ is bounded a.s. Under the assumptions made (see, for example, p. 6 of Csörgő 1983),

$$
\sup _{0 \leqslant u \leqslant 1}\left|F_{n}^{-1}(u)-F^{-1}(u)\right| \xrightarrow{\text { a.s. }} 0 .
$$

Therefore

$$
\sup _{0 \leqslant u \leqslant 1}\left|R_{3 n}(u)\right| \xrightarrow{\text { a.s. }} 0 .
$$

Finally, taking into account decomposition (22), it suffices to show that $\sup _{0 \leqslant u \leqslant 1}$ $\left|R_{4 i n}(u)\right| \xrightarrow{\text { a.s. }} 0, i=1,2$. Using (23), (33) and that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, one gets that

$$
\sup _{0 \leqslant u \leqslant 1}\left|R_{41 n}(u)\right| \xrightarrow{\text { a.s. }} 0 .
$$

Using (25), (33) and that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, one similarly gets that

$$
\sup _{0 \leqslant u \leqslant 1}\left|R_{42 n}(u)\right| \xrightarrow{\text { a.s. }} 0 .
$$

This concludes the proof.
Proof of Theorem 4 First of all, we see that, under the assumptions made, $R \in L^{2}$. We have that

$$
\begin{aligned}
\int_{0}^{1} R^{2}(u) d u= & \int_{0}^{1}\left(\int_{F^{-1}(u)}^{\infty}\left\{x-F^{-1}(u)\right\} f^{2}(x) d x\right) \\
& \times\left(\int_{F^{-1}(u)}^{\infty}\left\{y-F^{-1}(u)\right\} f^{2}(y) d y\right) d u=I_{1}-2 I_{2}+I_{3}
\end{aligned}
$$

with (recall that $f$ is a bounded function and that $\int_{0}^{1} F^{-1}(u)^{2} d u=\mathbb{E}\left(X^{2}\right)$ )

$$
\begin{aligned}
I_{1} & =\int_{0}^{1}\left(\int_{F^{-1}(u)}^{\infty} x f^{2}(x) d x\right)^{2} d u \leqslant M \mathbb{E}\left(X^{2}\right)<\infty \\
I_{2} & =\int_{0}^{1} F^{-1}(u) \int_{F^{-1}(u)}^{\infty} x f^{2}(x) d x d u \leqslant M\left(\int_{0}^{1} F^{-1}(u)^{2} d u \int x^{2} f(x) d x\right)^{1 / 2} \\
& =M \mathbb{E}\left(X^{2}\right)<\infty
\end{aligned}
$$

$I_{3}=\int_{0}^{1} F^{-1}(u)^{2}\left(\int_{F^{-1}(u)}^{\infty} f^{2}(x) d x\right)^{2} d u \leqslant M \int_{0}^{1} F^{-1}(u)^{2} d u=M \mathbb{E}\left(X^{2}\right)<\infty$,
and thus $R \in L^{2}$.
Next, we consider decomposition (15) and study each term on the right hand-side of such expression. Since $R_{1 n}$ is an average of integrable i.i.d. random elements whose expectation is $R(u)$, applying the SLLN in Hilbert spaces we obtain that (see, for example Theorem 2.4 of Bosq 2000),

$$
R_{1 n} \xrightarrow{\text { a.s. }} R,
$$

in $L^{2}$. As for $R_{2 n}(u)$, we have that

$$
\left|R_{2 n}(u)\right| \leqslant \sup _{x}\left|f_{n}(x)-f(x)\right| \frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} .
$$

Let $V(u)=\mathbb{E}\left[\left\{X_{i}-F^{-1}(u)\right\}^{+}\right]$. A parallel reasoning to that used to prove that $R \in L^{2}$ shows that $V \in L^{2}$. Now, from the SLLN in Hilbert spaces it follows that $\frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \xrightarrow{\text { a.s. }} V$, in $L^{2}$. This fact and (17) gives

$$
R_{2 n} \xrightarrow{\text { a.s. }} 0,
$$

in $L^{2}$. From (15), (31) and (32), we conclude that

$$
\begin{equation*}
\left\|R_{1 n}+R_{2 n}-R\right\| \xrightarrow{\text { a.s. }} 0 . \tag{34}
\end{equation*}
$$

For $R_{3 n}(u)$ we have that

$$
\left|R_{3 n}(u)\right| \leqslant\left|F_{n}^{-1}(u)-F^{-1}(u)\right| \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) .
$$

As shown in the proof of Theorem 1, the second factor on the right hand-side of the above inequality is a.s. bounded. Since $\mathbb{E}\left(X^{2}\right)<\infty$, from Lemma 8.3 in Bickel and Freedman (1981), it follows that $\left\|F_{n}^{-1}-F^{-1}\right\| \xrightarrow{\text { a.s. }} 0$, and thus $R_{3 n} \xrightarrow{\text { a.s. }} 0$, in $L^{2}$. Finally, taking into account decomposition (22), using (23), (25) (34) and that $\hat{\sigma} \xrightarrow{\text { a.s. }} \sigma>0$, one also gets that $R_{4 n} \xrightarrow{\text { a.s. }} 0$, in $L^{2}$. This concludes the proof.

Proof of Theorem 5 Similar developments to those made in the proof of Theorem 2, and sharing the notation used there, show that

$$
R_{1 n}(u)+R_{2 n}(u)=\frac{2}{n} \sum_{i=1}^{n} A\left(X_{i} ; u\right)-R(u)+t_{2 n}(u),
$$

with $t_{2 n} \xrightarrow{\text { a.s. }} 0$ in $L^{2}(w)$. By the SLLN in Hilbert spaces we have that $\frac{1}{n} \sum_{i=1}^{n} A\left(X_{i} ; \cdot\right) \xrightarrow{\text { a.s. }} R$, in $L^{2}(w)$. Finally, proceeding as in the proof of Theorem 4 we get that $\left\|R_{i n}\right\|_{w} \xrightarrow{\text { a.s. }} 0, i=3,4$, which completes the proof.

Proof of Theorem 6 Similar developments to those made in the proof of Theorem 2, and sharing the notation used there, show that

$$
\begin{equation*}
\sqrt{n}\left\{R_{1 n}(u)+R_{2 n}(u)-R(u)\right\}=\frac{2}{\sqrt{n}} \sum_{i=1}^{n}\left[\left\{X_{i}-F^{-1}(u)\right\}^{+} f\left(X_{i}\right)-R(u)\right]+o_{P}(1) . \tag{35}
\end{equation*}
$$

Now, taking into account (19) we can write

$$
\begin{equation*}
\sqrt{n} R_{3 n}(u)=T_{1 n}(u)+T_{2 n}(u)+T_{3 n}(u) \tag{36}
\end{equation*}
$$

where

$$
\begin{aligned}
& T_{1 n}(u)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left\{X_{i}-F_{n}^{-1}(u)\right\} \hat{f}_{n}\left(X_{i}\right) \mathbf{1}\left\{F_{n}^{-1}(u)<X_{i} \leqslant F^{-1}(u)\right\}, \\
& T_{2 n}(u)=-\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left\{X_{i}-F_{n}^{-1}(u)\right\} \hat{f}_{n}\left(X_{i}\right) \mathbf{1}\left\{F^{-1}(u)<X_{i} \leqslant F_{n}^{-1}(u)\right\}, \\
& T_{3 n}(u)=\sqrt{n}\left\{F^{-1}(u)-F_{n}^{-1}(u)\right\} \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) \mathbf{1}\left\{F^{-1}(u)<X_{i}\right\} .
\end{aligned}
$$

We have that
$0 \leqslant T_{1 n}(u) \leqslant\left|\sqrt{n}\left\{F^{-1}(u)-F_{n}^{-1}(u)\right\}\right| \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) \mathbf{1}\left\{F_{n}^{-1}(u)<X_{i} \leqslant F^{-1}(u)\right\}$.

Under the assumptions made, $\sqrt{n}\left\{F_{n}^{-1}(u)-F^{-1}(u)\right\}=O_{P}(1)$ and $F_{n}^{-1}(u) \xrightarrow{\text { a.s. }}$ $F^{-1}(u)$, which implies that for each $\varepsilon>0$ there exists $n_{0}$ such that $\mathbf{1}\left\{F_{n}^{-1}(u)<X_{i} \leqslant\right.$ $\left.F^{-1}(u)\right\} \leqslant \mathbf{1}\left\{F^{-1}(u)-\varepsilon<X_{i} \leqslant F^{-1}(u)\right\}, \forall n \geqslant n_{0}$, and hence $\mathbb{E}\left[\mathbf{1}\left\{F_{n}^{-1}(u)<\right.\right.$ $\left.\left.X_{i} \leqslant F^{-1}(u)\right\}\right]=O(\varepsilon)$. Proceeding as in the proof of Theorem 1, it can be seen that $(1 / n) \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right)=O_{P}(1)$. Therefore $T_{1 n}(u) \xrightarrow{P} 0$. Analogously, it can seen that $T_{2 n}(u) \xrightarrow{P} 0$ and that $\frac{1}{n} \sum_{i=1}^{n} f_{n}\left(X_{i}\right) \mathbf{1}\left\{F^{-1}(u)<X_{i} \leqslant F_{n}^{-1}(u)\right\}=o_{P}(1)$. Now, proceeding as in the proof of Theorem 2, it can be seen that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} f_{n}\left(X_{i}\right) \mathbf{1}\left\{F^{-1}(u)<X_{i}\right\} \xrightarrow{P} \mu(u)=\mathbb{E}\left[f(X) \mathbf{1}\left\{F^{-1}(u)<X\right\}\right] . \tag{37}
\end{equation*}
$$

From Lemma 1,

$$
\left|\frac{1}{n} \sum_{i=1}^{n}\left\{\hat{f}_{n}\left(X_{i}\right)-f_{n}\left(X_{i}\right)\right\} \mathbf{1}\left\{F^{-1}(u)<X_{i}\right\}\right| \leqslant \sup _{x}\left|\hat{f}_{n}(x)-f_{n}(x)\right| \xrightarrow{\text { a.s. }} 0 .
$$

We also have that (see, e.g. Theorem 2.5.2 in Serfling 1980)

$$
\sqrt{n}\left\{F^{-1}(u)-F_{n}^{-1}(u)\right\}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)}+o_{P}(1) .
$$

Thus, by Slutsky theorem,

$$
T_{3 n}(u)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)} \mathbb{E}\left[f(X) \mathbf{1}\left\{F^{-1}(u)<X\right\}\right]+o_{P}(1)
$$

Therefore, it has been shown that

$$
\begin{equation*}
\sqrt{n}\left\{R_{1 n}(u)+R_{2 n}(u)+R_{3 n}(u)-R(u)\right\}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Y_{i}(u)+o_{P}(1) . \tag{38}
\end{equation*}
$$

To prove the result, it remains to see that $\sqrt{n} R_{4 n}(u)=o_{P}(1)$. Recall decomposition (22). From (23) and (35), it follows that

$$
\begin{equation*}
\sqrt{n} R_{41 n}(u)=-\sqrt{n}\{\hat{\sigma}-\sigma\} R(u) / \sigma+o_{P}(1) \tag{39}
\end{equation*}
$$

Now we study $R_{42 n}(u)$. A Taylor expansion of $K\left(\left(X_{j}-X_{i}\right) / \hat{h}\right)$ around $K\left(\left(X_{j}-\right.\right.$ $\left.X_{i}\right) / h$ ) gives,

$$
\begin{aligned}
\sqrt{n} R_{42 n}(u)= & \frac{\sigma}{\hat{\sigma}^{2}} \sqrt{n}(\sigma-\hat{\sigma}) \frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \\
& \times \frac{1}{n h} \sum_{j=1}^{n} \frac{X_{j}-X_{i}}{h} K^{\prime}\left(\frac{X_{j}-X_{i}}{h}\right)+Q_{n}(u),
\end{aligned}
$$

where

$$
\begin{aligned}
Q_{n}(u)= & \frac{1}{2 \sqrt{n}} \frac{\sigma}{\hat{\sigma}^{3}}\{\sqrt{n}(\sigma-\hat{\sigma})\}^{2} \frac{1}{n} \sum_{i=1}^{n}\left\{X_{i}-F^{-1}(u)\right\}^{+} \\
& \times \frac{1}{n h} \sum_{j=1}^{n}\left(\frac{X_{j}-X_{i}}{h}\right)^{2} K^{\prime \prime}\left(\frac{X_{j}-X_{i}}{\tilde{h}}\right),
\end{aligned}
$$

where $\tilde{h}=\alpha h+(1-\alpha) \hat{h}$, for some $\alpha \in(0,1)$. The assumptions made imply that $Q_{n}(u)=o_{P}(1)$. Now proceeding as in the proof of Theorem 2, and taking into account that $\int u K^{\prime}(u) f(x+h u) d u \rightarrow f(x) \int u K^{\prime}(u) d u=-f(x)$, we obtain that

$$
\begin{equation*}
\sqrt{n} R_{42 n}(u)=\sqrt{n}(\hat{\sigma}-\sigma) R(u) / \sigma+o_{P}(1) . \tag{40}
\end{equation*}
$$

Finally, the result follows from (38), (39) and (40).
Proof of Theorem 7 Similar developments to those made in the proof of Theorem 2, and sharing the notation used there, show that

$$
\begin{aligned}
\sqrt{n}\left\{R_{1 n}(u)+R_{2 n}(u)-R(u)\right\}= & \frac{2}{\sqrt{n}} \sum_{i=1}^{n}\left[\left\{X_{i}-F^{-1}(u)\right\}^{+} f\left(X_{i}\right)-R(u)\right] \\
& +r_{1 n}(u), \quad u \in(0,1),
\end{aligned}
$$

with $\int_{0}^{1} r_{1 n}(u)^{2} w(u) d u \xrightarrow{P} 0$.
As for $R_{3 n}(u)$, we consider decomposition (36). In the proof of Theorem 6 it was shown that $T_{1 n}(u) \xrightarrow{P} 0$, for each $u \in(0,1)$. We have that

$$
0 \leqslant T_{1 n}(u) \leqslant\left|\sqrt{n}\left\{F_{n}^{-1}(u)-F^{-1}(u)\right\}\right| \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) .
$$

From Theorems 2.1, 3.1.1 and 3.2.1 in Csörgő (1983), it follows that

$$
n \int_{0}^{(n-1) / n}\left\{F_{n}^{-1}(u)-F^{-1}(u)\right\}^{2} w(u) d u=O_{P}(1)
$$

Under the assumptions made,

$$
0 \leqslant \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{n}\left(X_{i}\right) \xrightarrow{P} \mathbb{E}\{f(X)\}<\infty .
$$

Thus, by dominated convergence theorem, it follows that

$$
\int_{0}^{(n-1) / n} T_{1 n}(u)^{2} w(u) d u \xrightarrow{P} 0
$$

Analogously it can be seen that

$$
\int_{0}^{(n-1) / n} T_{2 n}(u)^{2} w(u) d u \xrightarrow{P} 0 .
$$

From Theorems 2.1 and 3.2.1 in Csörgő (1983), it follows that

$$
\sup _{0<u \leqslant \frac{n-1}{n}}\left|\sqrt{n}\left\{F_{n}^{-1}(u)-F^{-1}(u)\right\} f\left(F^{-1}(u)\right)-\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u\right]\right| \xrightarrow{\text { a.s. }} 0 .
$$

Notice that the convergence in (37) holds for each $u \in[0,1]$. Since $\mu(u)$ is a continuous function, it follows that such convergence is uniform on the interval $[0,1]$. Therefore,

$$
\int_{0}^{(n-1) / n}\left\{T_{3 n}(u)-\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)} \mu(u)\right\}^{2} w(u) d u \xrightarrow{P} 0 .
$$

Summarizing, it has been shown that

$$
\begin{gathered}
\sqrt{n}\left\{R_{1 n}(u)+R_{2 n}(u)+R_{3 n}(u)-R(u)\right\}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Y_{i}(u)+r_{2 n}(u), \\
\int_{0}^{(n-1) / n} r_{2 n}(u)^{2} w(u) d u \xrightarrow{P} 0 .
\end{gathered}
$$

The same steps given in the proof of Theorem 6 to show that $\sqrt{n} R_{4 n}(u)=o_{P}(1)$ can be used to see that $\int_{0}^{(n-1) / n} n R_{4 n}(u)^{2} w(u) d u \xrightarrow{P} 0$. This completes the proof.

Proof of Corollary 2 Define

$$
\tilde{Y}_{i}(u)= \begin{cases}Y_{i}(u) & \text { if } u \in \mathbb{I}_{n}=(0,(n-1) / n], \\ 0 & \text { if } u \in((n-1) / n, 1]\end{cases}
$$

$1 \leqslant i \leqslant n$, and $W_{n}(u)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{Y}_{i}(u), u \in[0,1]$.
From Theorem 7, we have that

$$
\begin{align*}
n \int_{0}^{1}\left\{R_{n}(u)-R(u)\right\}^{2} w(u) d u= & \int_{0}^{1} W_{n}(u)^{2} w(u) d u \\
& +n \int_{(n-1) / n}^{1} R(u)^{2} w(u) d u+o_{P}(1) \tag{41}
\end{align*}
$$

We first see that $\widetilde{Y}_{1} \in L^{2}(w)$. With this aim we write $\widetilde{Y}_{1}(u)=\widetilde{Y}_{11}(u)-\widetilde{Y}_{12}(u)+$ $\widetilde{Y}_{13}(u)$, with

$$
\tilde{Y}_{11}(u)=2\left\{X_{1}-F^{-1}(u)\right\}^{+} f\left(X_{1}\right) \mathbf{1}\left(u \in \mathbb{I}_{n}\right), \quad \tilde{Y}_{12}(u)=2 R(u) \mathbf{1}\left(u \in \mathbb{I}_{n}\right),
$$

and

$$
\widetilde{Y}_{13}(u)=\frac{\mathbf{1}\left\{X_{i} \leqslant F^{-1}(u)\right\}-u}{f\left(F^{-1}(u)\right)} \mu(u) \mathbf{1}\left(u \in \mathbb{I}_{n}\right) .
$$

In the proof of Theorem 4 we saw that $R,\left\{X_{1}-F^{-1}(u)\right\}^{+} \in L^{2}$; since $f$ is bounded, we also have that $\widetilde{Y}_{11}, \widetilde{Y}_{12} \in L^{2}(w)$. As for $\widetilde{Y}_{13}$,

$$
\int_{0}^{1} \widetilde{Y}_{13}^{2}(u) w(u) d u=\int_{\mathbb{I}_{n}}\left[\mathbf{1}\left\{X_{1} \leqslant F^{-1}(u)\right\}-u\right]^{2} \mu^{2}(u) d u \leqslant \int_{0}^{1} \mu^{2}(u) d u<\infty,
$$

because $\mu(u) \leqslant M, \forall u \in[0,1]$, since $f$ is bounded. Thus, $\widetilde{Y}_{1} \in L^{2}(w)$.
From the central limit theorem in Hilbert spaces and the continuous mapping theorem,

$$
\begin{equation*}
\int_{0}^{1} W_{n}(t)^{2} w(u) d u \xrightarrow{\mathcal{L}}\|Z\|_{w}^{2} \tag{42}
\end{equation*}
$$

Since $R$ is a decreasing function with $\lim _{u \uparrow 1} R(u)=0$, and $w$ is bounded

$$
\begin{equation*}
0 \leqslant n \int_{(n-1) / n}^{1} R(u)^{2} w(u) d u \leqslant M n \int_{(n-1) / n}^{1} R(u)^{2} d u \leqslant M R^{2}((n-1) / n) \rightarrow 0 . \tag{43}
\end{equation*}
$$

The result follows from (41)-(43).
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