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1 Introduction 

Researchers in the usable privacy and security (UPS) field study privacy- and 
security-relevant perceptions and behaviors and aim to design systems that simul-
taneously address requirements for usability/user experience, security, and privacy. 
Human-computer interaction (HCI) and social science research methods are well-
suited to study many of the types of questions that are relevant in UPS, which often 
involve concepts such as subjective experience, attitudes, understanding, behavior 
and behavior change. However, there are many challenges specific to UPS that are 
not usually described in more generic methods textbooks. We highlight techniques 
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for risk representation, options for participant recruitment, ethics-related topics 
in study design, and biases that may play a role in UPS studies with human 
participants. 

Structure of this Chapter We first highlight specific challenges in applying 
research methods with human participants to the field of UPS (section “Common 
Challenges in UPS Research”). We then describe the most frequently used research 
methods, providing a general overview for each method, potential challenges when 
applying the method to UPS, examples of prior UPS work, and references for further 
reading on the methods (Sect. 2). Next, we describe methodological “techniques” 
that can be used in conjunction with these methods (Sect. 3). We then describe 
options for recruiting participants (Sect. 4). We also discuss important ethical 
considerations (Sect. 5), and psychological biases (Sect. 6). 

Common Challenges in UPS Research UPS studies often set out to study 
motivations, perceptions, or reactions related to security or privacy threats. The 
methodological challenges in UPS differ from other areas of human-computer 
interaction, as including privacy and security threats in an ecologically valid 
way significantly increases complexity of study designs. While lab studies, for 
example, can help control the environment to exclude the influence of external 
variables, the threat participants perceive may be vastly different than what they 
experience in their everyday lives. When study participants are given fictitious 
personal information and credentials for the purposes of the study so as to keep 
their personal data confidential, participants are likely to feel and behave differently 
than they would if their own data was at risk. In addition, when researchers simulate 
attacks in a lab, these attacks typically happen at a higher rate than outside of a 
study context, which further jeopardizes ecological validity [34]. Another challenge 
is that when people interact with technology, they usually aim to complete tasks 
that are not related to security or privacy. Thus, mentioning security or privacy may 
prime participants to think about these topics and cause them to behave differently 
than they normally would [24]. Privacy and security-related behaviors can also 
be perceived as socially desirable by participants, and they are likely to adapt 
answers and behaviors accordingly [25] (more on the social desirability bias in 
Sect. 6). While self-reported data is crucial to explore participants’ experiences 
and perceptions, it is also not sufficient to quantify and fully understand past 
behaviors, which are difficult to remember and report accurately. UPS researchers 
have followed a variety of approaches to tackle these challenges, and to create a 
realistic experience of risk in their studies, including the use of role-playing to 
simulate realistic situations [90], the use of deception to simulate the presence of an 
adversary [16], or launching simulated attacks on research participants [24]. These 
approaches can bring highly valuable insights, but they need to be balanced with 
ethical and feasibility considerations.
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2 Research Methods in UPS Studies 

This section provides readers with an overview of a selection of research methods. 
These methods are described in more detail in many methods books. Broadly, we 
can think of empirical methods on a continuum of qualitative to more quantitative 
methods. Qualitative methods generally have the objective of exploring topics in 
depth and generating hypotheses inductively, while quantitative methods often build 
upon such qualitative research to generate research results that generalize to larger 
samples, or test hypotheses. This distinction is relatively fluid. For example, while 
interviews are typically used to gain deep understanding of a topic and generate 
hypotheses, they could also be used in the evaluation of a technology. Similarly, 
questionnaires (a quantitative method) can be used for descriptive, relational, and 
experimental objectives. 

Regardless of method, studies generally build on previous work. Reviewing 
existing literature is an essential process. We begin by describing a specific type of 
literature review: systematic literature reviews. We then describe empirical methods, 
starting from qualitative methods that are used more frequently to explore and 
understand topics in depth, and then moving on to quantitative methods that are 
used more frequently to evaluate hypotheses. In each subsection, we provide a 
short description of the method, give examples of use of this method in UPS, 
and discuss how risk is represented. We then point out references that provide 
detailed descriptions of how to apply these methods. We include methods that are 
used frequently in UPS, as well as methods that are used less frequently, but seem 
promising. 

2.1 Systematic Literature Reviews 

Systematic literature reviews refer to an approach that reviews the literature by 
adopting explicit procedures [12]. It provides a log of the researcher’s decisions, 
procedures, and conclusions [98] and can help avoid biases on the part of the 
researcher conducting the literature review [12]. Broadly, systematic literature 
reviews follow the process of (1) defining the purpose and scope of the review, 
(2) seeking out relevant studies according to keywords and inclusion criteria (e.g., 
articles containing the keywords within certain scientific databases), (3) narrowing 
down the selection of studies from step 2, and (4) analyzing each study based on the 
study objectives [12]. 

The authors of this chapter have previously conducted a systematic literature 
review of recent UPS conference papers [20]. We will describe the method we 
used and some trends in the UPS research literature we identified through this 
process. The objective of this systematic literature review was to understand the 
methods used in the UPS community, how researchers represent risk, and how 
deception is used in study protocols. We included papers from five top-tier UPS
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venues if they mentioned security or privacy in addition to one user-related term in 
the title or abstract. After filtering out papers, we conducted a detailed review of 
the papers, excluding additional papers that did not meet our criteria. We analyzed 
the remaining papers according to an analysis structure to respond to our research 
questions. 

The analysis structure researchers use to make sense of a large corpus of work 
can be a contribution in itself. For example, to investigate how risk was represented 
to research participants, we used a categorization of risk representation that is 
useful when considering user research methods in UPS. Naturally occurring risk 
refers to studies that rely on risk perceptions that already exist in a participant, 
for instance, when observing or self-reporting on naturally occurring behavior. 
Simulated risk is used in studies in which participants are asked to situate themselves 
in a scenario that would trigger a perception of risk (e.g., role-playing a security-
critical interaction), as well as in studies that use deception to make participants 
believe that a simulated risk is real. Mentioned risk is used in studies that describe 
risk to research participants (e.g., “some people’s partners install tracking apps on 
their phone”). Mentioned risk can be compared to presenting a hypothetical situation 
to participants to “anchor” [32] their responses in this context, but without asking 
them to place themselves in the situation. Some studies also do not represent risk 
at all, for instance, when simply investigating the usability of a new tool. In this 
chapter, we use this categorization when describing study methods. 

In our literature review we found that the included papers predominantly used 
experiments, surveys, and interviews. The majority of papers involved naturally 
occurring or simulated risk. The literature review also provided an analysis structure 
that could be used by venues to encourage better reporting of user studies, and a 
checklist for researchers and reviewers to use for detailed reporting of methods. We 
discussed some methods that were used rarely in the sample (e.g., co-creation and 
participatory design, group methods such as focus groups), some participant groups 
that were rarely included in the analyzed sample (non-Western populations, people 
with disabilities, members of the LGBTQ+ community, older adults, and minors). 
We invite the reader to read the original paper for details [20]. 

2.2 Interviews 

Interviewing is the most widely used method in qualitative research and also one of 
the top-three methods used in empirical studies in UPS. In our previous systematic 
literature review, 13% of papers used interviews on their own [20]. An interview 
typically takes the form of a conversation between an interviewer, who asks 
questions, and an interviewee, who answers these questions. An individual interview 
usually lasts between 45 and 90min. Interviews are a powerful, yet labor-intensive 
data collection technique [53]. While it seems easy to have a “conversation” with a 
participant, research interviews require skills and the awareness of best practices to
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follow, especially related to the formulation of unbiased questions (see Sect. 6) and 
qualitative data analysis. 

The most common interviewing format in HCI and UPS is the semi-structured 
interview, which offers a compromise between the level of flexibility to reflect the 
interviewee’s perspective and the comparability between interviewees. In a semi-
structured interview, the interviewer has a list of topics to address, formulated as 
a set of questions compiled in an interview guide. There is some flexibility in the 
sequence and in the way the interviewee can respond, but all questions will be asked 
in a similar way to all interviewees. In-between the questions from the interview 
guide, the interviewer will use follow-up questions aimed at clarifying or exploring 
some points further. 

Interviews most frequently use naturally occurring risks to investigate people’s 
real-life privacy and security experiences [20]. For example, Rashidi et al. [76] 
interviewed undergraduates to understand their real-life privacy workarounds in 
the context of pervasive photography. Similarly, Ahmed et al. [1] enquired about 
the real-life privacy concerns of people with visual impairments. Interviews can 
also be used to explore naturally occurring risks in organizational settings [15, 41]. 
Interviewers sometimes make use of material or situations to support the interview 
[53], especially when involving specific users. McReynolds et al. [59] invited kids 
to play with connected toys in a lab setting, with their parents present. Both parents 
and children were interviewed about their mental model of the toys and privacy 
perceptions. Less frequently, interview studies use scenarios to simulate risk. For 
example, Vaniea et al. [99] used a set of hypothetical scenarios to elicit stories about 
software update experiences. 

Many texts offer guidelines about preparing, conducting, and analyzing inter-
views [5, 12, 50, 53]. 

2.3 Focus Groups 

Focus groups are a form of interviewing where several participants are invited to 
share and discuss their ideas and opinions around a predefined subject in a “group 
interview” [12]. The sessions are run by a moderator, who guides the participants 
in a rather flexible and non-intrusive way. Group interaction is essential: it helps 
participants to explore, clarify, and build their points of view, revealing insights to 
researchers in the process. Focus groups might involve a combination of individual 
and group tasks as well as discussion. The main challenges lie in the adequate setup 
of the sessions and the transcription and analysis of the data [53]. 

Focus groups have been used only rarely in UPS (less than 1% of papers 
analyzed in our previous literature review used focus groups on their own [20]), 
generally in studies employing naturally occurring risk. In most cases, focus groups 
aim at gathering qualitative in-depth insights from lay participants. For instance, 
Freed et al. [31] conducted 11 focus groups with 39 survivors of intimate partner 
violence to understand how abusers exploit technology for harmful purposes. While
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discussing sensitive topics in a group setting can sometimes trigger discomfort, 
group interviews were useful in this context. Focus groups questions usually revolve 
around high-level topics, in this case how technology was used in these abusive 
relationships, the strategies used by participants to defend themselves, and ideas 
to cope with technology-enabled abuse. The findings unveiled abuser strategies 
and provided a nuanced, yet detailed view of these attacks, helpful for designing 
mitigation strategies. Sambasivan et al. [86] conducted focus groups to gain an 
understanding of how South Asian women perceive, manage, and control their per-
sonal privacy on shared phones. The authors identified five performative practices 
that participants employed to maintain individuality and privacy in contexts where 
devices were frequently borrowed and monitored by social relations. 

Focus groups can also be conducted with security and privacy experts. Following 
interviews and a drawing task with end-users, Murillo et al. [62] ran two focus 
groups with seven data deletion experts. The aim of the focus groups was to set a 
baseline to compare the interview findings against. Prior to the session, the experts 
were asked to draw how they think online data deletion works. The drawings were 
discussed during the focus group and acted as a support to decide the most important 
aspects that a lay person should know to have a good understanding about deleting 
online data. Finally, many disciplines have shown a growing interest in conducting 
focus groups online, and we expect this practice to develop in the UPS field as 
well. Studying privacy trade-offs, Distler et al. [22] used private social media groups 
to conduct asynchronous online focus groups in combination with in-person focus 
groups. Confronted with several scenarios, participants first noted advantages and 
shortcomings individually, and then discussed and confronted their opinions in the 
online focus group setting. 

Focus groups in UPS are an underused yet insightful method, holding the 
potential of gathering qualitative in-depth insights into privacy and security attitudes 
that might help the community obtain rich qualitative results. Methodological 
research in social sciences has produced worthwhile recommendations to guide the 
setup of focus groups. Questions about number and type of participants to involve, 
how to moderate focus groups, and how to analyze focus group data are addressed 
in textbooks [5, 12, 36, 53]. 

2.4 Co-Creation Methods 

Co-creation refers to a wide range of practices that usually bring together both 
designers and people who were not trained in design [54, 87]. The involvement 
of users goes from a temporary involvement during a workshop to an in-depth 
participation across all stages of the design process. Co-creation approaches treat 
users as co-creators and partners who are experts in their lived experience [87, 88]. 
In contrast, user-centered design broadly sees users as more passive subjects whose 
role is to inform the designers about requirements or to give feedback on their ideas. 
Co-creation involves users during knowledge development, idea generation, and



Empirical Research Methods in Usable Privacy and Security 35

concept development, with designers facilitating the process and providing tools for 
expression. Participatory design is a related approach that attempts to understand a 
problem from the participants’ perspective and sees methods as means for users to 
gain influence in the design process [40]. Participatory design allows participants 
to contribute to building solutions [53]. Originally, participatory design was a form 
of co-creation with political goals, but today, the term participatory design is often 
used as a synonym for co-design [9]. 

As there are no fixed rules for conducting co-creation studies, it is crucial to 
document the co-creation process in detail and justify choices. In UPS research, user 
understanding and acceptance of security mechanisms are reoccurring issues. Co-
creation methods may contribute to improving them. Design research often focuses 
on providing design outcomes, but researchers can also use research-through-design 
approaches [109] throughout the design process itself, e.g., by engaging with wicked 
problems to reframe problem statements. When recruiting participants who are not 
experts in UPS for co-creation studies, researchers should consider additionally 
obtaining security and UX experts’ input to create user-centered, appropriate, and 
functional designs. 

Currently, co-creation methods are still used rarely in UPS. Only two papers 
in the corpus of our UPS literature review [20] used them: Egelman et al. [23] 
crowd-sourced 274 sketches of potential privacy icons, and Adams et al. [19] asked  
VR developers to contribute to a VR code of ethics on a shared online document. 
Outside the scope of our literature review, Weber et al. [105] used a participatory 
approach to create SSL warning messages. Fassl et al. [26] used collaborative design 
workshops to ideate potential authentication ceremonies for secure messengers. In 
Distler et al.’s [21] study, security and HCI experts co-created textual and visual 
representations of security mechanisms. 

2.5 Surveys 

Surveys (also called questionnaires) are one of the most common research methods 
in social sciences, as well as HCI and UPS [20]. 12% of papers in our previous 
systematic literature review used surveys on their own [20]. Surveys consist of a 
well-defined and carefully written set of questions to which individuals are invited 
to respond [53]. They are mainly used to measure people’s attitudes, to gauge the 
existing knowledge around a topic, to profile users, or to gather feedback about user 
experiences [53]. Surveys are mostly administered in a written form (on paper or 
online) but can also be conducted face-to-face or by telephone [77]. Surveys are 
an effective and flexible technique that can address several research objectives and 
reach a larger audience than most other empirical methods. Surveys can be used 
as a standalone data collection method or in combination with other techniques. 
Noteworthy, the validity of the data produced by surveys highly depends on the rigor 
of the survey design: often misperceived as easy to create, poorly designed surveys
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can provide meaningless or inaccurate information [5]. Methodological textbooks 
provide extensive guidance about survey design [77, 97]. 

In our systematic literature review [20], papers in UPS that used a survey-
based approach most frequently used naturally occurring risk or multiple risk 
representations but were less likely to mention or simulate risk. In the case of 
naturally occurring risk, participants are asked about real-world behaviors in actual 
situations. Redmiles et al. [78], for example, investigated how users’ profile, 
security beliefs, and knowledge influenced security behaviors. Surveys have been 
used in UPS to explore user’s understanding, behaviors, and attitudes towards a 
myriad of topics, from password expiration policies and authentication [14, 39], 
data security practices [66], data breaches [47], private browsing [37], security 
indicators [28], targeted ads [72], privacy perception [85, 96], or encryption [82] 
to only mention a few. Researchers often compare several user profiles (using 
demographics questions) or populations (through sampling), for instance, expert and 
non-expert security practices or mental models [18, 46]. Surveys can, for example, 
be combined with data logs (see Sect. 2.6) or interviews (Sect. 2.2), both methods 
being complementary to the type of data produced by survey research. When risk 
is simulated in a survey study, a prototype or scenario is usually used [20]. For 
instance, Karunakaran et al. [47] used a scenario to invite participants to imagine 
that they were victims of a data breach. 

2.6 Analyzing Measurement Data (Data Logs) 

Measurement data can be analyzed to provide important insights into the use of 
a particular system, as well as the response of a system to user behaviors. In 
UPS research, this may involve the measurement of a specific privacy/security-
related user behavior or evaluation of a privacy/security enhancing technology. 
Research studies using measurement data are typically conducted as field studies 
to analyze events of interest as they occur in the real world, where data is collected 
through an application developed specifically for data collection—such as a browser 
extension—or logs integrated into a developed system. Measurement data captured 
over a period of time can then be analyzed to report on frequency of occurrence of 
certain behaviors, longitudinal trends in the data, or performance metrics. 

As with all research methods, analysis of measurement data offers advantages 
and disadvantages. Such studies offer the opportunity to capture users’ behavior 
in their ordinary use of a system. This mitigates data quality issues associated 
with other study methods, such as participant behavior being influenced by a 
lab setting or poor recall of past behaviors in self-report methods. Furthermore, 
measurement studies analyze behaviors in environments where users encounter 
privacy and security risk as they naturally occur, rather than in settings where such 
risk must be mentioned or simulated. Logs and other data measurement tools can be 
instrumented to collect data from a large sample over a period of time. While this 
can allow for important quantitative and longitudinal insights, measurement data
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may need to be accompanied with other research methods (e.g., a survey) to explain 
the context behind the observed data. Additionally, developing and maintaining a 
data collection infrastructure for measurement studies may require more resources 
and technical expertise relative to other methods. While there may be opportunities 
to repurpose existing logs and measurements to answer new research questions, any 
data sharing and analysis should be done following guidelines for ethical research. 

Logs and measurement data have been previously used to explore several usable 
privacy and security topics. In our literature review, 24 papers included the use of log 
analysis, and 4 papers used datalogs on their own. These papers usually used natu-
rally occurring risk. Data logs from deployed systems have been analyzed to explore 
users’ adoption and usage of multi-factor authentication [14, 80], user responses to 
quarantining actions by Internet Service Providers [13], and reidentifiability risk 
of browsing data [7, 70]. Field studies using measurement data have also been 
used to evaluate prototype systems, such as those helping users manage Android 
permissions [69, 91]. Others have developed applications and browser extensions to 
measure privacy and security behaviors occurring in users’ daily online activities, 
including characteristics about passwords used in real-world accounts [55, 71, 104], 
usage of private browsing mode [38], and effectiveness of phishing attacks [68]. 
In addition to user behavior, previous work has used measurement data to evaluate 
system behavior and characteristics related to different privacy and security topics, 
such as adoption of HTTPS [27], phishing detection [45, 67], and unsolicited phone 
calls [73]. Altogether, this past work—which is only a small sample of recent 
measurement studies in UPS—demonstrates that measurement and log data can be 
used to explore a wide range of research questions. 

2.7 Extracting Online Datasets 

In some social sciences, it is common for researchers to conduct research using 
datasets that are collected by government agencies or other official entities [53]. 
This is not (yet) a common practice in HCI or UPS, and most researchers collect 
their own data. Some researchers use creative approaches to extract online datasets. 
For example, Fiesler and Hallinan [29] collected and analyzed public comments to 
news articles discussing online data sharing and privacy controversies in the media. 
Researchers can also use other online data sources to extract and analyze datasets, 
for instance, from forums [74] or Twitter. In our previous systematic literature 
review, we found that 4% of papers analyzed datasets. Ethical concerns should be 
carefully considered when using “public” data for research purposes, as it is often 
infeasible to obtain informed consent from the people whose data are being studied 
and these types of studies are often not subject to ethics board review [30]. Indeed, 
there seems to be a lack of consensus on the role of ethical review boards in this 
type of research [101]. It seems promising to evaluate research approaches that use 
online data through the lens of contextual integrity [65, 108].
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2.8 Experience Sampling Method 

The experience sampling method (ESM) was developed in psychology during the 
1960s and 1970s [44, 51]. It focuses on the individual participant’s ongoing behavior 
and everyday experiences in their natural environment rather than laboratory 
settings. While the method was developed in psychology, it is applicable to a 
wide variety of questions. ESM studies usually take several weeks to collect 
sufficiently large samples. Participants receive a signal and then have a limited 
time to complete a short questionnaire about their current situation and experience. 
The method to receive these signals evolved over time: Earlier approaches used 
timers and beepers, while more recent approaches employ mobile phone apps 
and desktop software. Researchers regularly use time-based, situation-based, or 
random sampling strategies—depending on the study purpose. The primary benefit 
of experience sampling is the increased ecological validity compared to lab studies. 
Other methods also investigate naturally occurring situations, e.g., participant 
observation and diary studies, a qualitative approach where participants record 
entries about their daily lives. In contrast, ESM requires less effort from researchers 
and participants. However, the resulting data usually contains fewer details, and 
researchers often have limited control over the sampled situations and must rely on 
participants’ situation descriptions. In practice, some qualitative diary studies and 
mixed-methods ESM studies may look very similar. 

Experience sampling is an infrequently used method in UPS. Our UPS literature 
review [20] uncovered eight studies that used experience sampling (3% of the 
corpus). The following examples illustrate how experience sampling can provide 
valuable insights into naturally occurring situations: Bonné et al. [11] explored user 
decisions in runtime permission dialogs on Android. They used experience sampling 
to survey participants after each permission dialog. Reeder et al. [79] investigated 
users’ experience with browser security warnings, using a browser extension to 
survey users immediately after the warnings appeared. Gallagher et al. [33] studied 
users’ problems and frustrations with Tor Browser. They asked participants to 
explain their reasons every time users ended a browsing session or switched 
browsers. Most of these studies in UPS use a context-specific trigger for sampling 
experiences, but there are examples of random sampling as well: Yang et al. [107] 
evaluated a smartphone authentication mechanism under natural conditions, asking 
participants to complete a short questionnaire after each authentication task. All of 
the approaches repeatedly sample user experiences over long study periods, asking 
users for immediate and necessarily short feedback in situ. 

2.9 Experiments 

Experiments are an important method to identify the causes of a situation or a 
set of events [53], in which participants are randomly assigned to experimental
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conditions. The researchers then compare the effects of these conditions on one 
or multiple dependent variables. Experiments are important tools to test hypotheses 
and research questions, and they are a highly flexible method that can be used to 
address many types of research questions. Studies in HCI often use experiments 
to compare types of devices or versions of an interface [53], using both measured 
variables (e.g., time to complete) and subjective variables such as satisfaction, user 
experience, perceived security, and acceptance of a technology. While the term 
experiment is sometimes used more loosely in HCI to describe any type of user 
test, the random assignment of participants to experimental conditions is typically a 
defining characteristic of an experiment [12]. 

Experiments are commonly used in UPS research. Our previous systematic 
literature review found that experimental approaches were used in more than a third 
of the analyzed papers [20]. An example of an experiment is a study that asked 
computer science students to role-play and imagine that they were responsible for 
creating the code for user registration of a social networking platform. Students 
were randomly assigned one of four experimental conditions that varied on the 
instructions they were given (e.g., level of security priming). The researchers 
compared the effects of the conditions on dependent variables such as functionality 
or use of secure coding practices [63]. Experimental research can also investigate 
perceptions of security and privacy-relevant topics. A recent study [21] used a  
vignette experiment to investigate various approaches to displaying encryption to 
non-experts. Participants were randomly assigned to conditions that varied in the 
visual and textual representation of encryption. The authors then compared the 
effects of these representations on participants’ user experience, perceived security 
and understanding of encryption. 

Our 2021 systematic literature review found that papers focusing on experiments 
used simulated risk representation to a large extent (35% of analyzed papers used 
experiments on their own [20]). As exemplified by the studies mentioned previously, 
risk is often simulated using scenarios that participants should situate themselves in. 

Insightful experiments are challenging to design, and research on experimental 
design is constantly progressing. Textbooks provide relevant instructions for con-
ducting experiments [12, 35, 53]. 

3 Techniques that Can Be Used in Combination with 
Methods 

Researchers often creatively combine the methods in Sect. 2 with a variety of 
techniques or “tools” that can help study security- and privacy-relevant interactions 
and represent risk to research participants in UPS. 

Assigned Tasks UPS researchers sometimes ask participants to complete tasks that 
can be related or unrelated to security or privacy. Examples of such security/privacy-
related tasks could be attempting to send an encrypted email [81] or asking
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participants to try using a new authentication method [17]. Sometimes researchers 
also ask participants to complete tasks that are not directly related to security 
or privacy so that they can observe routine tasks or tasks that incidentally have 
a security component, without drawing participants’ attention to the security or 
privacy aspect. 

Prototypes Many studies make use of prototypes developed by the study authors. 
These are often new low- or high-fidelity interface designs, icons, notices, or 
instructions [20]. Many of these studies use simulated risk. 

Scenarios Many studies include scenarios in which researchers ask participants 
to imagine themselves being in a certain situation [20]. Such scenarios can be 
helpful to simulate risk by describing situations that would be risky to research 
participants. For example, some passwords research papers involve a scenario in 
which researchers ask participants to imagine that their email account had been 
hacked, and to change their password in response [49, 60]. Researchers also 
sometimes ask participants to role-play. For example, in one study participants were 
recruited together with a friend. These pairs of participants were placed in separate 
rooms and asked to communicate with each other using a secure email system. They 
were asked to role-play a scenario about completing taxes. They were instructed to 
share sensitive information (e.g., social security number) and treat it as if it was their 
own sensitive information [100]. 

Educational Interventions Some studies use interventions designed to educate 
participants about security/privacy topics. For example, Wash and Cooper educated 
their participants on how to detect phishing attempts [103], and Lastdrager et al. 
[52] evaluated how effective anti-phishing training can be with children. Warshaw 
et al. [102] tried to improve adults’ understanding about how companies collect and 
make inferences about their data. 

Financial Incentives While the field of behavioral economics frequently uses 
financial incentives in experiment designs to model real-world incentives, these 
approaches are still relatively rare in UPS studies [20]. In UPS, researchers often 
provide some compensation to research participants, but they do rarely provide 
additional Financial incentives can be used, for example, to provide encouragement 
for participants to complete privacy and security tasks well by making a part 
of their compensation contingent upon successful completion of a task (bonus 
in addition to base compensation). The consequences a user might face in real 
life for badly performing security and privacy tasks are different and go beyond 
financial disadvantage (e.g., account compromise, having to reset a password after 
forgetting it). However, a financial incentive can provide some additional motivation 
or perception of risk to research participants in a research setting. For example, Tan 
et al. [94] conducted an online experiment in which participants were asked to play 
the role of an accountant who requested confidential information from employees 
using a secure messaging system. The participants were asked to complete fin-
gerprint verification for each request, and the researchers investigated whether the 
participants were able to recognize mismatched fingerprints. To simulate on-the-job
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pressures to get the task done quickly, the fastest 15% of participants were promised 
a $1 bonus in addition to their base compensation ($3). 

Deception When using technology, users often have primary objectives that are 
unrelated to security or privacy. Letting participants know that a study’s objective 
concerns privacy and security would prime them to think about these topics, when 
they might not have done so in a non-research context (“security priming” [93]). 
For additional realism, some studies use deception. There is a grey area between 
avoiding priming participants and the use of deception [20]. Deception is typically 
defined as deliberately misleading participants or not informing them about the 
purpose of the investigation, usually to avoid participants giving answers that 
they perceive are expected by the researchers [3]. In UPS studies, deception is 
often used to make participants believe a risk to their security or privacy is real. 
Studies involving deception need to carefully consider ethics. We describe these 
considerations in Sect. 5.2. 

4 Participant Recruitment 

There are a variety of approaches to participant recruitment, and different 
approaches can be used in combination. In addition to study objectives, logistical 
concerns play a role when deciding on a recruitment strategy. It is important 
to report on participant recruitment and compensation transparently in research 
papers, as this helps readers situate study results and aids replicability. We have 
previously provided a checklist that can help report all relevant information [20]. 
We describe common sampling approaches below. 

Convenience Samples Convenience samples refer to populations that the 
researchers can easily access, and no systematic selection criteria are applied. 
Examples of convenience sampling include recruiting students at the researchers’ 
own institutions, posting flyers in an institution’s neighborhood, or recruiting 
colleagues or friends. Currently, a large proportion of studies in UPS are based 
on convenience samples [20]. Note that the question of whether a convenience 
sample will suffice for a study depends on the research question the researchers 
set out to address. For example, if the objective is to understand whether a 
novel gesture authentication mechanism is, in principle, usable while walking, 
a sample of students might be sufficient. However, if the objective is to determine 
the proportion of adults in the United States who hold certain views on privacy, 
convenience sampling is not appropriate. Snowball sampling is often closely related 
to convenience sampling. In this approach, research participants introduce the 
researcher to other potential participants, who fulfil certain criteria [8]. 

Representative Samples If the study objective is to generalize results to a larger 
population, researchers need to recruit a sample of participants representative of 
that population. Recruiting a randomly selected, representative sample is ideal.
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Representative sampling is currently rare in UPS [20] but is now easier to (partially) 
achieve through new crowdsourcing solutions. Some crowdsourcing solutions, for 
instance, offer representative sampling options based on indicators such as gender, 
ethnicity, and age [75]. It is important to remember that these samples may not 
generalize to less tech-savvy parts of the population. 

Crowd Workers Platforms such as Prolific, Mechanical Turk, or Crowdflower 
provide access to crowd workers who volunteer to take part in paid research 
studies. They allow researchers to filter potential participants regarding specific 
characteristics or recruit large, unfiltered samples easily. They also allow researchers 
to recruit for a variety of methods, from remote interviews to survey experiments. 
When recruiting on these types of platforms, it is important to keep in mind that 
participants are likely more tech-savvy than the average person in the population 
[75]. 

Specific Groups of People Some studies also include specific groups of people, 
such as employees in an organization, experts in a relevant field (e.g., [21]), or 
focus on specific groups such as women, children, or older adults. Some groups, 
for example, minors, are considered vulnerable populations, and researchers need 
special ethics board approvals for their participation (also refer to Sect. 5.3). 

5 Basics of Ethical Research Design with Human 
Participants 

5.1 Ethical Core Principles 

There are numerous frameworks for ethical research, such as APA’s ethical prin-
ciples of psychologists [2] or the Belmont Report [95], which share common 
principles. The ethics statements of major security conferences reference the 2012 
Menlo Report [48], which we use here to illustrate four ethical core principles: 
(1) Respect for Persons, (2) Beneficence, (3) Justice, and (4) Respect for Law and 
Public Interest. While the full report provides guidelines to operationalize these core 
principles, this section summarizes issues that frequently arise in UPS research. 

Respect for Persons Human research subjects are autonomous persons; 
researchers should treat them as such. They have the right to decide if and in 
what research they want to participate. To ensure this, researchers inform them of 
the type of research and ask for explicit consent to participate. Written consent 
forms are a common way to document this procedure. Similarly, human subjects 
always have the right to withdraw from a research study—researchers must remind 
them of this and provide an easy way to do so, e.g., contact information or link 
to an opt-out website. However, some research designs make a detailed informed 
consent procedure difficult. First, it may be an unreasonable effort for researchers 
to collect informed consent from all participants (e.g., analyzing existing large
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datasets or when participants are hard to identify or contact). Second, research 
designs that deceive participants cannot collect meaningful informed consent. 
Researchers should debrief participants to prevent mistrust in researchers [2]. 
Schechter et al. [89] recommend rigorous reporting on debriefing, participants’ 
reactions and data protection measures in these cases. In addition, we recommend 
allowing participants to withdraw from the study after debriefing them. 

Beneficence Research should have the best interest of the participants and society 
in mind. Identifying benefits and potential harms is the initial step to deliberating 
a research project’s beneficence. While participants’ welfare is the primary focus, 
researchers should also consider other stakeholders’ welfare. In the UPS field, this 
often concerns participants’ family members, malicious actors, security product 
vendors, or the research community itself. These stakeholders may be involved 
in or affected by harm in different ways: research may reveal too much personal 
information or harm their social standing with their relatives or workplace. Research 
into users’ security behavior may also reveal issues with security products and 
inform future attacks. Deceptive research designs may also impact researchers’ 
reputation, making future research projects on the same topic difficult. Researchers 
should avoid any potential harm resulting from their research. If some harm is 
unavoidable, researchers must do their best to mitigate it, e.g., by anonymizing 
personal information, rephrasing quotes, or debriefing participants after deceptive 
research. 

Justice Research is a burden for participants—they invest time to inform 
researchers about their privacy and security experiences. There is a danger of 
exploitative researcher-participant relationships when vulnerable participants bear 
the burden of research to benefit a different group of people. Hence, research 
participants should benefit from the research in one way or the other. Fair monetary 
compensation for the participants’ time is a common way to ensure that. In UPS 
research, this is especially important when using crowdsourcing platforms (e.g., 
Prolific) for recruitment. Crowdworkers participate in research to make income 
and might not benefit in any other way. Paying workers at least the minimum 
wage at their location is a regular (currently not met [42]) demand of workers 
and researchers alike [92]. Noteworthy, participants may also reap the benefits of 
security research in other ways, such as personalized security education or improved 
security and privacy of the tools they use. We recommend reflecting and reporting 
on these issues when conducting studies. 

Respect for Law and Public Interest Researchers need to identify and adhere 
to laws that apply to their research. Legal issues might be hard to navigate when 
security research involves reverse engineering or vulnerability disclosure. However, 
in UPS research, data protection laws and terms of service for crowdsourcing 
platforms, survey platforms, and transcriptions services are the most common 
issues. Collecting participants’ informed consent about data collection, storage, 
sharing, and deletion is a best practice. In addition, data protection laws (e.g., GDPR 
in the European Union) give data subjects certain rights, e.g., information about data
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practices and data deletion upon request. At most research institutions, support for 
legal issues is available. To provide transparency and accountability, researchers 
should responsibly share research methods, ethical evaluations, collected data, and 
results with researchers or policy-makers. 

5.2 Ethical Considerations for Deceptive Research 

In rare cases, deceiving participants about the research purpose may be necessary 
to address underlying research questions, e.g., knowing a study purpose might 
influence user behavior under investigation. Deception in research designs is a 
contentious issue and should remain a highly regulated exception. Guidelines 
recommend debriefing participants as soon as possible after the deception to avoid 
any psychological harm (e.g., feelings of shame, guilt, and worrying about negative 
impacts from assumed but not real risks). Debriefing avoids participants losing trust 
in researchers [2]. Research protocols involving deception usually require approval 
from an institution’s ethics board. 

Studies may deceive participants about the study objective or the presence of 
risk. For instance, Samat and Acquisti [84] told participants that they would share 
their information with a specific group of people, when in reality they did not. 
Marforio et al. [57] asked participants to test a banking prototype for one week 
and simulated a phishing attack on the prototype. Our 2021 literature review [20] 
shows that 6% of the sampled UPS papers used deception. Researchers mostly used 
deception in experimental studies on social engineering and privacy inform-and-
consent mechanisms. Two-thirds of these papers mention a debriefing process, and 
most have IRB-approval. 

5.3 Ethical Review Boards 

Many universities and other organizations have an Ethical Review Board (ERB) 
or an Institutional Review Board (IRB) to support researchers with ethical delib-
erations and legal compliance. While the application process (incl. duration and 
required level of detail) differs between countries and universities, most applications 
require at least a description of the research process and the identified ethical 
concerns. Applying for an ERB/IRB decision should be one of the first steps of 
starting a research project. Continued communication is necessary when changing 
the research design. 

The call for papers of top-tier security conferences (IEEE S&P, USENIX 
Security, ACM CCS, and NDSS) includes ethics statements. They require that 
all submissions that experiment on human subjects, analyze data derived from 
human subjects, or put humans at risk should discuss their research ethics and 
disclose whether they have an ERB/IRB-approval or exemption. These ethics
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statements describe minimum requirements for human-subjects’ studies; ethical 
community standards and review processes are continuously under scrutiny and 
updated accordingly. 

In our 2021 review of UPS literature [20], we found that 56% of the papers 
obtained approval or received exempt approval, 35% did not mention the topic, and 
4% were from institutions without approval procedure. The remaining papers either 
described a corporate internal review process or claimed to be exempt from needing 
approval. 

When a researcher’s institution does not have its own approval process, we advise 
stating so in the paper and transparently discussing potential ethical issues and how 
they were justified and mitigated. Especially in sensitive cases (e.g., studying the 
privacy and security concerns of political activists or survivors of intimate partner 
violence (IPV), or designing privacy/security solutions for an elderly population) 
an informal advisory board with research peers and subject-matter experts may be 
useful for providing feedback to ethical questions as they arise. 

6 Biases in Research with Human Participants 

The validity and reliability of what we measure in user studies can be compromised 
by systematic errors or biases. We highlight some of the most common biases that 
can impact UPS research. 

The Method The choice of an appropriate method or the construction of an ad-hoc 
method bears numerous opportunities for biasing measures. For instance, issues can 
arise from the question order, priming effects, inappropriate response types or scale 
formats. 

Biases Related to Study Procedures Biases are grounded in insufficient pro-
cedures, too. For instance, a lack of care in the design of a study procedure 
can lead to problems of validity (e.g., when instructions are unclear, excessively 
complicated, or tasks too numerous) and reliability (when a missing or insufficiently 
defined protocol leads one or several researchers to administer a method variably 
across participants). A possible remedy is to train and prepare researchers for data 
collections in a standardized way. Researchers should also pre-test all parts of their 
procedure. 

Biases Related to the Experimental Environment Ecological validity in data 
collection refers to the extent to which the experimental environment is similar to 
the real world. It is much easier to obtain high levels of ecological validity in a field 
study than a lab study, but researchers can take steps to introduce enough realism to 
have some confidence that results may generalize to real-world conditions. 

Biases Related to Sampling It is a frequent limitation that researchers unknow-
ingly overestimate how representative of the population their sample is, thus 
introducing bias. This can lead to underestimating problems in UPS as these
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participants are on average higher educated than the general population. Additional 
aspects of sample bias can result from specific geographic or time frames. It is 
important to be aware of the selection and the self-selection bias. The selection 
bias describes how any sample that was selected by rules that are not fully random 
sampling do not accurately describe the true population [43], and participants who 
voluntarily self-select to take part in research studies may represent a subset of the 
population that differs in terms of privacy and security perceptions and behaviors 
from the general population. When these biases cannot be avoided, it is important 
to be transparent about the sampling procedure and to discuss findings in relation to 
the sample. 

Biases Related to the Participant Biases can influence how research participants 
behave and respond to questions. Typical response biases include, for example, 
the tendency to acquiescence, i.e., participants tend to give a positive answer more 
frequently than a negative one [61, 106]. Participants can also alter their behavior, 
e.g., towards higher performance, when they are aware of being observed. The 
Hawthorne effect refers to the effect of participants’ awareness of study participation 
on their behavior [58]. Participants also tend to provide answers or show behavior 
they feel is positively connoted by the researchers or social norms; this is the social 
desirability bias. For example, in a non-anonymous setting, participants may prefer 
not to say that they use simplistic passwords rather than complex ones [10, 61, 106]. 
The halo effect describes the propensity of participants to transfer their impression 
(positive or negative) to a wider set of properties that they have not experienced 
before. Participants who feel sympathy for a brand may extend their trust to a 
specific service [4, 6, 106]. The recall or retrospection bias refers to memory 
limitations leading to vague or wrong responses. Distortion of recollections may 
also occur under the influence of emotional tainting [83, 97]. A specific problem in 
UPS research is that of security priming, which can lead to increased risk awareness 
in participants and can trigger unnatural responses or behavior. 

Biases Related to the Researcher When conducting research with human par-
ticipants, researchers can underestimate the influence of their own subjectivity 
when applying procedures, formulating questions, taking notes, or coding answers. 
Researchers should be aware of the confirmation bias, which refers to the propensity 
of humans to seek evidence in support of their hypotheses or beliefs, compromising 
neutrality in identifying all relevant data points [56]. Especially in quantitative 
studies, pre-registration of the research questions and methodology can be helpful 
for researchers to document their initial assumptions, and transparently describe 
how they might have adapted their analysis procedure during the study, and why. 
The cultural bias describes a propensity to underestimate the diversity in language, 
behavior, values, or conventions among the participants in a study. It can lead to 
inappropriate wording or color codes, or a lack of support for right-to-left languages 
[64]. When interacting with a participant, a frequent problem is the use of leading 
questions, which increase the risk of socially desirable responses [61, 77].
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7 Conclusion 

Studying behaviors and subjective experiences in the context of UPS is complex. 
Researchers need to balance realistic risk representation with practical, ethical, and 
legal concerns. This chapter describes social science and HCI research methods 
that are relevant for UPS. We describe a variety of methods, discuss how they 
can be used in UPS, and direct the reader to relevant resources. We discuss 
additional methodological tools to enhance the methods, participant recruitment, 
ethical challenges, and biases that could play a role in UPS research. While there is 
no such thing as a one-size-fits-all method, this chapter aims to provide readers with 
the tools to weigh the advantages and shortcomings of the described methods. We 
hope that UPS, as an inherently interdisciplinary field, can use the rich insights in 
methods research to conduct valid, ethical, and replicable science. 
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