
I. Introduction

Technologies from the Fourth Industrial Revolution, such as 
augmented reality (AR) and virtual reality, have been applied 
to various fields, with studies focusing on high value-added 
products. AR technology is becoming increasingly popular 
due to its ability to merge real-world perceptions with vir-
tual images, providing an enhanced interactive experience 
and immersion [1]. These benefits also apply to the medical 
field, with AR being utilized in various areas such as surgical 

Objectives: Intraoperative navigation reduces the risk of major complications and increases the likelihood of optimal surgi-
cal outcomes. This paper presents an augmented reality (AR)-based simulation technique for ventriculostomy that visualizes 
brain deformations caused by the movements of a surgical instrument in a three-dimensional brain model. This is achieved 
by utilizing a position-based dynamics (PBD) physical deformation method on a preoperative brain image. Methods: An in-
frared camera-based AR surgical environment aligns the real-world space with a virtual space and tracks the surgical instru-
ments. For a realistic representation and reduced simulation computation load, a hybrid geometric model is employed, which 
combines a high-resolution mesh model and a multiresolution tetrahedron model. Collision handling is executed when a col-
lision between the brain and surgical instrument is detected. Constraints are used to preserve the properties of the soft body 
and ensure stable deformation. Results: The experiment was conducted once in a phantom environment and once in an ac-
tual surgical environment. The tasks of inserting the surgical instrument into the ventricle using only the navigation informa-
tion presented through the smart glasses and verifying the drainage of cerebrospinal fluid were evaluated. These tasks were 
successfully completed, as indicated by the drainage, and the deformation simulation speed averaged 18.78 fps. Conclusions: 
This experiment confirmed that the AR-based method for external ventricular drain surgery was beneficial to clinicians.

Keywords: Augmented Reality, Ventriculostomy, Surgical Navigation Systems, Computer Simulation, Biomechanical Phenomena

Healthc Inform Res. 2023 July;29(3):218-227. 
https://doi.org/10.4258/hir.2023.29.3.218
pISSN 2093-3681  •  eISSN 2093-369X  

Original Article

This is an Open Access article distributed under the terms of the Creative Com-
mons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-
nc/4.0/) which permits unrestricted non-commercial use, distribution, and reproduc-
tion in any medium, provided the original work is properly cited.

ⓒ 2023 The Korean Society of Medical Informatics

Simulation Method for the Physical Deformation 
of a ThreeDimensional Soft Body in Augmented 
RealityBased External Ventricular Drainage
Kyoyeong Koo1, Taeyong Park2, Heeryeol Jeong1, Seungwoo Khang1, Chin Su Koh3, Minkyung Park3,4, 
Myung Ji Kim5, Hyun Ho Jung3, Juneseuk Shin6, Kyung Won Kim7, Jeongjin Lee1,8

1School of Computer Science and Engineering, Soongsil University, Seoul, Korea
2Department of Biomedical Informatics, Hallym University Medical Center, Anyang, Korea
3Department of Neurosurgery, Yonsei University College of Medicine, Seoul, Korea
4Brain Korea 21 PLUS Project for Medical Science and Brain Research Institute, Yonsei University College of Medicine, Seoul, Korea
5Department of Neurosurgery, Korea University Ansan Hospital, Ansan, Korea
6Department of Systems Management Engineering, Sungkyunkwan University, Suwon, Korea
7Department of Radiology & Research Institute of Radiology, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Korea
8iAID Inc., Seoul, Korea

Submitted: November 11, 2022
Accepted: June 9, 2023

Corresponding Author 
Jeongjin Lee
School of Computer Science and Engineering, Soongsil University, 369, 
Sangdo-ro, Dongjak-gu, Seoul 06978, Korea. Tel: +82-2-820-0911, E-
mail: leejeongjin@ssu.ac.kr (https://orcid.org/0000-0001-9676-271X)

mailto:leejeongjin@ssu.ac.kr
http://crossmark.crossref.org/dialog/?doi=10.4258/hir.2023.29.3.218&domain=pdf&date_stamp=2023-07-31


219Vol. 29  •  No. 3  •  July 2023 www.e-hir.org

Physical Deformation Simulation Method

planning [2], virtual endoscopy [3], surgical training simula-
tors [4], and AR surgical navigation systems [5]. Numerous 
studies have also employed AR in brain surgery [6-8].
 Cabrilo et al. [6] used AR for arteriovenous malformation 
surgery. In their study, they augmented the segmented blood 
vessel information, obtained through three-dimensional 
(3D) digital subtraction angiography, onto the microscope 
lens. This enabled the surgeon to perform the surgery with-
out needing to view a separate screen. Besharati Tabrizi et al. 
[7] were able to review magnetic resonance imaging (MRI), 
tumor boundaries, and other relevant information before 
performing a craniotomy by projecting the segmented lesion 
data onto the patient using a video projector. Watanabe et 
al. [8] visualized anatomical structures on images captured 
with a tablet PC. The tablet’s position was tracked using six 
cameras, and the intracranial structure was displayed at cor-
responding angles when viewed from different tablet direc-
tions. 
 The studies mentioned above employed AR to identify 
the location of anatomical structures in the brain. However, 
they did not take into account brain deformation, which 
can occur during surgery, and only overlaid the anatomical 
structures. Brain deformation takes place during surgery 
due to factors such as the patient’s posture, gravity, and ma-
nipulation by surgical instruments [9]. In ventriculostomy, 
the surgical instrument insertion path is planned using 
preoperative computed tomography (CT) or MRI, and the 
instrument is inserted along this path [10,11]. Consequently, 
discrepancies between the preoperative plan, which does not 
account for deformation, and the actual surgical situation, 
where anatomical deformation may occur, can impact the 
accuracy of the insertion route [12]. 
 Several studies have taken brain deformation into account 
while investigating surgical procedures, but without AR 
[9,13]. In most of these studies, physical deformation models 
were implemented using the finite element method (FEM). 
Fukuhara et al. [14] created a simulator for opening the Syl-
vian fissure in the brain, allowing the operator to simulate 
the process while experiencing the reaction force from the 
deformed brain. During that simulation, brain deformation 
was modeled using FEM. Forte et al. [15] also employed 
FEM to simulate the brain shift phenomenon caused by 
cerebrospinal fluid loss during surgery. Although FEM can 
produce highly accurate simulations, its application during 
surgery is challenging due to the extensive computational 
requirements. 
 In contrast, position-based dynamics (PBD) [16] offers a 
physical deformation method comparable to FEM, repre-

senting brain deformation through a mass-spring system. 
This approach is characterized by its ability to perform rapid 
and robust calculations. Furthermore, simulation stability 
is ensured by employing an implicit method for interpreta-
tion. Flexibility errors, such as penetration phenomena, are 
addressed by directly controlling the mesh vertex position. 
Multiple studies have integrated PBD into soft-body defor-
mation simulations. For instance, Pan et al. [17] converted 
3D objects into spherical units and utilized PBD for con-
straint analysis between these spheres. Pan et al. [18] also 
reconstructed the spheres associated with the cutting plane 
to create a more natural soft-body cutting simulation. Ro-
meo et al. [19] applied PBD to simulate skeletal muscle and 
fascia, conducting the simulation by defining a muscle fiber 
constraint that reflects changes caused by muscle contrac-
tion and fascia, and by assigning different strengths to each 
region.
 This paper proposes an AR-based simulation technique for 
brain ventriculostomy that visualizes a 3D model of brain 
deformation caused by the movement of surgical instru-
ments using a PBD physical deformation method.

II. Methods

The mesh and tetrahedron models are combined into a hy-
brid model following the semi-automatic segmentation of 
the preoperative brain image. Subsequently, an AR surgical 
environment is created to align the real world with the vir-
tual space by registering trackable objects (e.g., smart glasses 
and surgical instruments) and utilizing infrared cameras. 
During surgery, the position of the surgical instrument is 
monitored in real time, and collision handling is implement-
ed when a collision between the brain and the instrument is 
detected. At this stage, various constraints are applied to en-
able deformation that takes into account the heterogeneous 
nature and properties of soft bodies, such as brain tissue and 
ventricles. The soft-body deformation process is carried out 
iteratively based on units of time, facilitating the expression 
of natural soft-body movement (Figure 1).

1. Creating a 3D Model
The generation of each model used in AR ventriculostomy 
(skin, brain, and ventricle models) begins with the segmen-
tation of the respective areas in the preoperative CT images. 
The skin area, where the background is removed from the 
preoperative image, represents the patient’s body surface and 
serves as the reference point for correlating the real world 
with the virtual space. The brain area consists of the target 
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location for surgical instrument insertion and the simulation 
of deformation due to the movement of the surgical instru-
ment. Each area is semi-automatically segmented using the 
livewire method [20], and a high-resolution 3D mesh model 
is created from each segmented area using a marching cube 
algorithm [21]. A continuum-based model is necessary to 
implement a sophisticated physical model, as the 3D mesh 
model only contains surface information, and the overall 
characteristics of the soft tissue must be considered. There-
fore, the 3D mesh model is simplified using SOFA [22], and 
a tetrahedron model, in which each element consists of tet-
rahedron units, is generated. The method of Kim et al. [23], 
which generates a multiresolution tetrahedron model with 
tetrahedrons of varying sizes based on density, is employed 
for computational efficiency.

2. Creating a Hybrid Model for Simulation Optimization
High-speed calculations are necessary due to the continu-
ous brain deformation caused by surgical instruments. To 
address this, a hybrid geometric model, which combines 
a high-resolution mesh model and a multiresolution tet-
rahedron model, is utilized. This model offers a realistic 
representation while reducing the computational load of the 
simulation. A barycentric coordinate is employed for coordi-
nate mapping between the adjacent vertices of the two mod-
els, allowing the deformation information of the tetrahedron 
model to be reflected in the high-resolution mesh model 
[24]. The PBD physical deformation modeling accounts for 
deformation information in the tetrahedron model when de-
formation occurs due to surgical instruments. Each vertex of 
the high-resolution mesh model is interpolated to the vertex 
position of the connected tetrahedron.

3. Establishing an AR Surgical Environment
In this study, two infrared cameras (OptiTrack Prime 13) 
are utilized to locate the patient, smart glasses, and surgical 
instruments, while augmented 3D models displayed on the 
smart glasses provide navigational information to the clini-
cians. As a prerequisite, a virtual space must be modeled, and 
an AR surgical environment that aligns with both the virtual 

space and the real world should be established (Figure 2).
 The virtual space is created using the Motive software [25]. 
The surgical area is sampled with a calibration tool that has 
attached infrared markers; the origin and axis are established 
using an alignment tool to construct the virtual space. Infra-
red markers affixed to the smart glasses and surgical instru-
ments are reconstructed into rigid models within the virtual 
space, enabling the objects to be identified and tracked.
 A calibration process for smart glasses is conducted to 
display a 3D model within a virtual space. The 3D coordi-
nates of the checkerboard intersection, as indicated by the 
two-dimensional camera image and the checkerboard itself, 
are acquired with the assistance of infrared markers [26]. 
The camera parameter is derived from the linear relation-
ship between the 3D coordinate and the two-dimensional 
coordinates on the image screen, utilizing the direct linear 
transform algorithm. Ultimately, the object within the vir-
tual space is transformed into the smart glasses’ coordinate 
system and rendered [26].
 Finally, it is necessary to align the 3D model with the pa-
tient in a supine position for surgery. In the affected area, a 
visually discernible feature that can also be characterized in 
the 3D model is designated as the matching feature point. 
The 3D coordinates of these corresponding feature points 
are acquired using a surgical instrument equipped with in-
frared markers. The feature points are then matched using 
the iterative closest point algorithm to establish a correlation 
between the real world and the virtual space [26] (Figure 3).
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Figure 1.   Augmented reality (AR)based 
ventriculostomy simulation 
process. IR: infrared, 3D CT: 
threedimensional computed 
tomography.
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Figure 2. Augmented reality surgical environment. IR: infrared.
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4.  PBD Physical Deformation Modeling Considering Het-
erogeneous Characteristics

The PBD physical model is iterated to simulate soft-body 
deformation, taking into account external forces such as col-
lision and gravity, as well as internal forces like elastic forces 
within the soft body. The geometric structure of the 3D 
deformation object, suitable for representing a soft body, is 
characterized by a vertex (p1…pn) possessing a mass of (wi = 
1/mi). The deformation of the object is depicted as the dis-
placement of the vertices obtained using:

                      

 

𝑣𝑣���� = 𝑣𝑣� + 𝑓𝑓∆𝑡𝑡𝑡𝑡� + 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑣𝑣�), (1)

  

 (1)

                             

 

𝑝𝑝���� = 𝑝𝑝� + 𝑣𝑣���� + ∆𝑡𝑡. (2)

 

  

 (2)

 Equation (1) represents the new speed (v new
i ) that corre-

sponds to the external force (f) acting on the 3D soft-body 
model, internal damping, and mass at the current speed (vi) 
of the vertex; this equation is used to calculate the soft-body 
deformation caused by external forces. Equation (2) repre-
sents the (pnew

i ) new vertex location resulting from the exter-
nal forces, and it is estimated from the current location (pi) 
of the vertex and the velocity information (v new

i ) with respect 
to unit time (Δt) [16].
 To obtain the deformation of a realistic 3D soft-body 
model, the estimated location information must be modi-
fied to an optimized location by applying a constraint that 
captures the soft tissue’s deformation characteristics. The 
Gauss-Seidel iteration technique was employed to analyze 
the constraint, minimizing unit time to naturally represent 
the deformation simulation. Moreover, the calculations for 
each constraint were repeated to converge the vertices to 
an optimal position [16]. A normalized coefficient was also 
utilized to adjust the strength of the constraints. The new 
vertex’s location (p fin

i ) with the applied constraint represents 

a modified 3D soft-body model; the new velocity of the ver-
tex is implicitly derived from the current location (p fin

i ) and 
previous location (pi), as shown in Equation (5), before the 
next deformation [16].

                              

 

𝑝𝑝���� = 𝐶𝐶(𝑝𝑝����) ∗ 𝑘𝑘𝑘�, (3)

  

 (3)

                              

 

 

𝑘𝑘𝑘� = 1 − (1 − 𝑘𝑘�)���, (4)

  

 (4)

                              

 

 

𝑣𝑣���� = (𝑝𝑝���� − 𝑝𝑝�)/∆𝑡𝑡. (5)

 

  

 (5)

 The following constraint was applied to the physical defor-
mation model to achieve stable deformation while maintain-
ing the integrity of the soft body. 

                        

 

𝐶𝐶�������(𝑝𝑝�, 𝑝𝑝�) = |𝑝𝑝� − 𝑝𝑝�| − 𝑙𝑙����. (6)

 

  

 (6)

 As shown in Equation (6), the stretch constraint is imple-
mented using the difference between the initial distance (linit) 
and the current distance (|p1 – p2|) between the two vertices (p1, 
p2) to express the spring form, which is a basic element of 
the physical model [16]. In this scenario, rapid deformation 
is facilitated by approximating the variation of the projected 
distance of the edge connecting the vertices.
 For a stable representation of bending motion in a model 
comprised of tetrahedrons, we apply equations that preserve 
both the internal angle of each tetrahedron and the angle 
between adjacent tetrahedrons. These equations are repre-
sented as follows [16,27]:

                     

 

𝐶𝐶��������(𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�) � ���� � �������
|�������|

∙ �������|�������|
� � ��, (7)

  

       (7)
                         

 

𝐶𝐶��������(𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�) � ���� � �������
|�������|

∙ �������|�������|
� � ��, (7)

                        

 

𝐶𝐶��������(𝑝𝑝�, 𝑝𝑝�, 𝑣𝑣) = ‖𝑣𝑣 𝑣 𝑣𝑣‖ 𝑣 ℎ�. (8)

 

  

 (8)

 Assuming that the initial volume of the 3D soft-body ob-
ject is conserved after deformation, any volume loss can be 
compensated for by considering the volume change based 
on the initial volume (V0) and the actual volume (V) using a 
previously described method [16].

                    

 

𝐶𝐶���������(𝑝𝑝� …𝑝𝑝�) = (∑ (𝑝𝑝�� × 𝑝𝑝��) ∙ 𝑝𝑝������ ) − 𝑉𝑉�, (9)

  

  (9)
                        

 

𝐶𝐶���������(𝑝𝑝� …𝑝𝑝�) = (∑ (𝑝𝑝�� × 𝑝𝑝��) ∙ 𝑝𝑝������ ) − 𝑉𝑉�, (9)

  

           

 

𝐶𝐶��������(𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�) � ��� ((𝑝𝑝� − 𝑝𝑝�) × (𝑝𝑝� − 𝑝𝑝�) ∙ (𝑝𝑝� − 𝑝𝑝�)� − ��. (10)

 

  

  (10)
                

 

𝐶𝐶��������(𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�) � ��� ((𝑝𝑝� − 𝑝𝑝�) × (𝑝𝑝� − 𝑝𝑝�) ∙ (𝑝𝑝� − 𝑝𝑝�)� − ��. (10)

 

  

A B

Figure 3.  Setting and manual matching of response points. (A) 
Feature points in virtual space. (B) Feature points in 
real space.
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 To represent the heterogeneous nature of the brain and 
ventricle, which exhibit distinct physical properties, a virtual 
spring capable of applying the elastic modulus within the 
tetrahedron was developed. A virtual spring was established 
between the centroid of the tetrahedron and each vertex. By 
adjusting the normalized coefficients while preserving the 
overall deformation, various physical properties can be dem-
onstrated [18]. 

                        

 

𝐶𝐶������(𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�) = �
�∑ 𝑘𝑘�(‖𝑝𝑝� − 𝑞𝑞�‖ − 𝑑𝑑�)����� . (11)

 

 

 

 

 

 

 

 

 

 

 

 

    (11)

                             

 

𝐶𝐶������(𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�, 𝑝𝑝�) = �
�∑ 𝑘𝑘�(‖𝑝𝑝� − 𝑞𝑞�‖ − 𝑑𝑑�)����� . (11)

 

 

 

 

 

 

 

 

 

 

 

 

 Precisely detecting a collision and the resulting deforma-
tion is necessary for modeling brain deformation during the 
process of inserting surgical instruments into a target ven-
tricle. However, issues may arise due to an increase in com-
putational load and a decrease in simulation speed when de-
tecting detailed collision and deformation effects across the 
entire brain area. In this paper, we define the deformation 
space using a sphere tree [28] and enhance computational 
efficiency by utilizing the predicted deformation space based 
on the degree of deformation caused by the surgical instru-
ment. The collision detection area consists of a spherical 
shape optimized for processing the brain’s rounded shape. 
This range is hierarchically narrowed down to enable rapid 
detection of collisions with surgical instruments.
 The predicted deformation space represents the area where 
deformation occurs due to the surgical instrument. This re-
gion is divided by comparing the average change in the tetra-

hedrons of the affected area with the average change in those 
of the entire brain region. Collisions can be resolved more 
frequently than in other spaces to minimize penetration by 
surgical instruments. Deformation accuracy is enhanced 
by reducing the unit time (Δt) and adjusting the number of 
constraint iterations (Figure 4). 

III. Results

In this study, experiments were conducted using a personal 
computer equipped with an Intel i7-11700 processor (3.6 
GHz), 16 GB of RAM, and an NVIDIA GeForce GTX 1660 
graphics card. The data utilized in the experiments, which 
included a phantom experiment and an AR ventriculostomy 
in a real surgical environment, were derived from computed 
tomography images of two patients in need of ventriculos-
tomy. This data was provided by Yonsei University Severance 
Hospital. 

1. Qualitative Assessment
The model depicted in Figure 5 was created using 3D print-
ing for the phantom experiment. The skin area functioned 
as a reference point for alignment and was consequently 
utilized in its original form. A simplified, drawer-like model 
was chosen for the brain and ventricle to facilitate reusability 
and simplify the verification of experimental results. A gela-
tin material with properties similar to those of brain tissue 
was selected for the interior of the brain.
 The phantom model experiment was conducted as follows. 
Prior to surgery, the direction and depth of the surgical in-

Surgical instrument

Brain

Ventricle

Division as per strain level

Forecast deformation area

Figure 4.   Defining and distinguishing 
the forecasted deformation 
area based on the strain level.

A B

Figure 5.   Phantom model. (a) Rendered 
phantom model. (B) A 3D 
printed phantom model.
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strument’s insertion were planned, the work area and inser-
tion paths were marked on the 3D model, and an infrared 
marker-based AR surgical environment was established. At 
the beginning of the operation, the operator entered the cor-
responding points to align the phantom model with the 3D 
brain model. Once the alignment was complete, the inser-
tion path, entry angular error relative to the current surgical 
instrument, and distance to the target were visualized on the 
smart glasses, as depicted in Figure 6. The zoom navigation 
feature in the bottom left corner of the screen enables the 
user to examine the structure near the surgical instrument 
and the deformation of the 3D brain model caused by the 
surgical instrument (Figure 6B).
 The tasks evaluated involved inserting the surgical in-
strument into the ventricle using only the navigation in-
formation provided by the smart glasses and monitoring 
the drainage of cerebrospinal fluid. In Figure 7, the central 
image illustrates the process of cerebrospinal fluid drainage 
through the inserted catheter, guided by the AR system. The 
figure on the right displays a container of cerebrospinal fluid 
situated within the phantom model, and also demonstrates 
the process of verifying that the catheter has penetrated the 

upper portion of the container. These tasks were successfully 
completed, as evidenced by the drainage (Figure 7).
 AR ventriculostomy was performed in an actual surgical 
environment after the Institutional Review Board approval 
(No. 4-2020-1034) at Yonsei University Health System, Sev-
erance Hospital. Written informed consents were obtained. 
While the procedure was similar to that of the phantom 
model experiment, a catheter was initially inserted into the 
ventricle according to conventional surgical guidelines using 
a commercial navigation system (Brainlab, Munich, Ger-
many) to ensure patient safety. After placing the ventricular 
catheter, the AR system’s guidance, utilizing a navigated dis-
posable stylet, was introduced into the ventricular catheter, 
and our system performed precisely as planned. 
 Figure 8 shows that the proposed AR system successfully 
reached the target point, the foramen of Monro, from Ko-
cher’s point when inserted along the conduit path recom-
mended by the commercial navigation system. This confirms 
its clinical applicability and validity.

2. Evaluation of the Speed of the Soft-Body Simulation
The image processing speed was determined by averaging 
the simulation speeds from repeated measurements for a 3D 
model of the brain and surgical instrument within a virtual 
space. The average was calculated after 10 deformations with 
surgical instruments, and this set was repeated five times. 
The soft-body simulation speed, which included collision 
detection, soft-body deformation, and rendering times, 
was measured. The data used in this study’s experiments 
were taken from an actual surgical environment. A smaller 
number of elements in the model resulted in a faster execu-
tion time. However, in this study, we used a model with the 
resolution adjusted so that the average spacing between the 
model’s vertices was within 3 mm. This was done consider-
ing that the diameter of the catheter used for ventriculos-
tomy was 9–10 Fr (approximately 3 mm). The brain model, 
including the ventricle region, consisted of 37,336 elements. 

(B)(B)

(A)(A)

(C)(C)

Figure 6.  Smart glasses screen. (A) Multiplanar reconstruction 
images, (B) zoom navigation, and (C) entry angle error 
of the surgical instrument.

Figure 7. Drainage and evaluation of artificial cerebrospinal fluid using the phantom model.
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The experiment demonstrated an average speed of 18.78 fps 
(53.24 ms).
 The tracking speed of surgical instruments and the render-
ing of smart glasses may appear slower compared to the real-
time performance of over 30 fps in AR systems, due to the 
rate of soft-body deformation. To counteract this, each pro-
cess was calculated as an independent thread, and informa-
tion was updated based on the smart glasses’ rendering cycle. 
The soft-body deformation information that was closest to 
the current rendering point was chosen for visualization, 
ensuring that the AR system’s speed was not affected. Two 
clinicians were asked to qualitatively evaluate the phantom 
experiment, and both reported no discomfort in terms of 
speed.
 Table 1 shows the differences in soft-body simulation 
speeds between the method proposed in this paper and 
those found in existing studies [14,17,29,30]. Furthermore, 
studies employing the proposed method were compared to 
those simulating soft-body deformation caused by surgi-
cal instruments. There are discrepancies in the number of 

elements in each study’s 3D model used for speed measure-
ment. Consequently, the data resolution was adjusted to 
compare the speed of the method presented in this paper 
with those of existing methods. Fukuhara et al. [14] utilized 
data with a number of elements most similar to that in this 
paper. However, it took the longest time (700 ms) due to 
the use of FEM for deformation. In the study by Yang et al. 
[29], the element type was different, but the execution time 
was lengthy considering the number of elements. Pan et al. 
[17] conducted PBD-based deformation and demonstrated a 
rapid performance of less than 10 ms. Nonetheless, compar-
ing the results of Pan et al.’s method with the study results in 
this paper proved challenging due to differences in simula-
tion procedures. The method by Pan et al. [17] involved 
simulating the cutting of a large area, allowing for the simu-
lation to be conducted with a smaller number of elements. 
However, this study required a higher model resolution since 
it focused on a procedure involving the insertion of surgical 
instruments into a localized area. 

Figure 8.   Performing augmented reali
ty ventriculostomy in a real 
world surgical environment.

Table 1. Comparison between the proposed method and existing studies

Study Method 3D model Elements Element type Time (ms)

Fukuhara et al. [14] FEM Brain 34,401 Tetrahedron 700
Yang et al. [29] FEM Steak 6,272 Hexahedron 25.2
Pan et al. [17] PBD Liver 570 Particle 6.25

Spleen 466 Particle 2.65
Xu et al. [30] PBD + mass spring Liver, gallbladder 650 Particle 24.26
Proposed method PBD Brain, ventricle 65,691 Tetrahedron 85.32

Brain, ventricle 37,336 Tetrahedron 53.24
Brain, ventricle 20,677 Tetrahedron 34.92
Brain, ventricle 5,824 Tetrahedron 17.51
Brain, ventricle 612 Tetrahedron 7.14

FEM: finite element method, PBD: position-based dynamics.
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IV. Discussion

AR technology is gaining popularity due to its ability to 
merge real-world perceptions with virtual images, provid-
ing an enhanced interactive experience and immersion [1]. 
AR has been utilized in various medical fields, including 
brain surgery. However, previous studies [6-8] have limited 
the use of AR to overlaying anatomical structures, without 
considering potential brain deformation during surgery. In 
this paper, we propose an AR-based brain ventriculostomy 
simulation technique that visualizes a 3D model of brain de-
formation caused by the movement of surgical instruments, 
using a PBD physical deformation method on preoperative 
images. To achieve a realistic representation, we employed a 
hybrid geometric model that combines both high-resolution 
mesh and multiresolution tetrahedron models, while reduc-
ing the simulation computation load. An infrared camera 
was used to track smart glasses and surgical instruments. We 
applied various constraints to the PBD model to represent 
brain deformation caused by surgical instruments and het-
erogeneous characteristics, such as the brain and ventricle.
 We conducted two experiments to assess the effectiveness 
of the AR ventriculostomy system. In the phantom experi-
ment, surgical instruments were inserted into the phantom 
model using only the navigation information displayed on 
the smart glasses, and the drainage of cerebrospinal fluid was 
examined. The clinician identified the three-dimensional 
structure of the ventricle as it was deformed by the surgical 
instrument and confirmed that the instrument was accu-
rately guided to the target point. The soft body deformation 
speed was 18.78 fps. Although this speed did not reach the 
real-time threshold of 30 fps, it was synchronized with the 
rendering cycle of the smart glasses. Two clinicians were 
asked to provide a qualitative evaluation of the phantom 
experiment, and both reported that they did not experience 
any discomfort in terms of speed.
 In the actual surgical environment, the catheter was first 
inserted using a commercially available navigation system 
(Brainlab) to ensure patient safety. Subsequently, the dispos-
able stylet was inserted under the guidance of the AR system 
described in this paper. Moreover, the surgical plan created 
by the commercial navigation system was consistent with the 
plan of the developed system for clinical patients in the real 
surgical environment. Consequently, it was confirmed that 
the system could be applied to clinical practice.
 The results of this study indicate that additional research 
is necessary to enhance the speed of soft body deformation. 
Moreover, a multiresolution tetrahedron model was em-

ployed to increase the speed, while a hierarchical sphere tree 
was utilized for rapid collision detection. Despite these ef-
forts, real-time processing performance was not attained. By 
synchronizing with the smart glasses’ rendering cycle, user 
discomfort resulting from the slow speed was minimized. 
However, this synchronization could potentially impact the 
precision of the soft body deformation.
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