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1. Introduction 
In recent years, the civilian application of unmanned aerial vehicles (UAVs) has grown dramatically, and it is no 

longer limited to the military context. UAV stands for unmanned aerial vehicle, and it is a motorised air aircraft that does 
not require an onboard pilot. It can fly autonomously or with manual control from a human pilot on the ground thanks to 
the embedded system of the UAV being pre-programmed. The obstacle detection system is regarded as an important 
element in the autonomous navigation system [1][2]. It allows the UAV to carry out its job in a safe manner across the 
operational area [3]–[7]. However, there are many deficiencies in this study that need to be filled because most previous 
obstacle detection and systems established by researchers still have flaws and drawbacks that can compromise the 
system's resilience and reliability. This project aims to address all of the aforementioned flaws and issues by introducing 
a novel obstacle detection system based on a vision-based sensor and a range-based sensor combination.  

Abstract: Due to the physical size and weight limits of small unmanned aerial vehicles (UAVs), developing a reliable 
obstacle detection a system that can provide an effective and safe avoidance path is extremely difficult. Prior work 
has tended to use a vision-based sensor as the primary detecting sensor however, this has resulted in a high reliance 
on texture appearance and a lack of distance sensing capabilities. Furthermore, due to the inability to detect the free 
region, vision-based sensor detection systems have difficulty developing a trusted safe avoidance path.  However, 
most wide spectrum range sensors are bulky and expensive, making them unsuitable for small UAVs. This project 
aims to construct an obstacles detection system with the integration of various based sensors for a small UAV. The 
potential obstacles are identified by categorizing feature points identified in image frame. The suggested approach 
was tested in a real-world setting for both of the observed scenarios, which included various obstacles configurations. 
Two types of scenarios are experimented in this project consists of single frontal obstacles and presence of side 
obstacles alongside the frontal obstacles. On top of that, the position of the side obstacle is aligned to the frontal 
obstacle and then will be positioned in the increment of 20cm further from the frontal obstacle in order to analyze 
the outcome of the proposed algorithm. The proposed detection system had a possibility to be a trustworthy system 
even after utilizing the depth perception technique, however this does not imply that the proposed system is faultless. 
The results show that the suggested algorithm system detects and distinguishes between the potential obstacles and 
free region for a single frontal obstacle perfectly. However, there were improvements that should be implemented 
with the proposed system's ability of detection for multiple obstacles. 
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Visual sensors or cameras rely on capturing the images of the environment and objects to give useful information to 
be extracted. The benefits of using cameras are their small size, lesser weight, lower power consumption, flexibility and 
they can be easily mounted. The operation of a light detection and ranging (LiDAR) sensor is remarkably similar to a 
radar. The LiDAR method of data collection is both quick and precise. Furthermore, compared to previous generations, 
LiDAR sensors have gotten significantly smaller, compact, and lighter in weight over time, and are now suitable for 
placement on small and micro-UAVs. The proposed obstacle detection system is projected to outperform the previously 
developed obstacle detection and avoidance system for UAV by combining these sensors into a single system.  

The objective for this project is to construct an obstacle detection system by categorizing feature points identified in 
the image frames. Because of the previous obstacle detection system limitation which mainly focus on detecting obstacles 
that are directly in front of the UAV, this project also aims investigate the proposed method for the detection of free 
region toward both single and multiple obstacles with different physical configurations. 
 
2. Methodology 

This section presents the research methodology that is employed in the proposed obstacle detection system. 
 

2.1 Proposed Project Configuration 
The suggested obstacle detection system combines various sensors into a single detection system. Adding a sensor 

to the detecting system will modify the physical configuration of the UAV platform as well as the system's complexity. 
The UAV platform chosen in this work is the F450 quadcopter drone. Fig. 1 illustrates the configuration of the F450 
quadcopter drone used in the research project and the frame work of the proposed obstacle detection system.  
 

 

 
 
 
Fig. 1 - UAV platform configuration. (a) F450 quadcopter drone; (b) TF-Luna Lidar sensor; (c) camera sensor; 

(d) Raspberry Pi; (e) Pixhawk; (f) flow chart of the proposed obstacle detection system 
 

(f) 
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The complementary sensor that will be used together with the camera sensor is the TF-Luna LIDAR. The TF-Luna 
is a ToF-based single-point ranging Lidar. It can provide consistent, accurate and very sensitive range measuring thanks 
to its unique optical and electrical design. Aside from that, the detection range of the TF-Luna is up to 8 metres, the blind 
zone is 0.2 metres and the distance resolution is 1 cm. With a standard deviation of 90 percent reflectivity, TF-Luna can 
detect objects with a minimum edge length of 3.5 cm within a detection distance of 1 metre. The TF-Luna's power supply 
voltage is 5V with a UART communication interface and a 3.3V communication level. Furthermore, TF-Luna is a little 
device that weighs about 5 grammes making the TF-Luna Lidar is an excellent choice and suitable solution for lightweight 
UAV applications. It is also compatible with Arduino, Raspberry Pi and other platforms. 
 
2.2 ORB Features Detection and Binary Descriptor 

ORB stands for Oriented Fast and Rotated Brief. The keypoints detector of ORB is FAST while the descriptor is 
BRIEF. To detect feature points, the ORB method employs the improved FAST (features from accelerated segment test) 
algorithm. The concept is that if a pixel differs greatly from its surroundings, it is more likely to be a corner point. After 
extracting the Oriented FAST feature points, the ORB method calculates the descriptors for each point using the enhanced 
BRIEF algorithm. BRIEF is a binary vector descriptor with a number of 0 and 1 values in its vector [8]. The image 
matching flow based on ORB algorithm and the example of features detection using ORB are shown in the Fig. 2 and 
Fig. 3 respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 - Image matching flow chart based on ORB algorithm [3] 
 

  
(a) (b) 

Fig. 3 - Features detection using ORB algorithm (a) query image; (b) train image 
 

2.3 Key Point Matching 
ORB is a fusion of the FAST key point detector and BRIEF descriptor with some modifications [9]. Initially, it uses 

FAST to determine the main points. Then, the top N points are then determined using the Harris corner measure. FAST 
is rotation variant and does not compute the orientation. It calculates the patch's intensity weighted centroid with the 
corner in the centre. The orientation is determined by the direction of the vector from this corner point to the centroid. 
To increase rotation invariance, moments are computed. If there is an in-plane rotation, the descriptor BRIEF performs 
poorly. In ORB, the orientation of the patch is used to build a rotation matrix and then the BRIEF descriptors are steered 
accordingly. The example of keypoints matching across two image frames is shown in the Fig. 4. 
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Fig. 4 - The matching key points across two image frames 

 
2.4 Depth Perception Technique 

The depth perception technique used by the proposed obstacle detection and avoidance system is based on the 
expansion of the detected features points between the image frames [10], [11]. This technique allows the suggested 
obstacle detection and avoidance system to simultaneously detect the existence of dangerous obstacles as well as free 
regions from the surrounding environment. The distance ratio cue and the octave scale change cue are two types of depth 
cues by expansion employed in the proposed obstacle detection and avoidance system. For the proposed UAV detection 
system, the distance ratio cue will be the major source, while the octave scale changes cue will be the secondary source. 
 
2.4.1 Distance Ratio Cue Experiment 

The main purpose of this experiment is to determine the distance ratio of the feature points across the image frames. 
Each of the image frames corresponds to the distance of the camera sensor to the target object [12] The image frames of 
the target object are captured in 10 cm increments until 300 cm is reached. As illustrated in Fig. 5(a), the target object 
has four feature points with four sets of distance values and it will be applied to all image frames. The four sets of 
distances from the feature points have comparable behavior as shown in Fig 5(b). It is also important to note that the 
distance between feature points and the camera sensor is inversely proportional to each other, closely resembling a 
logarithmic function. This result of this experiment can provide useful information, such as the fact that a closer object 
will have more substantial distance variations between feature points than an object at a distance. This information was 
used to discriminate between close and far objects in the surrounding environment. The suggested obstacle detection and 
avoidance system, on the other hand, would use this information to assist in recognizing the existence of obstacles in the 
UAV operating environment and, eventually, identify the best path for the UAV to take for a safe avoidance maneuver. 
 
 

  
(a) 
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(b) 

Fig. 5 - Distance feature point experiment (a) set of feature points distance; (b) distance ratio cue result (blue 
line is SOP 1, red line is SOP 2, yellow line is SOP 3, green line is SOP 4) 

 
From the raw data collected, the distance ratio between corresponding feature point can be obtained. Table 1 shows 

the distance ratio with distance difference of 30cm. 
 

Table 1 - dR for 30cm 

Distance, 
cm 

SOP 1 SOP 2 SOP 3 SOP 4 dR1 dR2 dR3 dR4 Average 
dR 

100 210.1 279.1 153.5 173.5 1.29 1.26 1.31 1.32 1.30 
110 195.1 258.0 138.2 154.2 1.33 1.26 1.30 1.24 1.28 
120 183.3 237.0 127.0 142.0 1.17 1.17 1.24 1.18 1.16 
130 163.0 221.0 117.2 131.6 1.16 1.16 1.17 1.16 1.16 
140 147.2 204.0 106.9 124.3 1.15 1.15 1.14 1.14 1.15 
150 142.2 203.0 102.1 120.2 1.14 1.13 1.12 1.11 1.13 
160 140.1 190.0 100.3 113.7 1.13 1.12 1.11 1.10 1.12 

 
From the table above, the recommended reference distance ratio would be 1.13 as the proposed obstacle detection 

system is designed to execute the algorithm when approaching the obstacle at 150cm. The observed reference points will 
be thresholded using a straightforward technique. If the distance ratio is greater than the reference distance ratio, the 
detecting system will identify the matching feature points as an obstacle meanwhile if the distance ratio is smaller than 
the reference distance ratio, the matching feature will be considered as non-obstacle. 
 
2.4.2 Octave Scale Change Experiment 

       The scale changes cue is provided with the distance ratio cue to add reliability to the proposed obstacle 
identification and avoidance system. These scale values will change depending on how far away the image frame was 
taken. When a similar feature point from an object is identified at a greater distance from the camera sensor for example, 
the scale value created is practically smaller in comparison to the scale value obtained when the camera sensor is 
extremely close to the object. As a result, changes in the scale values of identified feature points might provide imprecise 
information on the object's state position, which is either approaching or moving away from the UAV. 

Two set of image frame were taken from the same camera as shown in the Fig. 6. The first image is taken 170cm 
from the camera, while the second image frame is taken 200cm from the camera. Theoretically, when a similar feature 
point from an object is detected at a wider sensor is extremely distance from the camera sensor, the octave scale value 
generated is essentially less than when the camera close to the object. The total value of the octave scale can be the 
parameter to filter out the false matching. Referring to the Table 2 below, it can be concluded that the keypoint with index 
number 14 is not a true keypoint as its scale value in image frame 2 is higher than in image frame 1, thus it can be 
executed from the detection algorithm. 
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(a) (b) 

Fig. 6 - Scale change experiment (a) image frame 1 (170cm); (b) image frame 2 (200cm) 
        

Table 2 - Octave scale difference between two images 

Index Octave value image 1, Octave value image 2, Total octave value Status 

9 3 2 1 True 
10 0 0 0 True 
11 1 1 1 True 
12 2 2 0 True 
13 2 2 0 True 
14 5 6 -1 False 
15 5 4 1 True 

 
3. Result and Discussion 
     This section discusses the findings of the proposed obstacles detection algorithm. 
 
3.1 Single Frontal Obstacle  

There are three types of obstacles introduced inside the operating environment. The obstacles are varied due to the 
intensity of the texture and size of the obstacles. The first type is the obstacle with heavy texture, the second type is 
obstacle with semi or moderate texture and the last type would be the obstacle with texture-less character. The objective 
of this experiment is to evaluate the effectiveness of the proposed obstacle detection system, particularly when dealing 
with frontal obstructions that can have a range of physical configurations. The image frames are captured when the 
camera approaching the obstacles at the distance 150cm and 120cm as shown in the Fig. 7. 

As shown in the Fig. 8, there are two different colours of circles pointed randomly in the result images. Note that the 
red circles indicate the feature points that can considered as potential obstacles while the blue circles indicate as free 
regions. Generally, the proposed algorithm successfully differentiates the potential obstacles and the free region but it 
still can be observed that after using the ratio cue expansion and the thresholding the distance ratio, there still few key-
points that can be classified as false key-points. Despite of the imperfection of the proposed obstacles detection algorithm, 
it still provided a reliable result as high intensity of the blue circles are mostly located at the background of the image 
and not within the obstacles. 

The suggested algorithm may only be deemed effective if the percentage of true key points is more than the 
percentage of false key points or to put it another way, if the percentage of true key points is in theory should be greater 
than 50%.  Calculating the presumption percentage of the true key-points will be simpler once the percentage of false 
key-points has been identified. The percentages of the true keypoints for single frontal obstacles are shown in the Table 
3. 

 
 



M.A Nawawi et al., Progress in Aerospace and Aviation Technology Vol. 3 No. 1 (2023) p. 14-24 

20 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Fig. 7 - Captured image of the texture-less obstacle at (a) 150 cm; (b) 120 cm, semi texture obstacle at; (c) 150 
cm; (d) 120 cm, texture-less obstacle at; (e) 150 cm; (f) 120cm 

 
Table 3 - The percentage of true keypoints for single obstacle 

Type of obstacles Total number of 
circles 

Assumption number of 
false circles 

Percentage of true key-
points (%) 

 Blue Red Blue Red Blue Red 
Heavy texture 498 26 154 7 69.1 73.1 
Semi texture 852 84 122 10 85.7 88.1 
Texture-less 622 121 125 21 79.9 82.6 
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(a) 

 
(b) 

 
(c) 

Fig. 8 - Result of the proposed algorithm on (a) heavy textures obstacle; (b) semi texture obstacle; (c) texture-less 
obstacle 

 
3.2 Multiple Obstacles 

In this situation, the frontal obstacle is joined by the side obstacle in the working environment depending on where 
the side obstacles are located, there are three different scenarios in the experiments. The front obstacle and the side 
obstacle in the first scenario must be completely aligned or at roughly the same distance from the camera. In contrast, in 
the second scenario, the frontal obstacle's position is maintained and the side obstacle is positioned 30 cm away from the 
frontal obstacle. In the third scenario, the obstacle's position is constant but the side obstacle's distance from the frontal 
obstacle is raised by 50 cm. The experiments are conducted on both sides as each time the frontal obstacle's side obstacle 
is shifted from the right side to the left side.  
 
3.2.1 Scenario 1: Side Obstacle Aligned to Frontal Obstacle 

The result of the first scenario is shown in the Fig. 9 below. It is clearly can be observed that the high intensity of 
the blue circles is at the background of the images while the red circles mostly detected on the obstacles. Although the 
result seems reliable, it is undeniable that still have few false key-points detected. As can be observed in Fig.9(a), there 
are lot of red circles pointed at the background of the image while in the Fig. 9(b), the false red circles detected other on 
the obstacles are not much as when the side obstacle in in the left side. Thus, in order to evaluate the effectiveness of the 
proposed obstacle detection algorithm, the percentage of the true key-points need to be calculated as shown in the Table 
4. 
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(a) (b) 

Fig. 9 - Result for the aligned obstacles (a) left; (b) right 
 

Table 4 - The percentage of true key points for scenario 1 

Position of side 
obstacle 

Total numbers of 
circles 

Assumption number 
of false keypoints 

Percentage of true 
key-points (%) 

 Blue Red Blue Red Blue Red 
Left 315 54 62 28 80.3 48.1 

Right 458 150 77 44 83.2 70.7 

 
3.2.2 Scenario 2: Side Obstacle 30cm Away from Frontal Obstacle 

The result for the second scenario is shown in the Fig. 10. Compared to the result from the first scenario, an increment 
of 30cm of the side obstacles away from the frontal obstacle granted a more positive result. This is because the proposed 
algorithm managed to detect the side obstacle as a potential obstacle as well as frontal obstacle. The side obstacle is more 
visible in the image frame compared to when both of the obstacles are put aligned to each other thus make it to have 
higher chance to be detect as a potential obstacle. The result when the side obstacle at the right side seems to be more 
reliable as most of the blue circles are in the background and most of the red circles are detected on the obstacles. On the 
other hand, as can be observed from the result when the side obstacle is at the left side, there are many obvious false 
keypoints can be seen as the blue circles are detected on the frontal obstacles. The percentage of true keypoints for the 
second scenario is shown in the Table 5. 
 

  
(a) (b) 

Fig. 10 - Result for side obstacle 30cm away from frontal obstacle (a) left; (b) right 
 

Table 5 - The percentage of true key points for scenario 2 

Position of side 
obstacle 

Total numbers of 
circles 

Assumption number 
of false keypoints 

Percentage of true 
key-points (%) 

 Blue Red Blue Red Blue Red 
Left 494 215 129 21 73.9 90.2 

Right 126 205 23 25 81.7 87.8 
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3.2.3 Scenario 3: Side Obstacle 50cm Away from Frontal Obstacle 
The result for the third scenario is shown in the Fig. 11. Compared to the result from the second scenario, when the 

side obstacle is positioned 50cm away from the frontal obstacles, the proposed obstacle detection algorithm executed 
ambiguous outcomes. As can be seen from the Fig. 11(a), the side obstacle has been considered as free region because 
the high intensity of blue circles is detected in the background of the image and also including the side obstacle. 
Meanwhile on the other hand, for the Fig. 11(b), the side obstacle is successfully detected as a potential obstacle but the 
right side of the background of the image also be detected as a potential obstacle as high intensity of red circles can be 
seen on that region. Undergo the same working environment and executed with the same proposed obstacles detection 
algorithm, the percentage of true keypoints also must be calculated similarly with the other scenarios. But in this scenario, 
only the true keypoints are calculated manually as there are redundant false keypoints detected in this scenario. The result 
is shown in the Table 6. 
 
 

  
(a) (b) 

Fig. 11 - Result for side obstacle 50cm away from frontal obstacle (a) left; (b) right 
 

Table 6 - The percentage of true key points for scenario 3 

Position of side 
obstacle 

Total numbers of 
circles 

Assumption number 
of false keypoints 

Percentage of true 
key-points (%) 

 Blue Red Blue Red Blue Red 
Left 648 182 155 11 76.1 94.0 

Right 122 624 27 282 77.9 54.8 

 
4. Conclusion  

This project presents the research work for the obstacle detection for the small UAVs. The main purpose of this 
research is to create a system for categorizing feature points identified in image frames so the obstacle detection system 
can create a safe avoidance path. By developing a revolutionary obstacle detection and avoidance system based on a 
vision-based sensor and a range-based sensor combination, this research seeks to outperformed all of the aforementioned 
faults and problems. The proposed obstacle detection and avoidance system is expected to perform better than the obstacle 
detection system for UAVs that was previously developed by integrating various sensors into a single system. Even after 
using depth perception technique, the proposed detection system may stand a chance to be a reliable system but that does 
not mean the proposed system is flawless. As can be observed from the result, the proposed algorithm system works 
perfectly to detect and differentiate between the potential obstacles and free region for a single frontal obstacle. The 
proposed detection system somehow detects the background of the image as potential obstacles even the distance of the 
camera from the background is distant. 
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