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Dear Editor-in-Chief 
 

ince the release of ChatGPT in No-
vember 2022, it has had a significant 
impact on various scientific fields (1-4), 

including education, writing, research, case 
reports, clinical consulting and coding. Arti-
cles addressing the benefits, limits, and appli-
cations of ChatGPT are rapidly being pub-
lished. ChatGPT is an artificial intelligence 
(AI) model developed by OpenAI based on a 
generative pretrained transformer (GPT) ar-
chitecture. The transformer architecture that 
underpins ChatGPT is designed to recognize 
patterns, make decisions, allowing it to pro-
cess large amounts of data, and comprehend 
word relationships. ChatGPT is a conversa-
tional version of a large language model 
(LLM) that has been trained from massive text 
datasets to generate human-like response. 

ChatGPT has several inherent limitations. 
First, current version of ChatGPT was trained 
on a vast dataset containing text from various 
sources on the Internet until September 2021 
(4). Second, one of the biggest problems with 
ChatGPT is hallucinations, which can lead to 
the generation of inaccurate, irrelevant, or 
nonsensical responses (Fig. 1). This is because 
ChatGPT essentially predict the most likely 
word or sequence of words based on proba-
bilities learned from their training data (2). 
Currently, the only solution is user-awareness 
and vigilance, such as fact checking. Third, 
ChatGPT can receive only textual data as in-
put prompts. Thus, a future version should be 
developed to handle multi-modal input (text, 
image, audio and video), which will enable us 
to use microscopic images for parasite identi-
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fication and to assist in the medical note tak-
ing. Effective video handling is crucial in di-
agnostic parasitology to achieve accurate diag-

noses in three-dimensional reconstruction of 
parasites (5). 

 

 
 

Fig. 1: An inaccurate answer from ChatGPT demonstrates the importance of precise queries and non-
overreliance 

 
Despite its inherent limitations, ChatGPT 

can revolutionize research and education, be-
cause it is designed to handle a wide range of 
general-purpose questions and tasks. 
ChatGPT can quickly generate responses or 
answers to tasks or questions, saving time and 
allowing more time to be spent on valuable 
work. ChatGPT is an outstanding tool for ex-
tracting fundamental information and clarify-
ing concepts. In this era of extraordinary 
growth in parasitological publications, it is be-
coming difficult to summarize information 
and obtain suitable answers to important clini-
cal or research questions. Both junior and sen-
ior parasitologists face these challenges; jun-
iors need assistance in comprehending intri-
cate ideas, while seniors should acquaint 
themselves with new fields from tons of in-
formation when addressing multidisciplinary 
issues. 

The integration of ChatGPT with parasito-
logical research has the potential to accelerate 
the discovery of novel treatments and diag-
nostic techniques for parasitic diseases. 
ChatGPT can aid parasitologists in generating 
new hypotheses, analyzing data, and identify-
ing connections between seemingly unrelated 
findings. Recently, Auto-GPT (6) was intro-
duced as an AI-based automatic service that 

automatically and iteratively performs all the 
steps required to achieve our goal. This meth-
od can be applied to review a large number of 
research articles for systematic reviews or me-
ta-analyses. 

The potential impact and role of ChatGPT 
have been addressed in parasitology education 
(1). ChatGPT was evaluated as an ordinary 
college student while answering the parasitol-
ogy questions without additional training. The 
author reported that ChatGPT made two fatal 
errors. First, ChatGPT overlooked the com-
mon occurrence of Spirometra mansoni and in-
correctly identified the host range of Echinococ-
cus granulosus when queried against the most 
common tapeworms found in cats in Sydney, 
Australia. Second, ChatGPT encountered dif-
ficulties with false-positive cases compared 
with false-negative cases in canine heartworm 
diagnostics. Nonetheless, the author suggested 
that imperfections of ChatGPT could be ben-
eficial for parasitology education, by discour-
aging overreliance on it. It serves as an excel-
lent catalyst for group tutorial sessions, where 
initial learning objectives can be addressed by 
ChatGPT and students can then critically 
evaluate and verify information using primary 
sources (Fig. 2). 
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Fig. 2: ChatGPT’s capacity as a teaching tool by providing learning assistance 

 
Many LLMs have evolved into different ver-

sions, with each version becoming more ad-
vanced and capable, such as ChatGPT, Mi-
crosoft Bing AI (https://www.bing.com/), 
Google Bard (https://bard.google.com/) and 
Meta-LLaMA (7). Therefore, the specific lan-
guage models tailored to parasitology could 
provide unprecedented access to specialized 
knowledge and insights for the parasitology 
community. To the best of our knowledge, 
GPT-3 (8) and Alpaca (9) (fine-tuned models 
of Meta LLaMA) could be fine-tuned for par-
asitology-related fields. For example, Yun-
xiang et al. introduced ChatDoctor, which is 
fine-tuned based on the LLaMA model using 
205 K doctor-patient conversations (10). 
ChatDoctor enhanced the understanding of 
patient needs, provided valuable advice, and 
quality of patient care and outcomes by 
achieving higher accuracy (91.3%) than 
ChatGPT (87.5%). Thus, a new fine-tuned 
model can become more accurate and respon-

sive for understanding and answering queries 
related to parasitology. 

The future of ChatGPT in parasitology ap-
pears promising, with several potential appli-
cations that could revolutionize education, 
research, and clinical practice. Parasitologists 
should pave the way for a more collaborative, 
efficient, and impactful future by remaining 
informed of the latest developments and em-
bracing the opportunities provided by LLMs. 
The exploration of ethics and integrity in re-
search and education involving AI-based 
LLMs such as ChatGPT should be a focal 
point in future studies. 
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