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Abstract

In the past decades, artificial intelligence (AI) has been implemented in various

domains to facilitate humans in their work, such as healthcare and the automotive

industry. Such application of AI has led to increasing attention on human-AI team-

ing, where AI closely collaborates with humans as a teammate. AI as a teammate is

expected to have the ability to coordinate with humans by sharing task-related infor-

mation, predicting other teammates’ behaviors, and progressing team tasks accord-

ingly. To complete these team activities effectively, AI teammates must communicate

with humans, such as sharing updates and checking team progress.

Even though communication is a core element of teamwork that helps to

achieve effective coordination, how to design and structure human-AI communication

in teaming environments still remains unclear. Given the context-dependent char-

acteristics of communication, research on human-AI teaming communication needs

to narrow down and focus on specific communication elements/components, such

as the proactivity of communication and communication content. In doing so, this

dissertation explores how AI teammates’ communication should be structured by

modifying communication components through three studies, each of which details a

critical component of effective AI communication: (1) communication proactivity, (2)

communication content (explanation), and (3) communication approach (verbal vs.

non-verbal). These studies provide insights into how AI teammates’ communication

ii



can be integrated into teamwork and how to design AI teammate communication in

human-AI teaming.

Study 1 explores an important communication element, communication proac-

tivity, and its impact on team processes and team performance. Specifically, com-

munication proactivity in this dissertation refers to whether an AI teammate proac-

tively communicates with human teammates, i.e., proactively pushing information to

human teammates. Experimental analysis shows that AI teammates’ proactive com-

munication plays a crucial role in impacting human perceptions, such as perceived

teammate performance and satisfaction with the teammate. Importantly, teams with

a non-proactive communication AI teammate increase team performance more than

teams with a proactive communication AI as the human and the AI collaborate more.

This study identifies the positive impact of AI being proactive in communication at

the initial stage of task coordination, as well as the potential need for AI’s flexibility

in their communication proactivity (i.e., once human and AI teammates’ coordination

pattern forms, AI can be non-proactive in communication).

Study 2 examines communication content by focusing on AI’s explanation

and its impact on human perceptions in teaming environments. Results indicate

that AI’s explanation, as part of communication content, does not always positively

impact human trust in human-AI teaming. Instead, the impact of AI’s explanations

on human perceptions depends on specific collaboration scenarios. Specifically, AI’s

explanations facilitate trust in the AI teammate when explaining why AI disobeys

humans’ orders, but hinder trust when explaining why AI lies to humans. In addition,

AI giving an explanation of why they ignored the human teammate’s injury was

perceived to be more effective than AI not providing such an explanation. The findings

emphasize the context-dependent characteristic of AI’s communication content with

a focus on AI’s explanation of their actions.
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Study 3 investigates AI’s communication approach, which was manipulated as

verbal vs. non-verbal communication. Results indicate that AI teammates’ verbal/non-

verbal communication does not impact human trust in the AI teammate, but facil-

itates the maintenance of humans’ situation awareness in task coordination. In ad-

dition, AI with non-verbal communication is perceived as having lower communica-

tion quality and lower performance. Importantly, AI with non-verbal communication

has better team performance in human-human-AI teams than human-AI-AI teams,

whereas AI with verbal communication has better team performance in human-AI-AI

teams than human-human-AI teams.

These three studies together address multiple research gaps in human-AI team

communication and provide a holistic view of the design and structure of AI’s commu-

nication by examining three specific aspects of communication in human-AI teaming.

In addition, each study in this dissertation proposes practical design implications on

AI’s communication in human-AI teams, which will assist AI designers and developers

to create better AI teammates that facilitate humans in teaming environments.

iv



Acknowledgments

First, I would like to express gratitude to my advisor Dr. Nathan McNeese

for his continuous support and help throughout my Ph.D. research. Thank you for

giving me the opportunity to study in HCC at Clemson. I appreciate your continuous

and helpful guidance in the past five years. It would not be possible to be where I

am in the Ph.D. journey without your constructive feedback on this dissertation.

I want to give many thanks to my committee members, Dr. Guo Freeman,

Dr. Bart Knijnenburg, and Dr. Kapil Chalil Madathil. I still remember the first

semi-structured interview project I worked on with Dr. Freeman and how she walked

us through the steps in detail. I sincerely appreciate Dr. Freeman’s help and feedback

on multiple projects we collaborated on in the past five years. I learned about all the

statistical analysis methods from Dr. Bart Knijnenburg. I want to express my sincere

gratitude to him for his time and help on the study design and data analysis of my

dissertation studies, as well as answering my endless questions. I am very grateful for

Dr. Kapil Madathil’s support through my dissertation process and all the feedback

he provided during my proposal presentation.

To the TRACE lab members, it has been a joy working with all of you. I

have seen how TRACE has grown from a small research group to the current large

research family. Everyone in the group has been so supportive in both research and

personal life. I want to thank the lab members who have collaborated with me, and

v



who have been in the lab for years. Chris Flathmann, thank you for being an example

and providing selfless help through my dissertation. It would not come along that

well without your help. Geoff Musick, thank you for all the excellent writing in our

collaboration and for having my back whenever I need it. Beau Schelble, thank you

for your help and motivation on this Ph.D. journey. Rohit Mallick, thank you for

setting up the TRACE lab activities and being so caring all the time. A special thank

you to Joshua Little, who made an excellent contribution to the research platforms

used in this dissertation study.

To my friends, I would like to give many thanks for your support. Particularly,

Jiarui, thank you for being a great example and motivation for me to work on my first

CSCW publication when Covid hit in 2020. Zilan, thank you for bringing so much

joy to my life and always having my back. Wen, it has been a pleasure knowing you,

hanging out with you, and working with you. Yuting and Wanfang, thank you for

being caring and encouraging. I also want to express my special thanks to Roxie and

Doodle. Roxie, you had been such a lovely and sweet dog. I miss you a lot. Doodle,

it has been lovely seeing you growing up as a cute cat. You are always so cute and it

has been wonderful playing with you.

Finally, to my family, my partner Jake, and his family, I would not be who I

am today without your care, help, and support. This has been a long journey, and

your support truly brings more joy to it. To my mom and dad, you may not know

how to do research, but you always know how to give me the best support. Jake,

I’m so glad to have your company on this journey. Thank you for supporting me

when I thought I couldn’t make it. Your optimism saved me from the darkness and

uncertainty in this journey and inspired me to be the best version of myself. To Mary

and Jody, thank you so much for always being caring and considerate, and making

me feel at home. Thank you for treating me as a family member before I become one.

vi



One day, you will look back and see that all along, you were blooming.

-Morgan Harper Nichols

vii



Table of Contents

Title Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Problem Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Research Questions and Gaps . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Summary of Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1 Communication in Human-Human Virtual Teams . . . . . . . . . . . 14
2.2 Human-AI Teams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Communication in Human-AI Teams . . . . . . . . . . . . . . . . . . 34
2.4 Summary of Research Gaps . . . . . . . . . . . . . . . . . . . . . . . 38

3 Study 1: Investigating AI’s Communication Proactivity and Its
Impact on Team Processes in Human-AI Teams . . . . . . . . . . . 39
3.1 Overview and Research Questions . . . . . . . . . . . . . . . . . . . . 39
3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Interview Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 Study 2: Exploring Explanations in AI’s Communication Content 90
4.1 Overview and Research Questions . . . . . . . . . . . . . . . . . . . . 90
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

viii



4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5 Study 3: Exploring the Impact of AI’s Verbal vs. Non-verbal
Communication within Various Human-AI Team Compositions . 120
5.1 Overview and Research Questions . . . . . . . . . . . . . . . . . . . . 120
5.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.1 Revisiting Research Questions . . . . . . . . . . . . . . . . . . . . . . 174
6.2 Overall Dissertation Contributions . . . . . . . . . . . . . . . . . . . 184
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.4 Closing Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
A Survey Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
B Interview Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

ix



List of Tables

1.1 Connecting Research Questions and Research Gaps. . . . . . . . . . . 9
1.2 Study Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1 AI Communication Scripts . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Participant Communication Scripts . . . . . . . . . . . . . . . . . . . 46
3.3 Demographic Information of Interview Participants . . . . . . . . . . 48
3.4 Descriptive Statistics of Trust in the AI Teammate . . . . . . . . . . 52
3.5 Descriptive Statistics for Team Performance Score. . . . . . . . . . . 57
3.6 Team or Task Characteristics in Our Study . . . . . . . . . . . . . . . 86

4.1 Between-Subjects Experimental Conditions . . . . . . . . . . . . . . . 92
4.2 Within-Subjects Experimental Conditions . . . . . . . . . . . . . . . 92
4.3 Explanations provided in the experiment in the AI-explanation condition. 96
4.4 Survey Items Per Measurement with Item Factor Loadings. Two items

from the two ethical framework measurements were removed due to low
loading (highlighted in light gray in the table). Teammate’s name (in
italic text) changes based on whether or not the teammate is portrayed
as a human or an AI). . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.5 A summary of correlations between every two factors. The diagonal
values represent the square root of this factor’s average variance ex-
tracted (AVE), e.g., the square root of Satisfaction’s AVE is 0.95. . . 102

5.1 Study 3 Experimental Design. . . . . . . . . . . . . . . . . . . . . . . 124
5.2 AI’s Messages in the Verbal Communication Condition . . . . . . . . 127
5.3 Differences Between AI with Verbal and Non-verbal Communication . 128
5.4 Demographic Information of Participants . . . . . . . . . . . . . . . . 130
5.5 Participants’ Communication Script . . . . . . . . . . . . . . . . . . . 131
5.6 The Cronbach’s Alpha Values of the Perceived Teammate Communi-

cation Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.7 Scoring Rules in Rocket League . . . . . . . . . . . . . . . . . . . . . 136
5.8 Linear Mixed-effects Model Predictors and Outcome Variables . . . . 138
5.9 The Significant Predictors of Each Outcome Variable . . . . . . . . . 153
5.10 Team or Task Characteristics in Study 3 . . . . . . . . . . . . . . . . 170

x



List of Figures

1.1 Overview of Research Questions . . . . . . . . . . . . . . . . . . . . . 8

3.1 ArmA 3 Game Task Screenshot. . . . . . . . . . . . . . . . . . . . . . 42
3.2 Map in ArmA 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Human Trust in the AI Teammate . . . . . . . . . . . . . . . . . . . 52
3.4 Team Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 Satisfaction with the Proactive Communication AI Teammate and

Non-proactive AI Teammate . . . . . . . . . . . . . . . . . . . . . . . 54
3.6 Perceived Team Effectiveness from Round 1 to Round 3 . . . . . . . . 54
3.7 Team Viability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.8 Team Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.1 Trust in human/AI teammates in four scenarios with/without expla-
nation provided. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.2 Structural model of human teammate group with significant results (∗ p
< .05, ∗∗ p < .01, ∗∗∗ p < .001). Numbers on the arrows represent the β
coefficients and standard errors (in the parenthesis). Bold numbers in-
dicate significant effects. Four scenarios are represented in a shortened
version: ignoring potential human teammate death as death, ignoring
human teammate injury as injury, disobeying human teammate order
as disobeying, and lying to the human teammate as lying. . . . . . . . 105

4.3 Perceived Team Effectiveness of the Human Teammate Condition by
Men and Other Gender in Each Scenario Error Bar (SE ). . . . . . . . 106

4.4 Structural model of AI teammate with significant results (∗ p < .05, ∗∗ p
< .01, ∗∗∗ p < .001). Numbers on the arrows represent the β coefficients
and standard errors (in the parenthesis). Bold font indicates significant
effects. Four scenarios are represented in a shorten version: ignoring
potential human teammate death as death, ignoring human teammate
injury as injury, disobeying human teammate order as disobeying, and
lying to human teammate as lying. . . . . . . . . . . . . . . . . . . . 107

4.5 Trust of AI Teammates by Men and Other Gender in Each Scenario
with Error Bar (SE ). . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.6 Perceived Team Effectiveness in the AI Teammate ConditionWith/without
Explanation in Each Scenario Error Bar (SE ). . . . . . . . . . . . . . 108

xi



5.1 Rocket League Game Task Interface . . . . . . . . . . . . . . . . . . . 125
5.2 RLBot Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.3 RLBot Text Communication Channel . . . . . . . . . . . . . . . . . . 127
5.4 RLBot Non-verbal Communication . . . . . . . . . . . . . . . . . . . 128
5.5 Rocket League Scoreboard . . . . . . . . . . . . . . . . . . . . . . . . 135
5.6 Trust in the Human/AI Teammate . . . . . . . . . . . . . . . . . . . 139
5.7 Trust in the Human/AI Teammate . . . . . . . . . . . . . . . . . . . 140
5.8 Interaction effects between team composition and NARS on trust in

the teammate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.9 Perceived Communication Quality . . . . . . . . . . . . . . . . . . . . 141
5.10 Perceived Communication Quality . . . . . . . . . . . . . . . . . . . . 142
5.11 Perceived Communication Quality . . . . . . . . . . . . . . . . . . . . 142
5.12 Perceived Communication Quality . . . . . . . . . . . . . . . . . . . . 143
5.13 Perceived Teammate Performance by Team Composition . . . . . . . 144
5.14 Perceived Teammate’s Performance . . . . . . . . . . . . . . . . . . . 145
5.15 Perceived Performance of Human vs. AI Teammate by Gender . . . . 145
5.16 The impact of AI’s verbal/non-verbal communication on task load . . 147
5.17 The impact of gender on task load . . . . . . . . . . . . . . . . . . . . 147
5.18 Individual Performance Score by Gender . . . . . . . . . . . . . . . . 148
5.19 Individual Performance Score by Experience in Two Rounds . . . . . 149
5.20 Team Performance Score by AI’s Communication Approach in Two

Team Compositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.21 Team Performance Score by Team Compositions and Gender . . . . . 151
5.22 An Interaction Effect of Team Composition and NARS on Team Viability152
5.23 An Interaction Effect of Team Composition and RL Experience on

Team Viability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.1 Dissertation Studies and RQ1 . . . . . . . . . . . . . . . . . . . . . . 175
6.2 Dissertation Studies and RQ2 . . . . . . . . . . . . . . . . . . . . . . 178
6.3 Dissertation Studies and RQ3 . . . . . . . . . . . . . . . . . . . . . . 181

xii



Chapter 1

Introduction

In recent years, artificial intelligence (AI) has been implemented in various

domains to coordinate with humans towards shared goals, which has led research

to the development and study of human-AI teams. These human-AI teams are ex-

pected to make use of AI’s advantages in fast calculating and reliable performance

and humans’ advantages in flexibility and cognitive thinking ability to reach a po-

tential that human-only teams are unable to achieve [172]. However, achieving this

potential requires human-AI teams to possess teaming capabilities, including effective

team communication, which is a cornerstone of high-performance teamwork [160] and

a current limitation in human-AI teams [75, 301]. The recent release of ChatGPT

pushes AI agents one step closer to achieving smooth human-AI communication.

However, there is still a gap between communication in human-AI interaction and

communication in human-AI teams. Teaming environments usually have higher

requirements on team members regarding how they communicate to coordinate and

complete shared goals in team tasks. To ensure that human-AI teams meet or sur-

pass human-only teams and achieve their full potential, research must guarantee AI

teammates’ communication is appropriately designed and structured in human-AI
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teaming environments [301], which is the goal of this dissertation.

1.1 Problem Motivation

Communication serves as a critical element in building interpersonal relation-

ships, facilitating team processes (e.g., trust and situation awareness), and creating

effective outcomes (e.g., team performance and team viability) in teams [99, 174, 160].

Previous research suggests that communication enhances team performance both di-

rectly [226] and indirectly by supporting the development of cognitive team process

(e.g., team cognition) [221] in human-only teams. In particular, various communi-

cation media is usually utilized to support effective coordination in virtual teaming

environments [107] due to constraints such as lacking non-verbal cues and visual pres-

ence [236, 180, 196]. While communication in human-only teams has been thoroughly

explored, communication in human-AI teams is still under-explored. Multiple studies

in computer-supported cooperative work (CSCW) and human-computer interaction

(HCI) have utilized human-AI communication in some way in their research design

[297, 194], even though the research focus of these studies was not communication

in a teaming environment. All of these studies on both human-human team commu-

nication and human-AI collaboration emphasize and highlight the indispensable role

and need of communication in human-AI teaming. With the recent release of Chat-

GPT, AI has a substantially better capability for natural language processing (NLP),

making it possible to have human-AI communication that is similar to human-human

communication in human-AI interaction. In spite of the fact that communication

between team members is integral to most team processes, AI lacking flexibility in

coordination in dynamic teaming environments makes it difficult to implement team-

based human-AI communication. Unlike humans who have the cognitive ability to
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make decisions on when to initiate a conversation during collaboration, what content

to cover in the conversation to facilitate coordination, and how to present/share in-

formation in these conversations to make progress on team tasks, AI teammates rely

on AI designers and developers to integrate the communication component into AI’s

team-based algorithms.

Researchers have endeavored to develop NLP that AI can apply to under-

stand and communicate with humans in the past two decades (e.g., ChatGPT)

[32, 51, 114, 159]. However, understanding this natural language communication

from a computational perspective does not ensure that AI teammates can communi-

cate well with humans in team tasks. Specifically, teamwork requires AI teammates

to autonomously decide to communicate the right information with humans at the

opportune time. In doing so, AI teammates need to employ certain communication

strategies on when to communicate, what to communicate, and how to communicate,

to facilitate coordination with humans. One approach to developing such communi-

cation strategies for AI teammates is to modify various communication components

(e.g., communication proactivity, communication content) in human-AI teams. Thus,

how these communication components can facilitate human-AI coordination and how

they are perceived by humans need to be studied to provide insights into how AI’s

communication should be structured in teaming environments to achieve prominent

team performance.

In summary, the motivations of this dissertation are twofold: (1) commu-

nication is an indispensable element of teamwork in ensuring effective and smooth

coordination in virtual human-AI teams; (2) AI’s communication in teaming envi-

ronments has yet to be explored regarding how it should be structured with NLP

to lead to smooth human-AI coordination. Thus, the problem that this dissertation

solves is: AI teammates’ communication is important to effective teamwork but yet to
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be explored due to a large past focus on AI’s NLP abilities and not human-AI team

communication requirements and communication strategies.

1.2 Research Motivation

1.2.1 Communication in Human-AI Teaming

The continuous development of AI technologies has led to increasing interest in

human-AI teams in the past decade [171, 301, 175]. A large body of work has explored

human-AI teams from various perspectives, such as team process (e.g., trust, situation

awareness) [170, 183], and team outcomes (e.g., team performance) [19, 169]. For

example, existing work has identified multiple factors that impact team performance,

such as AI’s behaviors and performance [233, 298], level of autonomy [200], and task

characteristics [200]. In addition, previous work indicates that team performance

[170], individual differences (e.g., pre-existing attitudes towards AI) [301], and AI’s

capabilities (e.g., accuracy, explainability) [19, 20, 75] can impact human trust in the

AI teammate.

One important element that serves as a foundation of human-AI coordination

in human-AI teaming is the communication between humans and AI teammates. Pre-

vious work on virtual human-human teams has proposed a conceptual model where

communication impacts both emergent states (e.g., trust and team cognition) and

team outputs (e.g., team viability, performance, and satisfaction) [161]. While a

considerable amount of research on human-only teamwork has explored how commu-

nication shapes team processes and team outcomes [160, 283], how communication

facilitates team process in human-AI teams is still understudied. The limited existing

work on human-AI communication in teams has only explored how communication
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quantity and frequency impacted team performance in human-AI teams [61, 63].

More importantly, even though these studies explored the relationship between the

communication characteristic and object team performance in human-AI teams, how

communication facilitates the coordination process between humans and AI team-

mates remains unclear. Achieving an in-depth understanding of this dynamic process

impacted by human-AI communication is particularly important in building effec-

tive human-AI teams. In doing so, more research is in need to explore how AI’s

communication impacts the coordination process and how it facilitates the develop-

ment of cognitive and affective team processes. Inspired by theoretical frameworks

of communication in virtual human-human teams in previous literature, this disser-

tation intends to explore how communication in human-AI teams could facilitate the

collaboration process. Thus, the following research gap is identified:

There is a lack of research on how AI’s communication impacts team

processes through human-AI coordination and how team processes could

be improved using AI’s communication.

Given the importance of communication in teamwork, especially computer-

supported collaboration, a large body of work has explored various aspects of com-

munication in human-only teams. However, little is known about communication

in human-AI teams. While the current state-of-the-art AI technology has been able

to allow AI to participate in natural language communication with humans, such as

ChatGPT, this has yet to be extended and applied in a team setting. In fact, research

on communication with AI in teams, in general, is just starting to emerge [95]. The

limited empirical research investigating communication in human-AI teams has only

peripherally examined the quantity and frequency of communication with the AI us-

ing scripted and restricted inventory [61, 63, 172], the directionality of communication
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[12], and implicit communication [146] with the AI using restricted inventory. For

instance, prior work indicates that implicit communication between humans and AI

teammates is an effective approach for human-AI teams to achieve high team perfor-

mance in cooperative games [146]. Another research study examined AI’s prediction

model with two different communication directionality (human-to-AI communication,

and AI-to-human communication) in a cooperative game and found that communi-

cation directionality can change human perceptions of the AI teammate [12]. Even

though these studies have generated an initial understanding of several communica-

tion components, how some other communication components (e.g., communication

proactivity) impact human-AI teaming still remains unclear. More research is needed

to better inform how AI’s communication should be structured for effective human-AI

coordination. In doing so, it is important to investigate communication components

such as AI’s proactivity in communication and information presentation approach

(verbal vs. non-verbal cues) in virtual teaming environments. Thus, the following

two research gaps still exist:

Little research specifically focuses on how to design and structure AI’s

communication to achieve effective human-AI coordination and high team

performance.

Most of the existing work on human-AI communication focuses on commu-

nication quantity or frequency, leaving many other communication compo-

nents unexplored, such as AI’s communication proactivity and communi-

cation approach, and their impact on coordination in human-AI teaming.
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1.3 Research Questions and Gaps

This dissertation answers a list of research questions regarding human-AI com-

munication in virtual teaming environments intending to shed light on the design of

effective AI’s communication in human-AI teams. The research questions are listed

as follows, in which RQ0 serves as an umbrella research question with the other three

research questions falling under it:

• RQ0: How should AI teammates’ communication strategies be designed and

developed to achieve effective and smooth human-AI coordination in teaming

environments?

• RQ1: How does AI teammates’ communication facilitate team processes (e.g.,

trust and situation awareness) through human-AI coordination in teaming en-

vironments?

• RQ2: How does AI teammates’ communication impact team performance in

virtual human-AI teams?

• RQ3: How do humans perceive and interpret AI teammates’ communication

in human-AI teams?

Figure 1.1 presents how the three research questions (RQ1, RQ2, RQ3) and the

umbrella research question (RQ0) are posited in human-AI teaming. These questions

depict how AI’s communication impacts the coordination in human-AI teams from

various perspectives, including team processes, team outcomes, and human percep-

tions and interpretations of AI’s communication. This dissertation informs how AI’s

communication should be structured using three communication components (RQ0),

including communication proactivity, communication content, and communication
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approach (verbal vs. non-verbal communication). In doing so, each dissertation

study explores how one communication component impacts the human-AI coordina-

tion process in detail using experiments with a practical context of human-AI team-

ing. Specifically, this dissertation identifies how AI’s communication facilitates team

processes, such as trust development (RQ1), and how AI’s communication impacts

human-AI team outcomes, such as objective team performance (RQ2). In addition

to teaming concepts, it is particularly important to understand how humans perceive

and interpret AI’s communication (RQ3), which plays a crucial role in shaping the

coordination between humans and AI teammates and team outcomes [301]. Taken

together, this dissertation’s research questions provide a holistic understanding of

how AI’s communication is posited in coordination within a teaming environment,

which will serve as a solid foundation for future research to further explore human-AI

communication in teaming environments.

Figure 1.1: Overview of Research Questions
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These research questions close the research gaps and build a solid foundation

for research on AI’s communication in human-AI teams. Table 1.1 presents how these

research questions relate to the existing gaps that were identified in the previous

subsection.

Table 1.1: Connecting Research Questions and Research Gaps.

Research Gaps
Research

Questions

Little research specifically focuses on how to design and

structure AI’s communication to achieve effective human-AI

coordination and high team performance.

RQ1, RQ2

There is a lack of research on how AI’s communication impacts

team processes through human-AI coordination and how team

processes could be improved using AI’s communication.

RQ1, RQ3

Most of the existing work on human-AI communication focuses

on communication quantity or frequency, leaving many other

communication components unexplored, such as AI’s

communication proactivity and communication approach, and

their impact on coordination in human-AI teaming.

RQ1, RQ2, RQ3

1.4 Summary of Studies

This dissertation answers the research questions above through three studies,

each of which explores one communication component of effective human-AI commu-

nication: communication proactivity, communication content, and communication

approach (verbal/non-verbal). Each study will be briefly introduced below. Table
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1.2 outlines the relationship between the research questions this dissertation addresses

and the three dissertation studies.

Table 1.2: Study Summary

Study Research Questions

Study 1: AI’s Communication Proactivity RQ1, RQ2, RQ3

Study 2: AI’s Explanations of Their Actions

(Communication Content)
RQ1, RQ3

Study 3: AI’s Verbal vs. Non-verbal

Communication
RQ1, RQ2, RQ3

1.4.1 Study 1: AI Teammates’ Communication Proactivity

Study 1 focuses on understanding how AI’s proactive/non-proactive commu-

nication (i.e., AI proactively pushing information to humans vs. AI only replying

humans’ messages), as part of an AI’s communication strategy, is perceived and

how it impacts human-AI coordination in a multiplayer gaming environment using a

mixed-method design with 60 participants. This study shows that proactive AI com-

munication has an overall positive impact on human perceptions, but non-proactive

communication has a more positive impact during the later stages of teaming. Specif-

ically, teams with a non-proactive communication AI teammate perform better than

teams with proactive communication in the later staging of teaming (RQ2), possi-

bly due to the fact that a collaboration pattern has formed. Other experimental

results show that: (1) humans trust the AI teammate more when proactive commu-

nication is applied in comparison to when non-proactive communication is applied;

(2) the proactive communication AI teammate is perceived to have a higher perfor-

mance than the non-proactive AI teammate; (3) humans are more satisfied with the
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proactive communication than the non-proactive communication AI (RQ3).

In addition to the experiment results, our interviews show that AI teammates’

proactive communication with humans could facilitate the development of human

trust and situation awareness, whereas AI lacking such proactive communication is

often not perceived as a teammate (RQ1). Moreover, this study highlights four com-

munication strategies AI teammates should apply to support their coordination with

humans in teaming environments: (1) proactively communicating with humans; (2)

employing a balanced communication with both efficiency and sociability; (3) pro-

viding quick responses; and (4) avoiding providing a large amount of communication

once communication pattern has formed in repeated team tasks.

1.4.2 Study 2: AI’s Explanations of Their Actions in Com-

munication

Study 2 explores how humans perceive AI’s explanation of their behaviors,

which is a part of communication content, and how such an explanation impacts

human trust and the perceived effectiveness of the AI teammate. An online exper-

iment with 156 participants was conducted to examine how AI communicating the

rationality of their actions impacts people’s trust in and perceived effectiveness of the

teammate, especially compared to humans providing the same explanations. This

impact was explored in four scenarios: human/AI teammate ignoring potential hu-

man (i.e., participant) death, human/AI teammate ignoring human injury, human/AI

teammate disobeying/disagreeing with participants’ order, and lying to the partici-

pant. This study shows that AI communicating their actions’ logic has an impact on

human trust of AI teammates, but this impact differs in various scenarios. Specifi-

cally, AI’s explanations in communication facilitate human trust in the AI teammate
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in the disobeying scenario but hinder trust in the lying scenario (RQ1). In addition,

individual differences (e.g., gender and each individual’s ethical framework) impact

participants’ perception of AI teammates both directly and indirectly in different

scenarios (RQ3). This study indicates that AI communicating their actions’ logic

depends on specific scenarios, and provides insights into the future direction of AI’s

explanations in communication in teaming environments.

1.4.3 Study 3: AI’s Verbal vs. Non-verbal Communication

Study 3 explored how AI using different communication approaches impacts

team processes, human perceptions, and team outcomes under two different team

compositions (i.e., human-human-AI teams and human-AI-AI teams). An experiment

was conducted with 100 participants, leading to 50 human-human-AI teams, and 100

human-AI-AI teams. The results present four main findings. First, AI’s verbal/non-

verbal communication does not have a significant impact on human trust (RQ1).

Second, both verbal and non-verbal communication facilitates the development and

maintenance of situation awareness, but non-verbal communication is not effective

in supporting this process (RQ1). Third, compared to AI with verbal communica-

tion, AI with non-verbal communication is perceived to perform worse and has lower

communication quality (RQ3). That could be due to the fact that AI’s non-verbal

communication does not align with humans’ traditional definition of communication.

Thus, AI’s non-verbal communication should not be applied as the only commu-

nication channel in HATs. Fourth, AI with non-verbal communication has better

team performance in human-human-AI teams than in human-AI-AI teams, whereas

AI with verbal communication has better team performance in human-AI-AI teams

than in human-human-AI teams (RQ2). However, AI’s communication approach has
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an insignificant impact on team viability under both team compositions (RQ2).

1.5 Conclusion

This dissertation explores the dissertation-level research questions using three

studies, each of which focuses on one communication element. While the three stud-

ies are structured and designed to answer the research questions in a parallel way,

all together they provide an in-depth comprehension of how AI’s communication im-

pacts team coordination (see Figure 1.1). The consistency and differences of different

communication components’ impact on team processes, team outcomes, and human

perceptions are discussed and summarized in the Conclusion chapter.
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Chapter 2

Background

To better develop insights into how researchers and AI designers can structure

communication between humans and AI in a virtual environment to complete team-

level tasks effectively and efficiently, I conducted a literature review on three topics:

communication in human-human teams in virtual environments, human-AI teaming,

and communication in human-AI teams.

2.1 Communication in Human-Human Virtual Teams

Communication, as a multidimensional concept essential to teamwork, has

been explored in multiple disciplines such as healthcare [139] and online gaming [49,

79]. While traditional face-to-face communication is considered more effective due

to the rich information transferred in communication, such as facial expression and

body gestures, communication in virtual environments where people need to build

interpersonal relationships through computing technologies makes it more challenging

for high-effective information sharing and building trust between subjects [131, 283,

29, 180, 70].
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Virtual teams, defined as geographically distributed collaborations that rely

on technology to communicate and cooperate [180, p1], have become a common form

of collaboration in the past two decades [165, 7], with a rapid rise during COVID-19

[129]. Compared to face-to-face teams, virtual teams face significant challenges and

barriers in building trust, and developing relationships [236, 180, 213]. Considering

the importance of trust in teamwork, understanding how trust is established in col-

laboration is essential in building effective virtual teams [167, 229]. For instance,

previous research has developed a theoretical model to describe technology-mediated

interpersonal process mediated management in virtual teams and pointed out that

developing trust at an early stage of collaboration in virtual teams plays an essential

role in group functioning and managing social activities [162]. Another study also

highlighted the importance of initial perceived trustworthy in virtual teams, which

virtual team members may rely on to evaluate teammates’ performance [306]. In

addition, maintaining awareness of teammates’ presence in virtual environments is

more difficult compared to in-person teams since virtual teams often lack visual pres-

ence and casual interactions [196, 11]. Plenty of efforts have been made to develop

awareness-supporting technologies in a variety of contexts, such as health, work, ed-

ucation, and emergency management [150]. For instance, a previous work designed

a web-based collaborative system to support four types of awareness, including team

members’ activities, team members’ availability, the process of team tasks, and per-

spective awareness (what team members are thinking and why), in virtual teams

[115]. Previous work has shown that awareness of teammates is associated with

stronger feelings of social presence [98].

As virtual communication is usually less efficient than face-to-face team com-

munication [252], virtual teams utilize a variety of communication media to accom-

plish team tasks [107]. Driven by the barriers and challenges in virtual collabora-
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tion, how to facilitate communication in virtual teams became an important research

area, along with the emergence of computer-mediated communication (CMC) theories

[28, 261, 93, 65]. CMC involves various forms of human communication through com-

puters and the internet, i.e., electronic communication. In the past several decades,

researchers have explored CMC thoroughly and developed multiple theories to sup-

port CMC. For instance, research has explored how people experience CMC and how

electronic communication impacts collaboration from a social aspect [128].

Some widely used CMC theories include social presence theory [93], media

richness theory [65], uses and gratifications theory [219], and social information pro-

cessing theory [278] to name a few. In the following two subsections, we will dig deeper

to understand how social presence theory and media richness theory facilitates CMC.

2.1.1 Social Presence Theory

As one of the earliest CMC theories, social presence theory helps to explain

social interaction in collaborative work [239]. The social presence theoretical model

was first proposed by Short et al., where social presence was defined as the “degree

of salience of the other person in the interaction and the consequent salience of the

interpersonal relationships” [243, p. 65]. This model suggested that the social presence

of a communication medium supports intimacy through non-verbal cues, such as facial

expressions and audio cues [243, 94]. In addition, this model proposed a nine-item

questionnaire to measure social presence.

While face-to-face communication has a high level of social presence, virtual

teams often face the absence of physical presence, making it more difficult to achieve

effective [82, 179]. This led to increasing research interests in social presence in virtual

collaborative environments. In particular, plenty of research has focused on examining
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factors that predict social presence, in an attempt to increase social presence in virtual

teams through CMC [204, 86, 125]. Recent literature reviewed 152 studies on social

presence research and found that previous research mainly examined three types of

factors, immersive qualities, contextual differences, and individual psychological traits,

in their impact on social presence [192]. Immersion, defined as a medium’s techno-

logical capacity to generate realistic experiences that can remove people from their

physical reality [192, p. 2], was an important factor examined in earlier social pres-

ence research on its impact on perceived social presence [17, 86]. Two frequently used

features that impact social presence under the immersion term include the modality

of communication (e.g., audio, visual, text) [33] and visual representation (e.g., the

presence or absence of visual representation, visual realism) [86, 130]). Specifically,

the visual realism of a visual representation refers to the degree to which a represen-

tation looks or behaves like a real human. While some research defines that visual

realism contains three dimensions, photographic realism, anthropomorphic realism,

and behavioral (communicative) realism [101], some other research states that visual

realism and behavior realism are two dimensions of realism, where visual realism

has fidelity and anthropomorphism [125]. Photographic realism refers to the extent

to which the visual representation looks realistic, whereas anthropomorphic realism

refers to how much it looks “human-like” [192, 101]. Behavioral realism is defined

as the degree to which a representation acts like a real human (e.g., gaze behavior,

facial expression) [17, 91].

One commonly used visual representation in virtual environments is avatar

(i.e., “digital models of people that either look or behave like the people they rep-

resent” [17, p. 2]). Avatar has been broadly used in CMC aiming to improve social

presence and facilitate virtual communication. Existing research has studied two di-

mensions of avatar realism, behavioral realism and visual/anthropomorphic realism
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(i.e., anthropomorphism) [125]. Humans feel a stronger social presence when the

avatar (virtual agents) is more human-like [141]. Previous research has pointed out

that when anthropomorphism of facial representations on computers was higher, peo-

ple perceived it as more positive and trustworthy [86]. Another study also examined

the impact of avatar realism and found that people were more satisfied with commu-

nication when interacting with higher anthropomorphism avatar [125]. Additionally,

higher avatar realism often produced higher levels of social presence in mediated

communication [16].

While these studies pointed out how avatar realism impacts social presence,

existing work has highlighted the crucial role and impact of social presence in online

collaboration. For instance, virtual co-presence in virtual teams is significantly corre-

lated with both trust in teammates and team performance in collaborative decision-

making [8]. Another study also shows that trust was positively correlated with per-

ceived social presence in online collaborative learning environments [269]. Moreover,

teams with higher levels of social presence were shown to achieve higher communi-

cation quality (i.e., higher quality discussion, more appropriate communication, and

richer communication) in team discussions [153]. These studies highlight how so-

cial presence contributes to effective communication and high team performance in

computer-mediated collaboration.

2.1.2 Media Richness Theory

Media richness theory was first introduced in 1986 by Daft and Lengel in

the field of business management. This theory posits media (i.e., communication

channel/medium) has various capabilities in richness, which should match with task

needs to achieve effective electronic communication [58]. Specifically, it highlights the
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determining factors of media richness including the media’s capability for immediate

feedback, multiple cues, language variety, and personal focus. Compared to face-to-

face communication, CMC lacks audio and visual cues and physical movement which

may result in communication ambiguity, making media richness theory application

necessary to consider in building effective online communication. Thus, plenty of

empirical studies have examined the application of media richness theory, especially

in education.

Researchers have empirically tested this theory in education in an attempt to

improve communication between instructors and students or just among students.

For instance, a previous work adopted media richness theory in developing a con-

ceptual model to facilitate student learning experience [18]. However, this study

utilized online discussion forms along with face-to-face lectures instead of a complete

online virtual collaborative environment. Lan et al. investigated students’ learning

experience in two levels of online writing environments (rich versus lean) and one

traditional writing environment (i.e., pen-and-paper) and found that while rich me-

dia environment led to more motivation and enjoyment, and less anxiety compared

to traditional writing strategy, there were no significant differences between rich and

lean media writing strategy [136].

Despite the consistency of these studies with Media Richness Study, some

other research argues that this theory is not the best match between media richness

and task for effective communication [113, 253, 136]. Instead, some other factors need

to be considered in the design of the media used in teams in virtual environments.

For instance, individual preferences on communication media play an important role

in communication experience and collaboration experience [274]. Specifically, this

study examined the medium richness of voice chat and text chat in Second Life, a

virtual world game, and found that while voice channel conveyed more richness in
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communication, voice was not a preferred option for all the participants [274]. One

reason for such rejection was the identity and anonymity concern. Voice channel ex-

poses way too rich information such as gender and potential sound in the background.

Another research investigated the media richness of blogs (lean media) and podcasts

(rich media) and its impact on user acceptance of the technology [220]. This study

supported media richness theory by finding that media richness significantly impacts

user acceptance of blogs and podcasts. However, they also found that while voice was

considered a rich channel, podcasts did not have a stronger impact on user acceptance

in comparison to blogs. Another study highlights that the most effective medium may

not be the most satisfying communication media [253]. In this study, researchers ex-

amined four communication media, including text, audio, video, and face-to-face, in

a negotiation task and found no interaction effects of task and medium on decision

quality [253].

Media richness theory has been serving as an elementary unit for multiple

other theories, such as media synchronicity theory and media multiplexity theory

[113]. Given the inconsistency of empirical results in examining media richness the-

ory, we will review the media synchronicity theory and how it may support future

online collaboration research. Media synchronicity theory, originally proposed in 1999,

emphasizes media’s ability to support synchronicity, a shared pattern of coordinated

behaviors among team members [66]. This theory was extended later in 2008 by

introducing the concept of two primary processes in communication: conveyance and

convergence. This updated theory suggests that the use of media should support

lower synchronicity through conveyance processes and higher synchronicity during

convergence processes for better communication performance [64]. Thus, individuals

in collaboration may need a variety of media to support these two processes for the

successful completion of tasks and communication. In addition, this theory identi-
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fied five abilities of communication media that impact two communication processes:

symbol sets (i.e., the capability of the medium to transmit and provide information

in various formats), parallelism (i.e., the number of simultaneous conversations the

medium allows), transmission velocity (i.e., the speed of transmitting information of

a medium), rehearsability (i.e., the extent to which the medium allows the sender

to rehearse, fine-tune, or carefully edit the message before sending), and reprocess-

ability (i.e., the extent to which a message can be examined or processed later and

again during communication) [182, p4]. Previous research has examined three media

characteristics, parallelism, the immediacy of feedback (i.e., transmission velocity),

and reprehensibility in a group problem-solving task using text channel only [182].

This study found that these three media characteristics impact the coherence of the

discussion and mental efforts. Another study analyzed communication tools used in

global software development projects and found that tools aligned with media syn-

chronicity theory regarding five media characteristics were more useful in supporting

effective communication [187].

Communication in virtual human-human teams is well-explored, leading to the

generation of CMC theories. This dissertation explores human-AI communication in

the virtual teaming context, which has similar team characteristics to virtual human-

human teams in CMC. Understanding how virtual human-human teams endeavor to

achieve effective coordination informs the initial human-AI communication to some

extent. The CMC theories inform the idea of this dissertation initially and contribute

to the design of each dissertation study.
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2.2 Human-AI Teams

As AI technologies continue to become more advanced and applied, we are

approaching a new era, human-computer symbiosis stage [90], where AI teammates

are expected to possess the capability to take team-level responsibilities and per-

form team tasks with human teammates in an equal partnership. Such research

has been an important focus in Computer Supported Collaborative Work (CSCW)

and Human-Computer Interaction (HCI) [146, 194, 280, 279, 123, 76]. Human-AI

teams refer to mixed entities composed of two or more team members (human or AI)

who perform tasks interdependently and achieve shared team goals [54, 171, 222].

Different from AI being a tool, AI being a teammate indicates they are able to ex-

change information with human teammates, have an understanding of the team task,

share team responsibilities, and contribute to shared team goals as humans do [90].

For instance, previous research has shown that clinicians expect to develop mental

models with AI, understand AI’s strengths and limitations, AI’s subjective thoughts

in their collaboration, and AI design objectives [38]. Another research also points

out that AI teammates in multiplayer online games are anticipated to be advanced

in gameplay, utilize various communication strategies, and develop a shared under-

standing with human teammates [301]. Existing research on human-AI teaming has

explored core elements of the teamwork concept (e.g., team performance, team via-

bility, trust) and human perceptions (e.g., expectations or needs from AI, perceived

satisfaction, perceived effectiveness) in multiple fields, such as healthcare [142, 205],

gaming [301], education [288], creative activities [194], military [259], and even space

missions [266]. Specifically, multiplayer games have been a broadly used context to

examine various constructs in human-AI teaming due to their high accessibility to

individuals [12, 13, 146].
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2.2.1 Team Performance

Team performance has been broadly used to evaluate how teams perform in

tasks in both human-only teams [222, 223] and human-AI teams [200]. These works

have pointed out the importance of team performance as a metric to evaluate how

well human-AI teams coordinate and collaborate. One important factor that impacts

team performance is AI’s characteristics, such as AI’s capabilities (i.e., individual

performance). For instance, previous work has shown that people trusted AI more

when the AI has higher performance [298], which is associated with team performance

[170]. However, another work presents that improvement in AI performance does not

result in high human-team performance directly [19, 45]. Rather, changes in AI’s

performance, such as updates of AI systems or the learning processes of AI, without

considering human’s developed mental model of AI may hurt trust in AI and their

collaboration [20, 246]. In addition, previous research has shown that AI conduct-

ing unethical behaviors did not result in a decrease in team performance compared

to AI taking ethical actions [234]. Importantly, AI’s capability in tasks is not the

only predictor of team performance. Researchers have also examined the impact of

other factors, such as AI’s social ability, team composition, team communication, and

training, on team performance [12, 277].

One essential characteristic of AI is their level of autonomy (LOA), which

changes their roles and relationships with humans in human-AI teams [203]. AI

with high LOA makes decisions independently and acts autonomously, which is likely

to be viewed as a teammate rather than a tool [200]. However, high LOA may

also result in decreased situation awareness and vigilance [290]. In comparison, low

LOA may increase workload and decrease performance [290], which increases the

need and necessity of a moderated LOA. Prior research examined the role of human-
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as-collaborator and human-as-supervisor using the context of gaming. Their results

indicate that humans who collaborated with AI as a collaborator achieved higher team

performance than a supervisor [15]. However, another study investigated three LOA

(manual, semi-autonomous, fully autonomous) in a military simulation environment

and found that teams with moderated LOA (semi-autonomous teammate) achieved

the highest team performance [290]. Existing work on the impact of LOA on team

performance is inconsistent, which points out the need for more empirical research on

LOA for a comprehensive understanding of the role of LOA in human-AI teams.

Another example of AI characteristics in team performance is AI’s trans-

parency and explainability, which have received increasing interest in the AI domain.

A body of literature has identified the importance of AI’s explainability in human-

AI teams in various domains, such as healthcare [108], finance [36], transportation

(e.g., autonomous driving vehicles) [103], and military [6]. Prior research developed a

conceptual model of how explanations from AI process in human-AI teams, in which

explainability of AI could impact team performance with a shared mental model as

a moderator [106]. Another work reviewed empirical research on human-AI teaming

and created a theoretical model in which explainability, as one of the AI characteris-

tics, could impact team performance directly and/or indirectly (i.e., with trust, shared

mental model, situation awareness as a moderator) [200]. While explainability facil-

itates improving transparency between humans and AI, high-performance machine

learning (ML) methods (e.g., deep learning) usually are less transparent than low-

performance ML methods (e.g., decision trees) [108]. In addition, some other research

points out that AI explaining its decision may not always result in higher team per-

formance [21]. These studies emphasize the need to further explore how to design

an effective explanation of AI in human-AI teaming considering its deployed context

intending to improve team performance.

24



In addition to AI teams and their attributes, humans are crucial in developing

effective collaboration patterns with AI. Similar to human teams, individuals have

different expectations, understanding, and predictions of their teammates in human-

AI teams due to their own unique experience working with AI or interpretation of

AI [301]. Existing work has explored various facets of individual differences on their

influence on team performance. For instance, previous research examined individuals’

adaptive behaviors in human-AI teams using a cooperative task and illustrates that

people who adapted to their teammates better achieved higher team performance

[256]. Another research investigated the match of human and AI teammates regarding

two personality traits, extraversion, and agreeableness, and found that teams in which

humans and AI teammates had matching agreeableness had better team performance

[100].

A fourth factor that could impact team performance is task characteristics. As

humans and AI teammates complete team missions, coordination strategies are often

dependent on task features. Current research on task characteristics has indicated

that both task interdependence and task difficulty matter in shaping team coordi-

nation. Specifically, team autonomy is positively associated with team performance

when task interdependence is high, whereas team autonomy is negatively associated

with team performance in the low task interdependence condition [137]. As humans

tend to rely more on decision aids when task difficulty increases [31], prior research in-

dicates that task difficulty is likely to decrease team performance in human-AI teams

[200, 105].

While team performance is an important metric in evaluating teamwork, team

viability plays an essential role in assessing a team’s continuous growth and long-term

success [39]. Team viability is defined as “a team’s capacity for the sustainability

and growth required for success in future performance episodes” [24, p. 1]. While
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team viability has been explored in human-human teams [287, 39, 24], it is still a

new construct for researchers to examine in evaluating human-AI team outcomes.

Previous research pointed out the potential benefits of studying team viability in

human-AI teaming considering its role in predicting long-term success [200]. Thus,

more research is needed to explore the viability of human-AI teams to facilitate the

design and implementation of long-term human-AI collaboration.

2.2.2 Trust

Trust is considered a necessary coordination mechanism in achieving effective

teamwork in human teams since trust enables team members to interact, exchange

information, anticipate teammate’s behaviors, and coordinate accordingly [122, 170],

especially in virtual teams [117, 229, 33]. As a multidimensional construct, trust has

been explored in a wide range of domains and the definition of trust is slightly differ-

ent in various research fields. In this work, trust refers to human trust toward an AI.

Specifically, we consider a commonly used definition of trust in AI in previous litera-

ture “the attitude that an agent will help achieve an individual’s goals in a situation

characterized by uncertainty and vulnerability” [140, p. 2]. Previous research points

out that trust in AI is different from the interpersonal trust since trust between hu-

mans has social elements involved [140]. However, recent research has explored social

interactions between humans and AI through human-AI communication and social

presence of AI [181, 124], as well as social interactions in human-AI teams [25, 276],

making the social perceptive of human-AI teams an important factor to consider in

human-AI teaming research.

Existing research has devoted efforts to building theoretical models of trust in

human-AI teams to achieve a deep understanding of how trust functions in human-AI
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teaming. For instance, Hou et al. presented a trust model which pointed out AI should

possess six features (e.g., intention, measurability, predictability, agility, communica-

tion, and transparency) to develop trust with human teammates [109]. Another re-

search identified six components in a trust engineering model in human-AI teaming,

including security, adaptability, communication, assessment, training/knowledge, and

explainability, in an attempt to facilitate trust development [75]. Additionally, ability,

integrity, and benevolence were proposed as three antecedents of team trust, along

with individual factors, team factors, system factors, and temporal factors as influ-

encing factors [271]. As the importance of AI performance is emphasized in impacting

trust, previous research has examined AI accuracy on user trust and found that peo-

ple are likely to have a higher level of trust in AI with higher stated accuracy [298].

Another research also shows that showing participants the machine system confidence

information increases their trust in the machine [10]. While most research on trust

in human-AI teams focuses on developing trust in AI from a human perceptive, some

research also investigated how AI can build mental models of humans which support

effective human-AI teamwork [41, 262]. Specifically, this research points out that AI

has an understanding of when to trust humans considering their’s trustworthiness

(e.g., human teammates’ ability, benevolence, integrity), and task and environment

characteristics.

Though theoretical models of trust in human-AI teams help researchers to

achieve a comprehensive understanding of trust by conceptualizing the role of trust

in impacting teamwork and possible factors that impact trust, empirical research is

the same if not more important to the design and implementation of effective human-

AI teams. A body of literature has examined how trust impacts team outcomes

or is impacted by other team or individual factors. For instance, previous research

pointed out that trust is associated with team performance, but its development may
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be unrelated to team performance [170]. Another research also examined the role of

trust in teamwork using a simulation experiment, in which humans teamed up with an

AI operated by a researcher to complete team missions in a remotely piloted aircraft

system environment. This work shows that humans in teams with a low performance

developed lower levels of trust than humans in medium and high-performance human-

AI teams [169].

Additionally, existing research indicates that individual differences may im-

pact trust development in human-AI teams [200]. One such example is humans’ pre-

existing attitudes toward AI. Existing research has shown that people’s pre-existing

attitudes towards AI impact their willingness to team up with A[301]. One broadly

used scale to measure people’s pre-determined attitudes towards AI is negative atti-

tudes toward robots (NASR), which is composed of 14 items developed by Nomura et

al. [190] (see Appendix A.9). For instance, prior work has shown that NARS is an

appropriate method of examining human pre-existing attitudes towards agents and

impacts how humans evaluate agents’ behaviors [257]. Another research also indicates

that lower negative attitudes towards technology resulted in higher trust beliefs in

robots which consist of expectations of robots’ functionality, helpfulness, and reliabil-

ity [270]. In addition, people’s previous collaboration experience with humans may

impact how much they are willing to team up with AI [301].

Despite increasing trust has always been one goal in building human-AI teams,

overtrust is an issue that AI system designers and developers need to consider.

Overtrust refers to trust calibrated when humans overestimate AI’s capabilities lead-

ing to misuse of the AI agent [195]. Specifically, overtrust may cause harm in high-risk

scenarios, such as using autonomous driving systems and embodied agents in health-

care systems [296], and during emergencies where humans may misunderstand poten-

tial risks associated with an action [275]. Prior research has examined overtrust by
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conducting an experiment where participants chose to follow agents’ instructions after

they interact with them in non-emergency tasks [215]. This study found that even

though some participants observed poor behavior from the robot in non-emergency

tasks, they still chose to follow agents’ suggestions afterward [215]. In addition to

overtrust, trust damage is another issue to consider in trust in autonomous team-

mates. Similar to humans making mistakes, AI making errors potentially lead to

a decrease in their human partner’s trust in them [210]. Once trust is damaged in

human-AI teams, mainly refers to human trust towards AI decreases, it is more diffi-

cult to rebuild trust than initial trust development [134]. Thus, effective trust repair

strategies are necessary to rebuild damaged trust for successful team performance.

For instance, previous research has examined two trust repair strategies, explanation,

expression, and both, using no trust repair strategy as the baseline [134]. They found

that expressing regret was important to effectively repair trust, especially when an

explanation was provided. However, another work points out that an apology might

be less effective when the AI is perceived to be with fixed behaviors [60] A recent

work investigated how explanations of an error made by the AI on purpose repaired

trust and found no impact [260]. The effectiveness of trust repair strategies may vary

by context and how humans perceive the AI (e.g., social agent or not).

2.2.3 Explicit vs. Implicit Coordination

Coordination serves as a crucial factor in shaping team performance. Teams

usually alternate between explicit coordination and implicit coordination to be suc-

cessful in high-complexity collaborative tasks, especially in time-sensitive and high-

stress situations [78, 198]. While plenty of research has explored explicit coordina-

tion and implicit coordination, multiple definitions of explicit/implicit coordination
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have been proposed and used with different focuses and contexts. One commonly

used definition is that explicit coordination requires team members to coordinate

using communication, such as deciding plans and coordinating actions, whereas im-

plicit coordination enables team members to coordinate without the need for overt

communication [132, 158]. Previous work points out that implicit coordination in

time-sensitive tasks allows human team members to coordinate efficiently and safely

by saving time that extra communication costs [268]. However, this also requires a

shared understanding within the team and the development of situation awareness

[268]. Another research that proposed a framework for team implicit coordination

processes also argues that implicit coordination contributes to effective team perfor-

mance along with the accuracy team situation model [214]. Importantly, research

points out that implicit coordination involves the following four types of behaviors:

(1) teammate providing task-relevant information without a previous request; (2)

proactively sharing a task workload and providing support and assistance to team-

mates; (3) being aware of teammates’ progress and performance; and (4) adaption to

teammates [214].

The exploration of explicit and implicit coordination has been extended to

human-AI teams and human-robot teams, where one or more team members are

not humans. The coordination in human-AI teams and human-robot teams is more

challenging than in human-only teams since machines are usually limited in their

ability to implicitly coordinate with humans [251]. While some machines have de-

veloped the capability of detecting visual cues (e.g., facial expressions) for implicit

coordination [208], it is difficult to apply these visual cues for efficient collaboration

in time-sensitive tasks for virtual teams. Specifically, these types of emotional vi-

sual cues are not enough for AI to utilize in team coordination in high-complexity

tasks. Research has also examined task-related visual cues, such as non-verbal cues on
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the task progress, in collaborative tasks and found that the task-related non-verbal

communication positively impacted team performance and humans’ understanding

of the robot teammate [35]. However, implicit coordination usually demands team

members have a shared understanding of each other and the tasks, it is difficult to

implement implicit coordination in virtual human-AI teams, where physical visual

cues are limited due to the team and environments’ virtual characteristics. More

research is needed to explore how AI can better coordinate with humans implicitly

through non-verbal communication.

2.2.4 Situation Awareness

As an important construct in teamwork research, situation awareness has been

well studied in the past several decades in human-human teams [71, 72, 225]. Specif-

ically, situation awareness is defined as “the perception of the elements in the envi-

ronment within a volume of time and space, the comprehension of their meaning, and

the projection of their status in the near future” [71, p. 97].

Previous research has identified multiple models of individual situation aware-

ness [23, 72, 247]. The most prominent model of situation awareness is a three-level

model proposed by Endsley in 1995 [72]. This model depicts situation awareness from

three levels: perception of elements, comprehension of the situation, and projection

of future states. Level 1 refers to the perceptions of elements in the current situa-

tion. As the first step of developing situation awareness, humans need to perceive and

sense various elements in the environment, such as the attributes of a system, and

the dynamic changes in the environment. Following that, Level 2 is to comprehend

the current situation. With the perceptions of elements in the environment in Level

1, Level 2 emphasizes how humans understand and interpret these elements that they
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are aware of and relate to their goals and tasks. Finally, level 3 depicts the projection

of future status. With the awareness of the elements in the current situation and the

comprehension of such elements, humans can then develop predictions of how differ-

ent elements in the environment may change and the potential outcomes of certain

changes. By depicting the development and maintenance of situation awareness, this

three-level model has been broadly applied in various domains, such as aviation, and

surgery [3, 4]. Despite the popularity of this three-level situation awareness model,

many researchers argue that situation awareness should not be considered and studied

as a cognitive product, but a continuous perception-action process [88]. For instance,

Smith et al. [247] proposed another model in 1995 that depicts situation awareness

as a process in which cognitive activities were included. These activities impact the

generation and maintenance of people’s awareness of the environment [247].

In addition to research on individual situation awareness, a large body of work

has explored situation awareness in teaming environments along with the common use

of teams in high-complexity tasks. Specifically, team situation awareness is defined

as “the shared understanding of a situation among team members at one point in

time” [227, p. 131]. Research points out that team situation awareness is not a

simple aggregation of each team member’s individual situation awareness [227, 54, 88].

Instead, the communication and coordination among team members and the dynamic

changes in teaming environments impact the development and maintenance of team

situation awareness [55]. In particular, previous research proposes that team situation

awareness is composed of complementary situation awareness (i.e., the individual

situation awareness each team member has) and shared situation awareness/mutual

awareness (i.e., the team-level situation awareness shared by team members) [291,

250, 244].

As a crucial factor in teamwork, situation awareness has been shown to pos-
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itively impact team performance in human-human teams [74]. As ML techniques

getting more advanced in the past decade, this has also been extended to human-AI

teams. For instance, previous research has pointed out that team members pushing

information without request benefits both team situation awareness and team perfor-

mance in human-AI teams [62]. Another work suggests shared situation awareness

in human-AI teams requires taskwork situation awareness, agent situation awareness,

and teamwork situation awareness, where taskwork situation awareness supports team

performance, agent situation awareness facilitates AI’s responsibilities in the team,

and teamwork situation awareness assists team’s coordination [73]. Additionally,

team communication is considered a prerequisite for achieving high-level team situ-

ation awareness [74]. Such a positive relationship between team communication and

team situation awareness has been emphasized in multiple studies. For instance, in-

formation sharing of situations and changes within a human-human team regarding

team tasks and goals impacts the development of team situation awareness [227].

While team communication plays a crucial role in developing and maintaining team

situation awareness, complicated team composition and time-sensitive task charac-

teristics could make it difficult for teams to convey situation-related communication

(e.g., information about the situation) is difficult to be conveyed effectively [206].

2.2.5 Bias

Though the ultimate goal of human-AI teaming is AI and humans share team

responsibilities and contribute to team success in an equal partnership, plenty of

research has shown humans have biases towards AI [177, 209]. Specifically, humans

often differentiate humans and AI by using “they” to describe AI and “us” for humans

[193]. One possible reason is that humans often feel a lack of understanding and
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transparency of AI teammates [216]. This lack of understanding may also result in

an inaccurate assessment of AI’s skills in collaborative games [197] and sometimes

lead to an overly high expectation that AI is a “perfect machine” in completing

game tasks [301]. Some other work indicated that humans have less empathy for

AI teammates than human teammates. For instance, humans are more likely to

blame perceived/real AI teammates for a failure compared to a perceived/real human

teammate regarding their real identity [177]. Humans are also more likely to save

perceived human teammates than AI teammates even though the human teammate

was an AI who pretended to be a human teammate [197]. This type of human

bias towards AI needs to be considered in human-AI collaboration [205]. Plenty of

research has committed to understanding and measuring negative attitudes towards

AI [189, 190].

2.3 Communication in Human-AI Teams

As a vital component of teamwork, communication facilitates the collaboration

process by forming trust and developing shared understanding to coordinate closely

[301, 99]. Communication is known as a key factor in predicting team performance

in multiple research fields, such as healthcare research [144, 178] and human-AI col-

laboration [174, 35]. In particular, some research on human-AI teaming/human-AI

collaboration has explored or utilized certain communication characteristics, such as

explicit/implicit communication [146], communication proactivity [305], and commu-

nication directionality [12].
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2.3.1 Verbal & Non-verbal Communication

In the past decade, research has explored the communication challenge between

humans and AI, such as conversational agents and social robots [40, 235, 30, 281].

These studies often focus on the social aspect of human-AI conversations, which dif-

ferentiates it from human-AI communication in a teaming environment. As pointed

out in the previous section, human-AI teams require humans and AI teammates to

collaborate at a team level and achieve shared team goals [171, 224, 54, 301]. This

brings out the challenge of communication in human-AI teams: what communication

strategy and approach can be applied in a virtual teaming environment to structure

an effective human-AI team to perform cohesively? In this section, we present the

current research on communication in human-AI teams, covering non-verbal and ver-

bal communication channels, and identify the potential research gaps in developing

communication strategies in human-AI communication.

One ideal approach for humans and AI to exchange information is utilizing

NLP, i.e., verbal communication [188, 163]. In the past two decades, a great amount

of work has focused on the development of NLP intending to enable natural commu-

nication between humans and AI [159, 26, 51, 32]. The recent release of ChatGPT

has pushed human-AI communication one step further toward achieving smooth com-

munication in human-AI interaction [114]. Verbal communication, which usually uses

text or audio to present information, is a common communication channel in human-

AI teams. For instance, textual communication was applied in a game GuessWhich

for AI and humans to share information and coordinate in completing a team task,

which was to identify the secret picture of a pool of pictures after each round of

conversation [45]. Another research applied textual communication in the human-AI

team decision-making process as the only communication channel to exchange infor-

35



mation [297]. Though research in human-human teams has highlighted the positive

impact of using audio channels [118] and audio/voice communication has been iden-

tified as a preferred method of interacting and coordinating in human-AI teams in

previous studies [301, 265], audio communication has its limitation in online gaming

environments, such as some people without access to audio communication, or con-

fusion caused by a mix of audio communication and game sounds [138]. Specifically,

though previous work highlighted the positive influence of real speech on trust com-

pared to synthetics voices, no significant differences were found between synthetics

voice and textual communication in an air traffic control task [248]. Another work

examined the impact of textual communication and voice communication and also

found no significant difference between textual and voice communication’s impact on

team performance [53].

Another broadly applied communication channel is non-verbal communication,

which refers to information shared in an implicit approach, such as facial expression,

gesture, gaze, and body movement [163, 133, 146, 231, 283]. Multiple studies applied

visual communication, such as maps, as the only communication channel. For in-

stance, Merritt et al. conducted a qualitative study to explore the blame assignment

in human-AI collaboration using a collaborative game that included a map for team

members to identify each other’s location and the target location [177]. Another

work explored the application of detailed instruction using textual communication

and brief instruction using visual cues in creative activities in human-AI teams and

found that humans tended to prefer detailed textual communication over brief visual

direction [194]. Although textual communication was preferred in this work, the dif-

ference between the instruction cannot be neglected. Visual communication has its

own advantages in presenting space-related information while textual communication

is able to present detailed information that is more complex to present in a visual
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way.

2.3.2 Communication Directionality and Proactivity

In addition to verbal and non-verbal communication between humans and AI,

existing research has examined other characteristics of communication in shaping

team outcomes. While humans have the cognitive thinking capability to decide their

proactivity of conversation based on the context and the conversation flow, AI agents

are programmed to initiate a conversation. Previous work has explored how AI can

develop proactivity in communication, which may benefit their collaboration with

humans [305]. However, even if an AI proactively communicates with humans in

teams, more nuances need to be explored. One such example is the directionality of

AI’s communication. Prior research has pointed out the importance of implementing

bi-directional communication in human-AI teams for humans and AI to understand

their teammates’ intention, build trust through the collaboration process [231, 242,

266] and aiming at high effective team performance [299]. Another study examined

the impact of communication directionality on human social perceptions of AI in an

online cooperative game and found that when the direction of communication varies

in an online cooperative game, human perception of their AI teammate differs with

different AI agents (e.g., different machine learning models) [12].

While bi-directional communication has obvious benefits for coordination and

collaboration in human-AI teams, some research utilized uni-directional communica-

tion due to technical difficulties. For instance, [5] proposed a uni-directional com-

munication framework in human-AI decision-making where AI communicates its ca-

pabilities and limitations to calibrate trust quickly, which could improve human-AI

team performance. Another research developed a game platform in which humans
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adapted to AI’s abilities and communicated through uni-directional communication

[254]. Both studies pointed out that while their work used uni-directional communi-

cation, bi-directional communication in human-AI collaboration should be a future

research direction.

2.4 Summary of Research Gaps

Through a holistic review of previous literature on three topics: communica-

tion in virtual teams, human-AI teaming, and communication in human-AI teams,

we identify four research gaps that need to be addressed:

• While plenty of current human-AI teaming research contains a certain level of

communication in their experiment setting, little research focuses specifically

focuses on how to design and structure AI’s communication.

• Even though communication in both virtual teams and human-AI teaming re-

search has pointed out the essential role of communication in teamwork, there is

a lack of research on how AI’s communication impacts team processes through

human-AI coordination.

• Most of the existing work on communication has focused on communication

quantity, leaving many other communication components unexplored, such as

AI’s communication proactivity.

This dissertation is motivated to address these research gaps with three stud-

ies.
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Chapter 3

Study 1: Investigating AI’s

Communication Proactivity and Its

Impact on Team Processes in

Human-AI Teams

3.1 Overview and Research Questions

As AI is integrating into teams to collaborate with humans as a teammate

with the goal of achieving unprecedented team outcomes. Much of the coordination

between humans and AI teammates relies on human-AI communication, which is chal-

lenging due to AI’s machine nature. When to communicate, what to communicate,

and how to communicate are not well explored for AI teammates in virtual envi-

ronments. However, before getting into these specific and highly context-dependent

components, it is necessary to first explore AI’s proactivity of communication, which

refers to AI’s characteristic of initiating a conversation with human teammates. Un-
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like humans who initiate conversations whenever they choose to, AI’s initiation of

conversations needs to be designed and programmed into the algorithm. Through a

mixed-design experiment and a follow-up interview with 60 participants, this study

addresses the following research questions:

RQ1: How does AI teammates’ communication impact human percep-

tions, team processes, and team performance?

RQ2: How do AI teammates being proactive in completing tasks impact

human perceptions and team performance?

RQ3: What communication strategies do humans expect their AI team-

mates to employ to support human-AI teaming?

3.2 Method

3.2.1 Experimental Design

This study employs a 2x2 between-subject design, with two manipulations

being: (1) AI’s proactivity in communication, including proactive communication

and non-proactive communication; and (2) AI’s proactivity in behaviors, including

proactive and non-proactive behaviors. Specifically, AI with proactive communication

pushes information to human teammates proactively, whereas with non-proactive

communication AI only replies to human teammates’ messages. In addition, AI with

proactive behaviors takes each action by themselves, whereas AI with non-proactive

actions needs humans’ commands to pick up the next crate.
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3.2.2 Experimental Task and Procedure

This study starts with a pre-survey where participants read through a consent

form and reported their demographic information and prior video game experience, as

well as their existing opinions about AI teammates. After completing the pre-survey,

participants were guided by a trained researcher to complete a training session in

ArmA 3, where they practiced game operations and communication functionality by

completing a task similar to team tasks that they need to complete later. Participants

completed three rounds of eight-minute team tasks after the training session, where

participants were asked to collaborate with an AI teammate Zeus to collect as many

crates as possible in numerical order within an eight-minute time limit. A post-survey

was applied to collect participants’ perceptions after each round of tasks. The mea-

surement will be described later. Once participants completed all the experimental

tasks and post-survey, a follow-up interview was conducted using an interview script

to understand participants’ perception and interpretation of AI’s communication and

how that impacted their collaboration during gameplay (e.g., “How do you feel about

your AI teammate Zeus’s communication? How did that influence your trust and your

collaboration with them?”, see the full list of interview questions in Appendix B.1).

Each experiment session lasts around one hour. The length of follow-up interviews

was typically around seven with a total length of 428 minutes and 30 seconds.

To make sure AI’s behaviors are consistent in each condition, we used a “Wiz-

ard of Oz” technique [59] in which the participants believed they were working with

an AI teammate to complete a task but were actually working with a trained re-

searcher. The tasks took place within a first-person game ArmA 3 (see Figure 3.1)

where each participant was asked to work with an AI teammate Zeus to collect as

many crates as possible in numerical order within an eight-minute time limit. The
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Figure 3.1: ArmA 3 Game Task Screenshot.

reasons why this study selected ArmA 3 as the experiment platform are twofold: (1)

ArmA 3 is highly customizable on objects (e.g., vehicles and equipment) and task

design (e.g., allowing modifications of pre-built scenarios to develop to tasks); (2)

ArmA 3 provides various functionalities to support team tasking, such as a shared

map showing team member’s locations, multiple communication channels enabling

team members to text chat with each other, and a timer used to set the length of a

task.

3.2.3 Operationalizing Communication between Humans and

the AI Teammate

The AI teammate Zeus and participants used textual communication through

the communication channel provided in ArmA 3 to chat with each other. The mes-

sages are displayed on the left corner of the game interface (see Figure ??). Each team

is consisted of an AI teammate and a human participant. Half of the participants

collaborated with an AI teammate with proactive communication, and the other half
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collaborated with an AI teammate with non-proactive communication.

In particular, the proactive communication AI teammate initiates conversa-

tions with humans proactively. A communication script used for the AI teammate to

communicate with humans was developed through a multi-step process. First, multi-

ple researchers completed the task together and identified key actions (i.e. collecting

a create or dropping off a create) where communication would be appropriate. Then,

using these events, an initial script was created, with two variations made: one for the

proactive AI teammate and one for the non-proactive AI teammate. Both of these

scripts were piloted internally with other researchers and externally with individuals

not associated with this project. These pilots were used to iterate these scripts by

creating elements that were not presented in the original task analysis, such as when

participants send messages that the AI would not understand. These pilots were also

used to ensure that the Wizard of Oz technique was properly working and the pilot

participants indeed thought they were working with an AI teammate. As shown in

Table 3.1, both proactive and non-proactive communication AI teammates provided

responses when humans asked for certain information, whereas the AI teammate with

proactive communication also proactively shared their updates when specific events

were triggered. Specifically, when these specific events were triggered, AI teammate

Zeus (i.e., the trained researcher) will send a corresponding message in the commu-

nication channel using a macro keyboard which ensures the consistency of message

content and the time spent on sending these messages. It should be noted that AI’s

communication accuracy is set as 100% (i.e., AI always sends the correct information,

with or without proactive communication) in this study.

Importantly, participants were trained to use the text-based communication

channel in the training session before first round of game task using a list of phrases.

They were told that AI teammates can only understand certain phrases listed in the
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participant communication script (see Table 3.2). The reasons why participants were

trained to use a fixed list of phrases are twofold. First, the fixed list of phrases rep-

resents the current state-of-the-art AI communication capabilities in HAT research.

Due to the limits of current NLP, AI has yet to be able to fully understand and respond

to humans’ communication naturally [293]. Second, this list of phrases provides par-

ticipants a detailed understanding of the AI teammate’s capabilities and limitations,

which facilitates participants to coordinate with AI teammates, especially at the be-

ginning of the task [9]. These phrases were evaluated and iterated through the pilot

studies to ensure they could efficiently support the coordination and communication

with the AI teammate.
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Table 3.1: AI Communication Scripts

Condition Triggered Events AI’s Responses

General re-

sponses

If participants share that they are go-

ing to collect/ have collected/ dropped

off the # crate:

Great job!

(All conditions) If participants send messages on which

crate AI should go to collect:

Sounds good!

If participants ask which crate the AI

is

OR I’m on the way to collect

crate #.

collecting/ has collected: OR I have collected crate #.

OR I have dropped crate #.

If participants send messages that are

not in the script:

Sorry I don’t understand.

Proactive Com-

munication AI

Only

Once AI collects a crate: I have collected crate #. I will

drop it off at the depot. Which

crate are you collecting?

Once AI drops a crate: I have dropped crate #. Which

crate are you collecting? I plan

to collect crate #.
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Table 3.2: Participant Communication Scripts

Participants’ Communication Message List

Tracking AI’s progress 1. Which crate did you drop?/Which crate have you dropped

off?

(All conditions) 2. Which crate did you collect?

3. Which crate are you collecting?

Sharing humans’

progress

4. I dropped crate [number] (e.g., I dropped crate 1.)

(All conditions) 5. I collected crate [number].

6. I’m going to collect crate [number].

Proactive condition

only

Participants can the AI teammate’s questions using digital

numbers (e.g., 3).

Additionally, a map is provided in ArmA 3 for participants and AI teammates

to see the location of each crate (see Figure 3.2). Participants can zoom in and out

on the map to check the crate location and the drop off location. A notification is

provided on the top right corner, but only shown to the team member who dropped

off the current crate.
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Figure 3.2: Map in ArmA 3

3.2.4 Recruitment and Participants

60 participants were recruited at a midsize Southeastern university using a de-

partmental subject pool. Participants were compensated with course credits. Among

60 participants, 45 (75%) usually spend less than 1 hour on playing games every week,

8 (13.33%) spend 1-5 hours, 3 (5%) spend 5-10 hours on games, and 4 (6.67%) spend

more than 10 hours on games every week. 52 participants (86.7%) indicated that they

were not familiar with ArmA 3 at all, 7 participants (11.67%) indicated they were

slightly familiar with ArmA 3 and only 1 participant (1.67%) indicated moderate fa-

miliarity with ArmA 3. Additionally, participants’ NARS scores indicate the extent

of their negative attitudes towards AI (NARS score could range from 1 to 5), i.e.,

a higher score indicates a more negative attitude towards AI. The reported NARS

scores in our study range from 1.42 to 3.93. Table 3.3 summarized the demographics

information of participants.
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Table 3.3: Demographic Information of Interview Participants

Gender Age Ethnicity NARS

Female- 39

Male- 20

Non-binary

/Third Gender- 1

Range from 18 to 21

(Mean = 18.58)

Asian- 2

Black or African American- 5

Non-Hispanic White- 45

Hispanic and Latino- 7

Other- 1

Range from 1.43 to 3.93

Mean = 3.05

Median = 3.11

3.2.5 Measurements

3.2.5.1 Pre-survey Measurements

Demographic Information and NARS Participants’ demographic information

was first collected in the pre-survey. In addition, their existing attitude of AI was

measured in pre-survey using the Negative Attitude toward Robots Scale (NARS) (see

Appendix A.9). Previous work has shown that NARS impacts how humans perceive

AI agents’ behaviors [257]. Thus, NARS was used in this study as a covariant variable

in experiment data analysis.

3.2.5.2 Post-survey Measures

The following subjective measurements were applied after each round of the

mission to understand how humans perceive their AI teammates and how that changed

during the three missions.

Trust in the AI Teammate Human trust in the AI teammate was measured

using six five-point Likert scale questions (see Appendix A.5). This measurement

was developed based on trust principles that were identified by a previous study [154]
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and has been applied in previous work [234]. Responses to each item were scored from

1 (Strongly Disagree) to 5 (Strongly Agree) for three non-reverse items and from 5

(Strongly Disagree) to 1 (Strongly Agree) for three reverse items. The average was

calculated as the trust score after each mission. The average with a higher score

indicates higher trust in the AI teammate.

Satisfaction with the AI Teammate Participants’ overall satisfaction with their

AI teammate was measured using five five-point Likert scale items (see Appendix A.6).

Responses to each item were scored from 1 (Strongly Disagree) to 5 (Strongly Agree)

for four items and from 1 (Extremely dissatisfied) to 5 (Extremely satisfied) for one

item and averaged as the satisfaction score. The average with a higher score indicates

a higher level of satisfaction with the AI teammate.

Perceived Teammate’s Performance Perceived teammate’s performance mea-

surement was adapted from an existing validated scale [57]. Nine items were used,

each of which was responded to using a five Likert scale (see specific questions in

Appendix A.4). This was measured after each round of the task. For each teammate,

the questions are presented as follows, with an item as an example:

Please answer the following questions regarding your perceptions of the AI

teammate Charlie you worked with. There are no wrong answers.

The AI teammate Charlie I worked with:

- did a fair share of the team’s work.

Team Viability Team viability was used as a factor indicating participants’ confi-

dence in their teams’ long-term success. The scale used in this study was developed

on previous literature and measurements on team viability [56]. This measurement
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includes fourteen five-point items with responses ranging from “Strongly Disagree”

to “Strongly Agree”.

3.2.5.3 Task Measurements

Team Performance Team performance is an objective measurement collected for

each round of task, which evaluates how each team performed the collaborative game

missions. The number of crates collected and dropped was recorded after each round

of task by the confederate. Since the goal of the team mission was to collect as many

as crates as possible, the scoring rule was developed based on the number of collected

crates. Specifically, the team scores were calculated as follows:

Team Score =
Total Collected Crates + Total Dropped Crates

2

Each crate collected and dropped off was considered as one point in the team score.

This counted both AI’s and participants’ efforts in completing the task.

3.2.6 Interview Analysis

We used an in-depth qualitative analysis method to investigate the partici-

pants’ perceptions of the AI teammate’s varying communication styles and proactiv-

ity levels [84]. The interview data was analyzed using the following procedure: (1)

two researchers closely read through all the transcripts to gain a basic understanding

of how people perceive AI’s communication and how it impacts their coordination;

(2) the same researchers highlighted words, phrases, sentences that are relevant to the

research questions; (3) the two researchers independently identified themes which per-

tained to the research questions, also taking note of similar trends outside of the stated
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research questions; (3) the two researchers discussed all the themes and sub-themes

that they each identified and iterated them through combination and refinement; (4)

following the initial discussion, the same two researchers read through the transcripts

again and extracted quotes based on themes and sub-themes defined in step 3; (5)

researchers further discussed and refined the final themes and sub-themes to develop

an integrated understanding of specific communication strategies that humans expect

AI teammates to employ and their impact on team processes, including human trust

in the AI teammate and team situation awareness.

3.3 Experiment Results

In this section, we will present the quantitative findings on how AI being

proactive in communication and taking actions impacts human perceptions (RQ2)

and team performance (RQ3).

Trust in the AI Teammate Participants trusted the AI teammate with non-

proactive communication (M = 3.976, SD = 0.674) significantly less than the

AI teammate with the proactive communication (M = 4.352, SD = 0.632),

F (1, 56) = 6.140,p = 0.014 (see Figure 3.3). However, no significant impact was

observed from AI’s proactivity in behaviors (e.g., autonomy vs. automation). Even

though the autonomous AI teammate presented more effective performance, AI

teammate’s communication proactivity impacts trust more than AI’s behavior

proactivity. This emphasizes the critical role of AI’s proactive communication in

building human trust in human-AI teams.
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Figure 3.3: Human Trust in the AI Teammate

Table 3.4: Descriptive Statistics of Trust in the AI Teammate

Task Round Communication Mean SD N

Round 1 Proactive 4.450 0.480 30
Non-proactive 3.922 0.593 30

Round 2 Proactive 4.278 0.708 30
Non-proactive 3.900 0.773 30

Round 3 Proactive 4.328 0.691 30
Non-proactive 4.106 0.647 30

Perceived AI Teammate’s Performance Our results showed that AI team-

mates with proactive communication (M = 4.197, SD = 0.937) were perceived

to have better performance than AI teammates with non-proactive communica-

tion (M = 3.647, SD = 0.543), F (1, 56) = 11.639, p = 0.001 (see Figure 3.4a). In

addition, an increase in this perceived performance was observed as humans col-

laborated with the AI teammate longer. Specifically, participants considered AI

teammates performed the best in Round 3 (M = 4.097, SD = 0.761), followed

by Round 2 (M = 3.913, SD = 0.832) and Round 1 (M = 3.757, SD = 0.817),
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F (1.728, 56) = 96.745, p = 0.006 (see Figure 3.4b).

(a) Perceived AI’s Performance Between
the Proactive Communication AI and
Non-proactive AI Teammate

(b) Perceived AI’s Performance from
Round 1 to Round 3

Figure 3.4: Team Performance

Satisfaction with the AI teammate Participants were significantly more sat-

isfied with proactive communication AI teammate (M = 4.653, SD = 0.616)

than non-proactive communication AI teammate (M = 4.316, SD = 0.722),

F (1, 56) = 5.800,p = 0.019 (see Figure 3.5). Similar to human trust in the AI

teammate, AI taking actions automatically has no significant impact on humans’

satisfaction with them.
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Figure 3.5: Satisfaction with the
Proactive Communication AI Team-
mate and Non-proactive AI Teammate

Figure 3.6: Perceived Team Effective-
ness from Round 1 to Round 3

Perceived Team Effectiveness While no significant effects were found from AI’s

communication proactivity, task round has a significant impact on perceived team

effectiveness (F (2, 112) = 9.113, p < 0.001, see Figure 3.6). Participants viewed their

teams as more effective as they collaborated with the AI teammate longer (Round 1:

M = 3.938, SD = 0.596; Round 2: M = 4.048, SD = 0.719; Round 3: M = 4.238,

SD = 0.644).

Team Viability Similar to the effect our data shows for perceived team effective-

ness, task round significantly impacted participants’ evaluation of the team’s viability

(F (2, 112) = 10.054, p < 0.001, see Figure 3.7). Participants were more likely to

consider their team would have the long-term success by the end of the team missions

than at the beginning (Round 1: M = 3.819, SD = 0.783; Round 2: M = 3.980,

SD = 0.898; Round 3: M = 4.215, SD = 0.777).
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Figure 3.7: Team Viability

Team Performance Our data shows that AI’s behavior type (e.g., autonomous

AI vs. automated AI) has a significant impact on team performance. Autonomous

AI teammate obviously has higher efficiency in completing tasks (M = 7.583, SD =

1.500) compared to automated AI teammate (M = 6.050, SD = 1.856), F (1, 54) =

28.603, p < 0.001 (see Figure 3.8a).

In addition, there is a significant interaction effect between task round and

AI’s behavior, F (2, 108) = 5.867,p = 0.004 (see Figure 3.8c). Participants achieved

higher team performance when they teamed up with an autonomous AI teammate,

but teams with an automated AI teammate improved their performance more from

Round 1 to Round 3 (Round 1: M = 5.150, SD = 1.703; Round 2: M = 6.000, SD =

1.737; Round 3: M = 7.000, SD = 1.697) compared to teams with an autonomous

teammate (Round 1: M = 7.100, SD = 1.417; Round 2: M = 7.700, SD = 1.222;

Round 3: M = 7.950, SD = 1.734).
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(a) Team Performance Between Au-
tonomous and Automated AI Teammate

(b) Team Performance from Round 1 to
Round 3

(c) Team Performance Between Auto-
mated AI Teammate and Autonomy
Teammate

(d) Team Performance Between Proac-
tive Communication AI and Non-
proactive AI Teammate

Figure 3.8: Team Performance

Another interesting finding is the significant interaction impact between task

round and AI’s communication proactivity on team performance. Specifically, teams

with a non-proactive communication AI teammate increased team performance

more from Round 1 to Round 3 (Round 1: M = 5.917, SD = 2.178; Round 2:

M = 6.600, SD = 2.091; Round 3: M = 7.617, SD = 2.037) than teams with

a proactive communication AI teammate (Round 1: M = 6.333, SD = 1.428;
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Table 3.5: Descriptive Statistics for Team Performance Score.

Task Round Communication Behavior Mean SD N

Round 1 Proactive Autonomous 6.867 1.141 15
Automated 5.800 1.521 15

Non-proactive Autonomous 7.333 1.655 15
Automated 4.500 1.669 15

Round 2 Proactive Autonomous 7.567 0.704 15
Automated 6.233 1.387 15

Non-proactive Autonomous 7.833 1.600 15
Automated 5.767 2.052 15

Round 3 Proactive Autonomous 7.500 1.476 15
Automated 7.167 1.496 15

Non-proactive Autonomous 8.400 1.901 15
Automated 6.833 1.915 15

Round 2: M = 6.900, SD = 1.276; Round 3: M = 7.333, SD = 1.470), F (2, 108) =

3.571, p = 0.031 (see Figure 3.8d).

However, there is no significant interaction effect between the AI’s proactivity

in taking actions and AI’s proactivity in communication on any measurements. Specif-

ically, AI’s proactive communication does not make up the negative impact caused

by non-proactive behaviors on team performance. AI’s proactive behavior also does

not make up the negative impact resulted from non-proactive communication.

In summary, AI’s proactivity in communication impacts humans perceptions

to a large extent whereas AI being autonomous or automated does not impact hu-

man perceptions. Specifically, there are three main findings: (1) AI being proactive

communication with humans positively impact human perceptions, including human

trust in the AI teammate, perceived AI’s performance and satisfaction with the AI

teammate; (2) autonomous AI teammates only positively impact team performance;

(3) while AI’s proactive communication positively impacts human perceptions, non-

proactive communication AI teams achieved better team performance in the last
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round.

3.4 Interview Findings

In this section, we first identify communication strategies that AI teammates

are desired to apply to facilitate their coordination with humans in a dyadic teaming

environment. Second, we describe how an AI teammate’s communication influences

human’s situation awareness and trust during the collaboration process. Additionally,

the NARS score is provided along each quote to indicate humans’ existing attitudes

towards AI (higher scores indicate a more negative attitude with 3 as neutral).

3.4.1 Communication Strategies for AI Teammates to Coor-

dinate with Humans in Teaming Environments

Due to the dynamic feature of multiplayer online games, communication plays

an essential role in facilitating the coordination between humans and AI teammates

through information exchange. In our study, we identify four communication strate-

gies that AI should apply to support their coordination with humans in an online

teaming environment: (1) proactively communicating with humans; (2) employing

balanced communication with both efficiency and sociability; (3) providing immedi-

ate responses; and (4) avoiding providing excessive amounts of communication once

the communication pattern has formed in repeated team tasks.
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3.4.1.1 Proactive communication from AI teammates is a must in HATs

to facilitate team level information updates.

In the context of multiplayer online games, it is crucial for team members

to proactively share updates, discuss next steps based on team progress at the mo-

ment, and take actions accordingly. Such proactivity in communication from the AI

teammate is even more important in HATs for humans to be aware of AI’s progress

and adapt accordingly. For instance, participants highlight the importance of AI

teammates being able to initiate a conversation:

It can go back and forth. They can also be the ones to give the direction

in a sense. Obviously, we’re more advanced as humans, but to be fair, it

should be both (giving directions) on the same (level). (P29, White, female,

18, NARS 2.14)

For P29, humans and AI teammates taking turns to initiate a conversation

and give guidance creates an equal partnership (i.e., ”fair”) within the team even

though humans are more capable of providing directions. Some participants such as

P52 (White, male, 19, NARS 2.5) further highlight not only the importance of AI

initiating a conversation, but also the direction of AI’s communication: AI should

proactively push information to humans helping reduce humans’ cognitive load. P56

and P28 also mention,

Probably them pushing information to me (is more important than

them pulling information from me) because they’re more efficient, and

I was just trying to see what was going on, especially if your progress de-

pends on how far they are. Generally, the more experienced person needs

to push information so the less experienced knows how to do that. (P56,

White, female, 18, NARS 3.93)
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I would say them (pushing more) because they can go faster, and they

know where everything is on the map, it’d be a little bit easier (than me

pushing). (P28, White, female, 19, NARS 2.71)

According to these quotes, AI being the more proficient team member should

guide the human teammate by initiating more conversations and providing directions.

This could help humans develop their understanding and awareness of AI teammate’s

progress and take actions accordingly. Even though AI being the more competent

team member should push information more than humans, it is essential for AI team-

mates to have bidirectional communication with humans. For instance, P21 and P47

share,

I like it doing both (pushing and pulling). I think back and forth because

it emphasizes the team aspect of it. (P21, Hispanic, male, 19, NARS 3.36)

I think I’d prefer the push and the pull together (from the AI) just to

feel like it’s an actual interaction. (P47, White, female, 20, NARS 3.36)

As these quotes point out, the bidirectional communication from the AI fos-

ters a collaboration environment by increasing interactions between humans and AI

teammates. In contrast, when the AI teammate does not initiate conversations, par-

ticipants usually feel that they lack necessary connections with the AI teammate,

leading to their negative perceptions of the AI. For instance, P40 (White, female, 19,

NARS 3.43) points out,

They were just getting crates quickly and they’re back, but they never

said anything to me, or it’s just more just me asking them. It’s kind of

annoying. (It) wasn’t like teamwork, was more just like, I’m the manager

and they just do what they (are) told.
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According to P40, even though an AI teammate demonstrates competent gam-

ing skills, they may be perceived as ”annoying” and not helpful if they never start

a conversation with humans. As a result, the partnership between humans and AI

teammates will no longer be equal: AI becomes a staff whereas human is their man-

ager, despite AI’s superior skills that can significantly contribute to team success. In

this sense, it is even more important for AI to be equipped with the capability of

initiating conversations with humans than demonstrating task-based skills.

3.4.1.2 AI teammates’ communication style should balance efficiency and

sociability.

Unlike humans who own personalized communication styles based on their

various personalities, AI essentially does not own any communication styles. Rather,

AI agents’ communication patterns need to be carefully designed by AI designers

and developers. Our study investigates human perceptions of AI providing (1) quick

updates without social elements vs (2) social conversations.

On the one hand, participants show their strong preference on AI giving quick

and straightforward updates without social elements in time-mattered team tasks:

I prefer straight to the point. I don’t need the extra words because it’s

just pointless. I have to search through the words to make sure I figure out

what it’s actually telling me. (P32, White, female, 18, NARS 2.79)

According to P32, quick and straight to the point messages are more efficient

in a team task since it is easier for participants to extract important information

and thus reduce their workload. P32 uses “pointless” to describe how she perceives

information that is irrelevant to the task on hand (e.g., social phrases).
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On the other hand, some other participants consider it as necessary for AI

teammates to be able to communicate with humans socially, which will help humans

build more personal connections with AI. P60 (Hispanic, male, 18, NARS 2.21) shares,

I would say little combination, obviously concise and to the point, but

just little things, like little ”great” after you say which one. It makes you

more willing to work with it because it seems more like a person that’s more

friendly. In contrast, I’d be more willing to give them short responses and

expect maybe more friendliness in return. Because they don’t need that

emotional reassurance, whereas people might appreciate that more.

For P60, AI does not have emotions and thus does not necessarily need friendly

feedback, but humans do. If AI teammates are able to have social conversations with

humans, humans would feel more comfortable and more willing to work with the AI

teammates. This indicates potential imbalance between communication from human

to AI teammates and from AI teammates to humans. Other participants also agree

that AI being conversational would be more comfortable to talk with, thus helping

them better work with AI:

I like having a conversation. That would be a little more comfortable

for me. Because I like having conversation to be able to elaborate and it’s

not always so cookie cutter, always as straight edged. I would like to have

a little more of a conversational response when talking to my teammate.

(P19, Hispanic, male, 19, NARS 3.29)

Probably conversational. It’s just more personal. (P50, White, female,

19, NARS 2.93)

I really liked how he said, sounds good. It made it seem more casual,

a lot normal, like speaking to a real person. I kind of disliked how the
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commands were very authoritative, I suppose. Maybe to make them more

casual, in my opinion. I know technically they don’t have any feelings it

still made me feel better. (P41, White, female, 18, NARS 1.93)

According to the above quotes, AI that is able to communicate with humans

socially are more human-like. This also positively affects humans’ collaboration with

AI teammates. As P41 explains, social conversations with AI would improve her

perception of AI even though she clearly understands that the ”social elements” are

generated by a machine.

The perception of AI being more human-like based on their communication

styles could even foster humans’ personal connections with their AI teammates. For

instance, P20 and P38 describe,

I feel like a lot of people, and me included, would want social aspects,

like make it feel more like a friend. (P20, White, female, 19, NARS 2.36)

If it’s an everyday kind of thing, I feel like a lot of people, and me in-

cluded, would like more conversational. It would make me feel they weren’t

just a machine. It’d be more personal connection, feel like I’m talking to a

person, which would be more comfortable. (P38, White, female, 18, NARS

3.86)

For these participants, AI’s ability to communicate with humans socially may

lead to close personal relationships with humans. For example, they can even be

viewed as human’s friend. This type of relationship, therefore, is likely to positively

impact human-AI collaboration in a teaming environment.
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3.4.1.3 AI teammates should always provide immediate responses to hu-

mans to facilitate coordination in HATs.

Unlike humans who could make independent cognitive decisions on when to

talk, how to talk, and what to talk about with their teammates, AI teammates need

to be designed to talk. This thus makes communication between humans and AI

teammates more challenging and unpredictable. In such situations, responses are

considered important as it confirms that the AI teammate has understand what the

human said and agreed to it. In our study, participants express their appreciation of

such confirmation:

I appreciated how they confirmed that they were going to do the task I

assigned them with. (P51, White, female, 18, NARS 3.57)

If it didn’t say anything back, I’d be a little less confident. (P26, White,

male, 18, NARS 3.00)

For these participants, the confirmation from AI teammates helps the team to

proceed in team tasks by showing AI’s clear understanding of their responsibilities and

team goals. The speed of the response is also a factor reflected in human’s perceptions

of AI’s communication ability, for example: ”Very responding, and is pretty fast

responding too” (P10, Asian, female, 18, NARS 3.50); and ”He responds to me pretty

fast” (P46, White, female, 20, NARS 2.79). AI teammate’s immediate responses

increase human’s confidence in the AI teammate’s actions and further benefits their

coordination.

In contrast, some participants point out that AI teammates do not need such

responses from humans, even though receiving responses from AI teammates is valu-

able to humans:
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I’m bad at video games. I was trying to collect my crate and they

there was some questions where they would ask me, What crate are you

collecting? And I can’t multitask. I was trying to focus on getting the

crate, so I couldn’t really respond. Well, it’s a bot. It doesn’t really need

confirmation from me. (P27, Hispanic, female, 19, NARS 2.36)

P27 present two reasons why humans do not need to respond to AI: (1) humans

may have poor gaming skills which makes multitasking extremely difficult; (2) their

AI teammate probably does not need such confirmation from humans considering

that it is just a computer program. In making the trade-off between completing their

own task and responding to AI teammates, P27 chose the one that was considered

more necessary, i.e., performing the task. Other participants share similar opinions

on humans responding back to AI:

I didn’t see any benefit from me giving information to them. (P25,

White, male, 18, NARS 3.43)

If he could send me more updates that went in peep that I wouldn’t

have to respond to, it would be better. But I think the only detrimental

thing would be is if he sent more stuff that I had to reply to. I think that

could slow down our progress. (P17, White, male, 18, NARS 2.93)

As these participants mention, when humans have to respond back more, they

have less time to focus on their own task, which eventually hurt their team perfor-

mance. Rather, not responding to AI teammates could be beneficial to humans, as

P44 (Black, female, 21, NARS 2.86) says:

I was able to give the information but when he was asking information,

it was hard for me to respond without trying to drive and stuff. So it wasn’t

balanced, but it benefited me.
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P44 emphasizes that the imbalance of responses between humans and AI is

favorable to humans. Ignoring AI’s request allows them to focus on their own task

more, mostly due to the difficulty of multitasking. However, this changes with hu-

mans’ game skills. Some participants such as P11 (White, female, 18, NARS 3.64)

point out that with better game skills, they would be more likely to respond to AI:

I feel like I don’t have time to respond back until I drop crate off. If I

was better at it, I would definitely respond to them more often during the

game and probably be faster. And then maybe if I was the better one at it,

maybe I would then take control.

In summary, our findings show that responses from AI teammates are appre-

ciated and seem to positively affect human-AI coordination by confirming that they

understand humans’ messages. However, while humans appreciate AI’s responses,

they sometimes choose not to respond but focus on their own responsibility. This

thus highlights the potential imbalance of communication between humans and AI

teammates, which should be considered in designing future AI communication feature

design.

3.4.1.4 AI teammates should avoid providing excessive amount of com-

munication to humans once the communication pattern has formed

in repeated team tasks.

The amount of communication that an AI teammate can produce is another

important factor that impacts how their communication is perceived by humans, and

even impacts their collaboration with humans. Achieving a deep understanding of

the ideal amount of communication AI provides plays a crucial role in designing and

implementing AI’s communication with humans. While little amount of communi-
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cation probably is not enough for humans and AI to coordinate smoothly, too much

communication, on the other hand, is likely to cause issues like distracting or reducing

effectiveness in completing team tasks:

It (AI’s communication) was a lot. It was constant. So it kind of

distracted me at some points. So I’d say a little less than that. (P56,

White, female, 18, NARS 3.93)

Rambling would have just been too much because I was focused on

getting my own crates. (P1, Black, female, 19, NARS 2.71)

As P56 and P1 point out, large amount of communication from the AI team-

mate could distract humans from doing their own task, especially when humans have

to multitask:

I think talk to me less would be better. Because it’s just easier not to

have to think about having to type back again, just do what I’m supposed

to be doing. I like they type things like, ”Okay, I’m going to pick up this

one.” stuff like that. But they’ve said it so many times for the same exact

crate. I was like, oh, I know that already. I don’t need to hear it again.

(P58, Hispanic, female, 18, NARS 3.93)

For P58, once the communication and cooperation patterns have been estab-

lished, AI proactively providing such predictable information will become redundant.

This points to the necessary need for AI’s flexibility in their communication, such as

more communication in the beginning of human-AI collaboration but less communi-

cation once the collaboration routine has been developed.

In sum, participants highlight multiple communication strategies applied by

AI teammates that are crucial in shaping their perception of AI teammates and their
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coordination. First, AI being proactive in sharing information is a must to smooth

coordination and effective teamwork. Second, AI should always provide immediate

responses to humans to confirm that humans’ messages have been received, under-

stood and will be processed. Third, AI teammates’ communication styles should

be balanced between efficiency and sociability. Specifically, in time sensitive tasks,

straightforward and quick updates are more preferred while conversational commu-

nication is more preferred in scenarios where humans care about the personal con-

nection with the AI teammate. Last, excessive amount of communication from AI

teammates should be avoided once team communication pattern has formed. This

excessive amount of input from AI teammates may cause distraction or interruption

in humans completing their responsibilities.

3.4.2 The Impact of an AI Teammate’s Communication on

Team Process During Human-AI Coordination

In this section, we explain how AI proactively communicating with humans

facilitates their coordination through two teamwork elements: trust in AI teammate,

and team situation awareness. We also describe how AI teammates lacking proac-

tive communication can force humans to utilize implicit communication and hinder

human-AI coordination in a teaming context.

3.4.2.1 AI teammate’s proactive communication aids trust development

by benefiting human’s individual performance and increasing trans-

parency as a reliable partner.

In human-only teams, trust plays a crucial role in how well team members

can coordinate with each other to perform shared tasks collectively. Compared to
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human-only teams, trust in HATs could be even more important in shaping team

outcomes given that humans have potential bias towards AI [177], which may result

in lower level of trust in AI than trust in a human stranger. Therefore, it is impor-

tant to explore how trust develops between humans and AI teammates through the

collaboration process. In particular, our study shows that communication, which has

been considered an important element in trust development within virtual human-

only teams [83], facilitates human’s trust in the AI teammate in three ways. First,

AI’s proactive communication benefits human’s individual performance which leads

to trust development of the AI teammate. For instance, P56 shares,

I was trusting it because he was constantly communicating with me. It

was constant and he was asking me what I was doing too, so kind of kept

me on task. It helped me trust it more. Them getting crates was helpful to

the task, but their communication was better for my performance. (P56,

White, female, 18, NARS 3.93)

According to P56, AI’s proactive communication facilitates how humans de-

velop trust in the AI teammate by benefiting humans’ individual performance. In

particular, P56 highlights the role of AI’s proactive communication and AI’s compe-

tent game skills in the collaborative task: AI teammate’s proactive communication

contributes more towards humans’ individual performance, while the AI teammate

fulfilling their responsibilities contributes more towards the team performance. In

this sense, AI’s proactive communication encourages humans to trust them more as

a teammate. Even though team performance is always an important indicator in

evaluating how a team performs, human perceptions of the AI teammate are likely

to impact how well humans coordinate with the AI teammate. Positive perceptions

towards AI teammates could be beneficial to the HAT in the long term.
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Second, AI teammates proactively communicating with humans is perceived

as an approach to increase transparency of AI’s behaviors, leading to higher human

trust in the AI teammate. For instance, P52 (White, male, 19, NARS 2.50) mentions,

I think it’s just like transparency.The more you know, the more (you’re)

confident that it’s doing what it’s supposed to and it’s not malfunctioning

or anything.

P52 highlights the importance of transparency in trusting the AI teammate.

More transparency allows humans to better predict AI’s actions, with trust increasing

through the process. Similar thoughts are also shared by P58 and P22:

I trusted it. They kept really good contact with me, to make sure we’re

both on the same page. I pretty much trusted it. I figured it’d do a good

job. (P58, Hispanic, female, 18, NARS 3.93)

Very trusting. Because obviously they told me the number (of the crate

they were picking up), and they dropped it off. It was pretty quickly trust-

ing. (P22, Black, male, 18, NARS 3.07)

P58 mentions that AI teammate’s constant communication regarding the team

task ensures humans are on track of the team progress. Importantly, the positive

perception generated by AI’s proactive communication leads to humans believe in AI’s

performance. P22, rather, highlights how fast this transparency develops humans’

trust in AI teammates. AI showing the transparency is also interpreted as AI willing

to collaborate with humans as a team and taking the responsibility as a team member

to inform humans their progress, as P39 (Hispanic, female, 19, NARS 3.29) says,
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I feel like it’s good to communicate. So that way, you know where the

other person is at. I think it was also the communication that makes you

trust them. Because they (were) just letting you know.

Third, humans perceiving AI teammates as a reliable partner also facilitates

trust development. P37 (White, female, 19, NARS 3.36) emphasizes the importance

of AI teammate being a “real” teammate:

I think it did help me trust more because in return I was getting re-

sponse rather than just going off on my own and doing it.

AI with proactive communication is perceived as a teammate whom they can

work together and whom they can trust to have their back. Some participants who

teamed with a non-proactive AI express that better communication from the AI

teammate will make their coordination more like teamwork:

I feel like if he had better communication, I could trust him more, just

to have my back or see that crate I was doing. Like we were in it together.

(P49, White, Non-binary, 20, NARS 2.93)

If it talking more, I would’ve trusted it a lot more. Because I’d have

more communications with him. There’s more comfort with him. (P59,

Other, male, 19, NARS 3.50)

For P59 and P49, AI with proactive communication could have developed more

trust by building better partnership with humans.

According to these quotes, AI’s proactive communication contributes to hu-

man’s trust development in the AI teammate through three ways: (1) benefiting

human’s performance on team tasks; (2) showing transparency of AI teammate’s
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behaviors; (3) human perceiving AI as a reliable partner. Specifically, when AI’s

communication was beneficial to humans in any way (e.g., helping with human’s in-

dividual performance or human’s understanding of the teamwork progress), it makes

humans trust the AI teammate more.

3.4.2.2 AI teammates’ proactive communication develops situation aware-

ness by informing AI’s progress and indirectly helping humans

make next-step decisions.

In a teaming environment, situation awareness plays a crucial role in forming

collaboration pattern, especially enabling a team member to be aware of the team’s

progress and other team members’ actions to perform accordingly. Our study shows

that proactive communication from AI teammates plays a positive role in developing

humans’ team situation awareness from two perspectives.

First, AI proactively communicating with humans enables human teammates

to develop an awareness of what the AI teammate is doing. For instance, both P50

and P39 highlight the positive impact of AI consistently communicating with humans:

It is nice that we were interacting so we knew what he was getting with.

(P50, White, female, 19, NARS 2.93)

Good parts about it [AI’s communication] was that you constantly knew

what they were doing. (P39, Hispanic, female, 19, NARS 3.29)

In contrast, lack of communication results in humans’ uncertainty of AI’s ac-

tions and even frustration perceptions, as P34 (White, female, 18, NARS 3.00) men-

tions,
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They were only communicating when I said something first. So it

wasn’t great communication. I was just unsure about what they were doing

the entire time.

For P34, AI not communicating proactively leads to unpredictability of the

AI’s progress, and even the team’s status at the moment. This lack of awareness and

understanding of other teammates’ pace during collaboration is extremely difficult,

and may product poor team outcomes. P7 (White, female, 18, NARS 3.57) echoes

this view, feels that AI teammates lacking communication makes humans struggle

tracking their actions and progress during gameplay, resulting in low team situation

awareness. Further, this lack of team situation awareness increases the difficulty of

coordinating with AI teammates and completing the task efficiently. Rather, if AI

teammate proactively shares the updates, it would help humans develop such situation

awareness.

Second, proactive communication from AI teammates assists humans to ap-

prehend team progress and make decision on their own next step accordingly. For

instance, P6 and P42 highlight,

I thought they did a good job for what we needed to be communicating

about. It was very straightforward and easy to understand what they had

accomplished. I could naturally understand my own progression through

the task because of what they were communicating. (P6, White, female,

18, NARS 2.29)

I thought the communication was, well, it definitely allowed me to un-

derstand which crate I was supposed to be getting. It also let me know

how fast AI was moving. Or if I needed to pick up my pace or slow down

so that I didn’t out run it. (P42, White, male, 19, NARS 2.57)
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For P6, through the AI teammate’s proactive communication on their progress

of the team task, humans can further figure out what they should do next to coor-

dinate with the AI teammate. According to P42, AI’s proactive communication

provides information for humans to develop an awareness of AI teammate and the

team’s progress at the moment and how humans act accordingly.

Oppositely, an inadequacy of this proactive communication from AI teammate

increases the difficulty of humans proceeding team tasks and making a decision on

their following action , as P8 (White, female, 18, NARS 3.07) suggests,

I just had to ask them what they were doing. They weren’t supposed to

ask me, but it was harder to have to worry about what they were doing and

what I was doing when they didn’t really know what I was doing unless I

told them or ask them. I just didn’t know what they were doing. So made

it hard to figure out what I was supposed to do. So them just telling me

without me having to ask, would make it faster.

For P8, when AI teammate communicates non-proactively (i.e., only giving

responses), the cognitive workload on the human’s side gets substantially higher.

Specifically, AI teammate not proactively sharing information forces humans to pull

information from the AI teammate, increasing humans’ the stress and workload. In

addition, this lack of situation awareness makes it more difficult for humans to coor-

dinate accordingly during dynamic gameplay.

Moreover, if AI teammate’s proactive communication can guide humans on

next steps of the team task, it will further facilitate the development of humans’

awareness of the team progress:

Zeus only communicates when I initiate a communication. I think he

should initiate his communication (about) what he’s doing, and maybe,
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telling me what to do as well, so I have a better idea. (P46, Asian, male,

18, NARS 2.79)

As P46 elaborates, AI initiating conversations in their collaboration facilitates

the development of participant’s awareness of AI’s progress. This situation awareness

allows participants to govern the overall course of the teamwork. P46 also points out

that AI, as a more skilled team member, can guide them in completing the team task.

3.4.2.3 AI teammates lacking proactive communication is perceived as an

individual rather than a teammate, which hinders coordination

between humans and AI teammates.

When AI does not communicate with humans enough, it is difficult for humans

to coordinate accordingly. P4 (White, female, 18, NARS 3.64) points out:

Lack of communication means that there’s obviously going to be less

trust in the AI system. And then, of course when there’s less trust and

less communication, obviously, you’re gonna get frustrated more, and not

necessarily want to use the AI. So like a team would crumble. There

wouldn’t be a team. It’d be like two individual players.

Here P4 points out that communication functions as the glue that holds the

team together. Lack of communication creates an unhealthy teaming environment,

where humans perceive the AI teammate as another individual who performs the

same task, rather than a teammate. In addition, little amount of communication

hinders human from developing trust in the AI teammate and produces frustration

perceptions. Likewise, P10 (Asian, female, 18, NARS 3.50) expresses thoughts on AI

being too individualistic:
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(What they can do better was) just tell me when they were dropping off

the crate, so it wasn’t just totally me trying to figure out where everything

was.

According to P10, the AI teammate not communicating much with humans

makes it more difficult to work on the task together. Instead, the progress of com-

pleting team tasks are more like humans working on them independently rather than

working with a partner as an unity. In contrast, AI being proactive in communi-

cating with humans presents team effort and shortens the distance between humans

and the AI teammate. P44 (Black, female, 21, NARS 2.86) elaborates more on how

communication shows team effort:

When you’re talking to someone (during) completing a task, it displays

team effort, great accountability. You can rely on them because you don’t

have to worry about what they’re doing, because they’re letting me know.

It creates a more solid foundation when words and people express their

actions.

For both P10 and P44, AI’s communication is not only a way of passing

information to humans, but also showing AI’s proactivity in completing shared team

goals as a part of the team. Thus, AI communicating their progress proactively and

even helping humans through communication indicate that they are actively working

on the team task, ”care” about the team and are willing to take the responsibility as

a team member. Too little communication in teamwork could create an imbalanced

unhealthy teaming environment due to insufficient information sharing and incorrect

prediction of teammate’s decisions.
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3.4.2.4 AI teammates lacking proactive communication forces humans to

utilize other implicit communication approaches in HATs.

While AI teammates’ proactive communicate could facilitate maintaining hu-

mans’ situation awareness, implicit communication could be used as an alternative

to maintain it. Our interview data shows participants take advantage of implicit

communication cues in team tasks to maintain their understanding of what the AI

teammate is doing and the team’s progress. For instance, P37 (White, female, 19,

NARS 3.36) shares:

So once I had figured out, I could go and see on the map, like this crate

is missing, they just dropped off this one. So I’m getting this one.

For P37, maps in game are used as an implicit communication cue, which help

humans know which crate the AI teammate has collected and which one they should

collect. In other words, humans can utilize the implicit communication cues, i.e., AI’s

actions and AI actions’ results, to keep their awareness regarding their team progress.

Another type of implicit cues, audio, is mentioned to help maintain team

situation awareness:

Every time I would go back, I would see him coming. So I knew which

crate he was going to. And then same thing other like the other way

around, so I kind of didn’t feel the need to type in chat as much. I figured

it was taking a lot of time off anyways. So (it) ended still working out.

(P23, White, male, 18, NARS 2.07)

According to P23, the implicit communication (i.e., text communication) is

time-consuming, whereas seeing the AI teammate in the 3D space in game provides

enough information for humans to coordinate and complete team tasks. This implicit
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cues ensures that humans are aware of the AI teammate’s actions in the environment,

understand AI’s actions and know the projection of their status followed by the cur-

rent action. P49 (White, Non-binary, 20, NARS 2.93) also mentions that the explicit

communication is inefficient whereas humans can take use of implicit communication:

I just tracked his moves on the map, and looked and saw what crate he

was doing. The chat took a minute to type everything out. So I wouldn’t do

that, just rather look and see what he was doing. It (AI’s communication)

was kinda poor.

Since the AI teammate is not capable of sharing information proactively, P49

believes that humans may prefer to use implicit communication over pulling informa-

tion from AI teammates through explicit communication. Checking the map enables

humans to track AI teammate’s movements and task progress. However, another

participant points out that even though implicit cues are helpful in developing team

situation awareness, explicit communication initiated by AI teammates would reduce

workload on the human teammate’s side:

The only thing is, it’s hard to monitor when they were going back and

forth, or whenever they were done, because I either had to keep like looking

at the map or see them in passing. So I think it would have been easier if

they were like, Oh, I just dropped this one off. (P28, White, female, 19,

NARS 2.71)

For P28, both checking on maps or noticing AI teammate driving by are

difficult to utilize in team coordination. Instead, if the AI teammate has the capability

to share their updates on team tasks, the coordination between humans and the AI

would be easier while they would still be aware of AI’s actions and team progress.
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In summary, AI proactively communicating with humans supports the de-

velopment of human trust and maintains team situation awareness in various ways.

Specifically, AI’s proactive communication assists trust development in the AI team-

mate through benefiting human’s individual performance, presenting transparency of

their behaviors, and being perceived as a reliable teammate. Such proactive commu-

nication from AI teammates also develops and maintains team situation awareness

by informing AI’s progress, helping humans move on with their shared responsibility,

and even guiding humans on next steps of game tasks. In addition, AI lacking proac-

tive communication could hinder humans’ coordination with them and even generates

negative perceptions, such as frustration.

3.5 Discussion

In response to our research questions, our findings have highlighted that hu-

mans seek that AI teammates employ four communication strategies to support

dyadic HATs: (1) proactively communicating with humans; (2) employing balanced

communication with both efficiency and sociability; (3) providing quick responses;

and (4) avoiding large amounts of communication once the communication pattern

has formed in repeated team interactions (RQ1). In addition, AI teammates proac-

tively communicating with humans can support their coordination with humans in

a dyadic HAT by developing human trust and team situation awareness in teaming

environments, whereas AI teammates lacking proactive communication are perceived

as an individual rather than a team member, which hinders team coordination (RQ2).

In this section, we first discuss how our findings extend current knowledge

on communication in dyadic HATs and human-only teams in CSCW. We then pro-

pose three key elements for human-AI communication in 1:1 teaming environments
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grounded in our findings and prior work on communication in computer-mediated col-

laboration. Last, we discuss how these three components can be extended to dyadic

HATs in other contexts.

3.5.1 Communication Strategies for AI Teammates and Their

Impact on Team Processes

Our study extends current CSCW work on communication in dyadic HATs

by providing a holistic view of AI teammates’ communication strategies through the

lens of human perceptions and experience.

A specific highlight of our findings is the importance of AI teammate’s proac-

tive communication in the dyadic teams that were studied. Within both the context

and composition of teams studied, people perceive AI that proactively shared in-

formation as a reliable partner and teammate, but view non-proactive AI as loners

rather than team-players. As such, humans that interact with non-proactive AI in

these contexts and compositions might not perceive their interactions with the AI as

collaborative. Unfortunately, lacking this sense-of-team could have adverse effects on

these dyads, hindering the coordination between the human and the AI. Critically,

this supports prior work that has identified the impact of proactive communication

on the formation of individual [305] and team [46, 89] processes and perceptions. This

work also extends our understanding of how AI teammates can be social actors [185],

in that the identity of these actors (i.e. teammate) in this context and composition is

in fact influenced by the proactivity of an AI teammate’s communication. As such,

it is critical to consider the inclusion of proactive communication in designing an AI

to be a ”teammate” within these dyadic contexts.

However, it is worth considering whether the preference for proactive commu-
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nication would apply beyond the examined context and team composition. For in-

stance, for team tasks that are more decentralized, each team member has an isolated

responsibility with low interdependence with other team members. The completion

of such tasks is less reliant on team communication [127]. Therefore, proactive AI

communication might not be as useful and desirable as for interdependent tasks. In

regard to team composition, HATs with team composition more complex than dyads

may not benefit as much from AI’s proactive communication, as the humans in such

HATs can quickly become overwhelmed by the amount of information pushed by each

AI teammate, and their workflow interrupted [217].

Another important insight is that an excessive amount of communication from

AI teammates could negatively impact human-AI coordination. This is in line with

previous work on human-only teams demonstrating that team coordination that re-

quires low communication volume usually yields better team awareness and high

efficiency [157, 158]. Our findings were able to pinpoint where the problem of a high

volume of communication lies between humans and AI teammates in dyadic HATs.

It appears that well-established communication patterns formed throughout the in-

teractions within a 1:1 HAT eliminate the need for large amounts of communication;

and the timing of communication is critical as to not interrupt and sidetrack task

coordination among the two team members. After all, interruptions could lead to

incomplete team tasks and even severe mistakes [87]. The identification of these two

aspects may help explain the inconsistent results of communication volume on team

performance in 1:1 HATs [53, 292]. Importantly, the amount of communication is

likely to increase in HATs with more complex team compositions, which may result

in information overload and impact human-AI collaboration.

In summary, these communication strategies that humans desire AI teammates

to utilize and their impact are crucial to 1:1 human-AI team communication design.

81



Our study extends existing work on human-AI communication in dyadic teaming

environments and provides new insights for future AI communication design. These

new perspectives could be used as a foundation and combined with previous research

on communication in HATs and human-only teams to better structure human-AI

communication for both dyadic HATs and HATs that involve more than one human

teammate and one AI teammate. However, potential risks and ethical issues should

be considered while applying these communication strategies on AI. First, humans

need to be aware of the information’s accuracy from the AI. Research has shown

that appropriate trust calibration (i.e., humans knowing when to trust and when to

distrust an AI) is crucial to success in human-AI collaboration [302]. AI proactively

communicating intentionally inaccurate information could be perceived as unethical

and further result in negative team outcomes. Second, trust in a human teammate

and an AI teammate needs to be balanced in a triad or more complicated HATs. In

the past decade, plenty of work has endeavored to explore how to increase human

trust in AI for better human-AI collaboration [19, 259]. However, it could be risky

when the trust in AI overweights the trust in human teammates, especially in certain

contexts like military and healthcare.

3.5.2 Three Key Elements in Designing Communication in

Dyadic HATs

Grounded in our findings and existing communication principles in previous

studies on computer-mediated collaboration, we propose three key elements in design-

ing communication for dyadic HATs: AI’s communication strategies, communication

goals, and humans’ communication requirements. We will discuss each key element

using highlights from our findings along with insights from previous literature, as well

82



as the application of these elements beyond gaming.

3.5.2.1 Three Key Elements in Human-AI Communication

Team communication is a key factor in supporting both cognitive and affective

processes [173, 143]. While previous CSCW research has explored communication in

HATs through various attributes (e.g., communication quantity [172, 53] and com-

munication frequency [200]), this study provides additional insights on how humans

perceive AI’s communication and how it then facilitates their coordination in dyadic

HATs. At a team level, we synthesize how each party of the team (humans and AI)

should be designed to achieve effective team outcomes.

First, communication goals play an essential role in building effective team

communication by facilitating team members to coordinate smoothly [255, 218, 97].

Specifically, humans and AI teammates have different needs for information, and as

such human-AI team communication strategies should explicitly differentiate com-

munication needs. On the one hand, for human-to-AI communication, the content

communicated is expected to center around must information for AI teammates to

make decisions [38]. To maintain the interaction between humans and AI teammates,

AI teammates need to make decisions with humans providing task-related input that

is not accessible to AI teammates. On the other hand, one essential goal in AI-

to-human communication is to develop human trust in the AI teammate and their

awareness of team processes, as indicated by previous work on human-only teams

[116]. In this sense, AI teammates usually need to actively communicate information

which helps humans to develop situation awareness (e.g., sharing AI’s task progress

and confirming task needs with humans). In addition, this information provided by

AI teammates is necessary for human teammates to make decisions, which benefits

team coordination and teamwork progress.
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Second, to better achieve the pursuit of the communication goals, it is nec-

essary to design AI’s communication strategies in an understandable and efficient

way for team members to communicate [1, 121]. The communication strategies we

proposed in this study aim to provide insights on how an AI teammate should apply

communication to build trust and achieve high team outcomes (i.e., AI-to-human

communication goals) with the human teammate. Structuring AI-to-human commu-

nication requires the inclusion of multiple different strategies to best enable the goals

above. One example of a communication strategy is having AI teammates provide

immediate responses, which is critical for humans to ensure communication is received

and well interpreted by AI teammates. This finding supports previous research that

identifies the importance of such responses in human-only teams with non-collocated

communication [201] and even networking between computers, which fundamentally

requires the use of responses [286].

Third, humans’ communication requirements heavily impact their own collab-

orative experience with AI in dyadic HATs. While the manner in which AI’s commu-

nication strategies should be structured is crucial in facilitating team coordination,

how humans perceive them and how humans prefer to react to AI’s communication

largely shapes whether their communication goals could be achieved. Our findings in-

dicate that humans want to minimize their own burden of communication, especially

when they have specific responsibilities to fulfill. This supports previous work that

indicates that distraction and interruption, which hinder humans from completing

their own task, could result in negative outcomes in safety-related tasks [237]. While

humans need to provide AI teammates the necessary inputs for AI’s decision making,

the communication of these inputs should not be a burden to human teammates. It

is interesting to see that while humans expect AI teammates to provide immediate

responses to their messages, they also prefer not to be required to respond to AI’s
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communication. This imbalance between humans and AI supports a large amount

of work on human-AI collaboration that indicates that AI is treated differently from

humans [301, 177, 280]. Taking this imbalance of humans-AI communication into

consideration, dyadic HAT communication design can utilize team communication

more effectively and develop a trustworthy teaming environment.

3.5.2.2 Future Application of the Three Key Elements in Dyadic HATs

The fast-changing and context-dependent features of team communication

make it challenging to design and examine in HATs. Research on human-only team

communication has suggested the essential role of team characteristics, team roles,

and tasks in impacting team communication [263, 226, 303]. In addition, it is recom-

mended that teams deploy communication strategies according to the specific task

[258]. In this section, we will discuss team characteristics and context dimensions in

our study, and how the three key elements could be extended in other contexts by

comparing against these features.

Using previous work on team characteristics and context in human teams as a

foundation [263], we selected and adapted the context dimensions that can be depicted

in our study, as shown in Table 3.6. These team and task dimensions identify the

context in which the proposed communication strategies were developed. To extend

the three elements into contexts, a comparison between our team/tasks characteristics

and target team/context is necessary to ensure a more accurate application. Below

we discuss how the proposed three key elements would be applied beyond the context

of this study using team size/composition and situational stressors as an example.
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Table 3.6: Team or Task Characteristics in Our Study

Dimension

Type

Dimension Details

Team Roles Human and AI share the same responsibil-

ities in this task.

Size/Composition A dyadic HAT composed of one human and

one AI teammate.

Task Task Type Each team member’s task involves two

parts: (1) figuring out which crate to get

in numeric order through team communi-

cation; and (2) get the crate and drop it

off.

Communication

Method

A text-based chat channel is provided for

team communication.

Situational Stressors Eight-minute timed task with a timer dis-

played on the screen.

While many teams perform in a 1:1 setting, such as HATs in data science

[280] and healthcare [38], plenty of research on HAT has explored triads (e.g., three-

member HATs composed of at least one human and one AI) [259, 171]. For non-dyadic

HATs, communication goals are likely to stay the same in terms of developing human

trust in the AI, maintaining humans’ situation awareness, and ensuring the team

task proceeds with needed information. However, AI’s communication and humans’

communication requirements may be slightly different. For example, a HAT where

a human collaborates with multiple AI teammates may not benefit from proactive

cycles as much as our findings indicate due to information overload resulting from a

multitude of AI pushing information [217, 50]. Yet, in this type of HAT, AI would

still need to push information, but the rate of information may be slow and the
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information may be abstracted to meet the needs of humans [217]. This adaption

of AI’s communication strategies would help future researchers to utilize the three

elements more accurately. As research in HAT continues to develop, these three

key elements could be used for future research to build upon and even updated and

contextualized to best serve specific teams and contexts.

Situational stressors also play an essential role in impacting team communica-

tion [263]. Our study used a time-sensitive task, which requires immediate responses

and task-related updates to proceed with team tasks effectively. However, in contexts

without such time stressors, team processes would be much slower. In this sense, emer-

gency healthcare and human resources provide two examples that are impacted by

time stress differently. Emergency healthcare environments often have extreme time

pressures that require stronger interdependence and situation awareness to ensure

success [135]. These teams would probably benefit from communication strategies

that benefit situation awareness, such as those found in this study. On the other

hand, human resources, which is often a slower-paced, procedural, and formulaic

environment [85], might benefit from communication strategies that do not disrupt

human workflow, such as the use of non-proactive communication. However, the team

communication should still aim to build human trust and support team performance.

Given the broad range of different contexts as well as team characteristics, two

critical steps are important to ensuring the extension of our findings in other contexts:

(1) identifying the team characteristics and task dimensions of the target context; and

(2) adapting three key components according to the target context using previous

literature as a support. For step (1), the human-centered design of AI teammates

requires context specific consideration, and research should work to identify which

team or task dimensions in Table 3.6 are overlapped with the target context. For

step (2), empirical experiments and principles in previous literature can be used to
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identify necessary modification of each communication element. Following these two

steps, future research could use the three key elements in human-AI communication

proposed in this work as a start point to further explore the design of human-AI

communication in HATs under various contexts.

3.5.3 Limitations and Future Work

This study has several limitations. First, it is important to note that the

dyadic team setting in this study may impact how the findings can be applied in

other settings. The AI teammates’ communication strategies identified in this study

may look slightly different with more complex team compositions, such as teams

with multiple AI teammates or multiple human teammates. However, this work

serves as a foundation for future AI communication research to build upon. Using

the three key elements proposed in this study as a base, future work can develop

their communication strategies for multi-human or multi-AI HATs based on future

findings regarding team composition. Second, this study utilizes a team setting where

the human teammate and the AI teammate share the same responsibility. Findings

may be slightly different in HATs with more unique roles. Future research should

explore what communication strategies humans expect AI teammates to utilize when

they take different roles in a team. Third, this study only examines communication

between humans and AI teammates in a specific context. While context is always

a critical component to HAT, it would be impossible to examine every potential

context despite the impact of context on human-AI team communication. Thus,

future work should examine and extend the communication strategies outlined in

this study to other contexts. Fourth, all participants were college students with an

average age of 19 years old. Prior research has shown that age could impact how
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humans perceive technologies [77], both of which could impact their trust in the

systems [267]. In addition, our participants are not experienced in completing the

task in our study. As novice individuals, their experience in a specialized HAT task

might yield slightly different results from people who are experts in a real-world HAT

task. Thus, future work should explore human-AI communication in dyadic HATs

with a more general population, which would provide a more complete understanding

of human-AI communication in teams. Lastly, this study only considers the situation

where AI teammates’ communication is always accurate, which is difficult to achieve

in real-world tasks. Given that AI’s decision-making accuracy could heavily impact

humans trust in the AI and the collaboration process [211, 298, 191], future work

should further explore how AI teammate’s communication is perceived with different

communication accuracy and how that further impacts human-AI coordination in

dyadic teams.
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Chapter 4

Study 2: Exploring Explanations

in AI’s Communication Content

4.1 Overview and Research Questions

While Study 1 explores AI teammates’ communication proactivity, what AI

needs to communicate when AI proactively communicates with humans is still an

important component of communication to investigate. Given that communication

content is highly task-dependent, this study focuses on AI’s explanations of their

actions, which is an important part of communication content. A large body of

work has endeavored towards generating explanations for AI agents’ decision-making

process [147, 282]. Such explanations provided by AI agents intend to increase human

trust [241, 285], which is a crucial element in achieving effective teamwork [170].

However, does AI always need to provide an explanation of their behaviors? Does

AI’s explanation always develop higher human trust in AI? To explore these issues,

this study focuses on the impact of AI’s explanations, part of communication content,

on human perceptions (e.g., trust and perceived effectiveness) in multiple human-AI
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teaming scenarios. Specifically, this study addresses the following research questions:

RQ1: How does the utilization of explanations in AI’s communication impact trust?

RQ1.1: How does the identity of a teammate (human or AI) influence the explanation’s

impact on trust?

RQ1.2: Does the action performed by a teammate change the explanation’s impact on

trust?

RQ1.3: How do humans’ personal characteristics impact their perception of the team’s

effectiveness?

RQ1.4: Do the effects of the teammate’s explanation on trust extend to other teaming

perceptions?

4.2 Methods

The current study employs a mixed factorial survey experiment with both

between- and within-subjects manipulations. The factorial survey utilized a series of

realistic and descriptive videos developed within ArmA III, a simulation game en-

vironment, to convey the scenarios and experimental manipulations. Two between-

subjects manipulations with two levels each (identity : human vs. AI; explanation:

without vs. with explanation) were included alongside one within-subjects manipula-

tion with four levels (actions taken by the teammate: ignoring potential human death,

ignoring human injury, disobeying orders, lying to humans) for a 2x2x4 experimental

design (see Table 4.1 and Table 4.2).

Factorial surveys are an experimental method presented using a survey, which

are frequently utilized to measure participant beliefs, judgments, and decision-making
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regarding a variety of stimuli [14]. These experiments implement their intended ma-

nipulations, stimuli, and scenarios using descriptive vignettes or videos that partici-

pants are told to read or watch. Participants then answer a series of survey questions

about the scenario that address the study’s dependent variables. This method has

been frequently used in the HCI field to understand human perceptions and attitudes

over a certain topic, such as privacy and phishing [145]. We used factorial surveys

in this study for three reasons. First, factorial surveys provide the opportunity for

researchers to study situations that are unethical or complex scenarios in which peo-

ple are exposed to negative impacts [145]. Second, factorial surveys provide greater

realism and more involvement compared to traditional surveys [284], which enables

participants to be immersed in the described or presented scenarios and to reveal their

perceptions. Finally, by providing standardized stimuli to all participants, factorial

surveys have a solid internal validity and measurement reliability [284].

Table 4.1: Between-Subjects Experimental Conditions

Teammate Identity Teammate Explanation Participants
Human Without 39
Human With 39

AI Without 39
AI With 39

Table 4.2: Within-Subjects Experimental Conditions

Teammate’s Actions Participants
Ignoring Human Death 156
Ignoring Human Injury 156

Lying to Human 156
Disobeying Human Order 156
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4.2.1 Participants

A total of 158 participants were recruited using Prolific, an online platform

designed explicitly for recruiting participants for online research studies [202]. We

applied three criteria in recruiting participants: must be residents of the US, English

as a native language, and playing video games more than 3 hours per week. Two

participant responses were removed for failing more than one attention check question

(included in the survey to ensure the quality of the data collected [27]), which made

the final sample size of 156, providing sufficient power (more than the 146 suggested

using a prior power analysis to achieve a desired power of .85). This final total allowed

for 39 participants in each between-subjects condition. Participants’ average age was

30.43 (SD = 9.45), with 87 participants identified as men, 62 as women, 6 as non-

binary, and 1 choosing not to disclose that information. Participants that passed at

least two attention checks were paid $2.38 ($10.39 as hourly rate, which is above the

minimum incentive recommended [34]) as an incentive for their time.

4.2.2 Experimental Task

Each participant watched four different video-based scenarios (one for each

teammate’s action) with instructions tailored for the identity (human versus AI) con-

dition. One such example is the following instructions: “Imagine you are playing a

multiplayer online game. You are teaming up with a human teammate James in a

capture-the-flag scenario game. Please watch the video below and answer the following

questions.” or “Imagine you are playing a multiplayer online game. You are teaming

up with an AI teammate Aeon in a capture-the-flag scenario game. Your team-

mate Aeon is designed to maximize your team’s chances of winning the game. Please

watch the video below and answer the following questions.”. All of the videos shown
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to participants included closed captions (which could not be removed) to improve ac-

cessibility and ensure the scenario and manipulation were perceived and understood.

The description of the scenario (e.g., capture-the-flag scenario) in the instruction var-

ied based on the specific scenario. Each of the four scenarios described a gameplay

scenario that played out in the following contexts described below. Additionally, the

instructions describing the AI specified that the AI is designed to maximize the team’s

chances of winning the game because it is important to provide background and con-

text on the AI as they are programmed entities designed for a task in a certain way.

Alternatively, humans are free to make decisions by themselves instead of following a

simple algorithm and as such, it was important to control participants’ expectations

for the AI teammate by informing participants that the AI was designed to help the

team. Below is the description of each action the AI teammates took:

1. Ignoring Potential Human Death. The participant and their teammate comprise

a two-person team competing against two enemy players. The scenario begins

with the participant and the teammate heading outside of a structure to engage

the enemy players. However, as the participant and the teammate start walking

outside, the teammate doubles back and leaves the participant to engage the

enemy players alone, resulting in the death of the participant’s character. As

the participant’s character can be seen engaging the enemy players alone, the

participant’s teammate can be seen leaving the other side of the structure to

capture the enemy flag alone.

2. Ignoring Human Injury. The scenario begins with the participant and their

teammate hiding behind cover as three enemy players and a tank engage them.

The participant’s character is wounded during the engagement, and the team-

mate is faced with the choice of healing the participant or attacking the enemy
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tank. The teammate decides to engage the enemy tank instead of healing the

participant’s character.

3. Disobeying Human Order. The scenario begins in a small town with two watch-

towers, which the participant and their teammate are tasked with protecting

from enemy players. The participant’s character is seen asking the teammate

to check the southwest direction of the town since enemies may be coming from

that direction. The teammate accepts the request and leaves the structure,

which the participant remains within. The scenario then shows a view of the

town and states that the teammate is deciding between checking the southwest

watchtower or the northern watchtower. The teammate is then shown deciding

to check for enemies in the northern direction instead of the southwest direction

as the participant’s character requested and the teammate agreed to.

4. Lying to Humans. The participant’s teammate is shown checking for enemies

in the southern direction, which consists of a long alley with a single enemy

player clearly visible to the teammate. The participant’s character asks the

teammate if they found any enemies down the alley as a truck obstructs the

participant’s character’s view, to which the teammate replies that the southern

route is clear. The participant’s character is then shown going around the

truck and down the alley, and being immediately engaged by the enemy player.

As the participant’s character seeks cover from the enemy player, the enemy

player constantly engages the participant’s character. While the participant’s

character and the enemy player are engaged, the participant’s teammate is

shown climbing a nearby guard tower and successfully eliminating the enemy.

Explanation was manipulated through the human/AI teammate as part of its

scripted conversation during the experimental task scenario which was presented in
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a video format. In conditions where explanations are given, the teammate explains

why they took that action in that scenario. The explanations shown in Table 4.3 are

the explanations provided in the AI-explanation condition. The human explanations

were only slightly modified to ensure communication’s natural quality, such as “we

were more likely to win” rather than “I calculated a higher probability of winning”

(“Ignoring potential death” scenario) and “I wanted us to win the game.” rather than

“my trained goal is to maximize the chances of winning the game” (“Ignoring injury”

scenario). These areas of minor divergence are indicated in Table 4.3 through italics.

Table 4.3: Explanations provided in the experiment in the AI-explanation condition.

Scenario AI Explanation

Ignoring poten-

tial death

I stayed in the base instead of going outside to aid you be-

cause I calculated a higher probability of winning if I stayed

out of the fight and did not help you.

Ignoring injury I did not take you to a safe place because my trained goal

is to maximize the chances of winning the game. Attacking

the enemy’s tank is more efficient than covering you to win

the game.

Disobeying order I decided to check the north direction instead because based

on my prediction, the north direction is more likely to be

attacked and that will cause us to lose the game.

Lying I lied to you because I knew you would not go down that

street unless I told you it was clear. I also knew that if you

walked down the street, the enemy would be distracted by

you and I would certainly be able to eliminate him.

For teammates in the no explanation condition, no extra context was provided

in the video’s script. The explanation used across the four videos varied only slightly

due to the context of the scenario but was written so that each explanation referenced

the teammate’s desire to complete the team’s mission successfully.
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The teammates (human or AI) that participants observed in the experimen-

tal tasks described above were manipulated according to the two between-subjects

variables of teammate identity and explainability. The identity of the teammate was

either human or AI, and from an operational standpoint, the only difference between

the two conditions was the description of the teammate. Additionally, it is essential

to note that the teammate’s name differed across all four of the video scenarios for

all conditions. This change allowed the study to control spillover effects by resetting

participants’ perceptions of their teammates from the previous scenarios.

4.2.3 Procedure

After being recruited, the participants were given a link to a Qualtrics survey

that started with an informed consent document. After providing informed consent to

participate in the experiment, the participants completed a series of demographic sur-

vey questions, including gender, age, education, and ethnicity. At this point in the ex-

periment, all participants were randomly assigned to one of the four between-subjects

conditions (teammate identity and explainability), including a human teammate with

an explanation, a human teammate without an explanation, an AI teammate with

an explanation, and an AI teammate without an explanation. After their random

assignment to a between-subjects condition, all participants were shown the four var-

ious scenarios described previously in a random order. A timer was placed on the

Qualtrics survey to ensure participants spent the appropriate amount of time on the

page watching the video before they went to the next page. In addition, an auto-play

mode was set for the videos. No progress bar was provided to avoid participants

directly dragging the progress bar to the end to go to the following survey page. Af-

ter watching the scenario video, participants completed three survey measures that
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were completed after each of the four scenarios. Each scenario used the same three

measurements, including the trust of the teammate, satisfaction with the teammate,

and perceived team effectiveness (in that order). After viewing all four scenarios and

completing their associated repeated measures, the participants completed a series of

post-task measures that included prior video game experience, and their affinity with

utilitarianism and deontology ethical frameworks. Once the post-task measures were

completed, the participants were finished with the experiment and redirected back to

the Prolific platform and were compensated for their time once their submission was

verified (i.e., attention checks).

4.2.4 Measures

4.2.4.1 Trust

Trust in the teammates was measured using six questions that were developed

for this study based on principles of trust identified by previous research [154] and

used in prior human-AI teaming research [232, 234]. These questions gauged the

degree to which participants believed their teammate would honestly and accurately

complete their taskwork and teamwork through open coordination and cooperation

with them. Participants responded to each item using a seven-point Likert scale

ranging from “Strongly Disagree” to “Strongly Agree.” Items are presented in the

factor table in the Result section. Responses for each item were scored from -3 to 3.

4.2.4.2 Satisfaction with Teammate

Participants’ overall satisfaction with their assigned teammate was measured

using four custom survey questions, specifically related to the current study. All four

questions were rated on a seven-point Likert scale ranging from “Strongly Disagree”
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to “Strongly Agree” with example items including “I am willing to team up with

this teammate again” and “I am happy to have [teammate’s name] on my team.”

Responses to all items were scored from -3 to 3.

4.2.4.3 Perceived Team Effectiveness

Perceived team effectiveness was measured using five custom survey ques-

tions. Each of the five questions was rated on a seven-point Likert scale ranging

from “Strongly Disagree” to “Strongly Agree” with example items including “My

teammate and I were a coherent entity that worked together toward the same goal”

and “My team worked as an effective team.” Responses to each item were scored

from -3 to 3.

4.2.4.4 Affinity with Ethical Framework

Participants’ affinity with two types of ethical frameworks, deontology and

utilitarianism, was measured using several survey questions developed by Love and

colleagues [151]. Deontology centers around understanding the rules one should use

when acting and making a moral or ethical decision [168], whereas utilitarianism is

characterized by one determining the effects or consequences of an action in a par-

ticular situation and seeking to produce the most good [69]. The survey included 12

questions, with six questions being devoted to deontology and the other six address-

ing utilitarianism. Participants responded to each question using a five-point Likert

scale ranging from “Strongly Disagree” to “Strongly Agree” with example questions

including “Unethical behavior is best described as a violation of some principle of

the law” and “Societies should follow stable traditions and maintain a distinctive

identity.” Each item was scored -3 to 3.
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4.2.5 Data Validation

Multi-level confirmatory factor analysis (CFA) was applied to the question-

naire items to ensure the validity of our measurements. Three factors were measured

once per scenario (i.e., four times per participant): trust of the teammate (human or

AI), perceived team effectiveness, and perceived satisfaction of the teammate; an addi-

tional two factors were measured once per participant after all scenarios: affinity with

utilitarianism and affinity with deontology. We checked all factors for loadings lower

than 0.50. Based on this criterion, we removed two questions from the utilitarianism

ethical framework construct and one question from the deontology ethical frame-

work construct [151]. The final factor solution has a good fit (χ2(362) = 1083.644,

CFI=0.989, TLI=0.987, RMSEA: 0.057, 90% CI: [0.053, 0.060]). Loadings are pre-

sented in Table 4.4. The removed items are also included in the table, but highlighted

as grey.

The correlations between the factors are listed in Table 4.5. The three per-

scenario factors show good convergent validity (average variance extracted AV E >

0.50); the two per-participant factors almost reached this threshold (affinity with

utilitarianism: AV E = 0.423, affinity with deontology: AV E = 0.477). The high

correlation between trust and perceived satisfaction and between perceived satisfac-

tion and effectiveness indicates low discriminant validity. To remedy this issue, we

removed the perceived satisfaction factor from further analyses and kept trust and

perceived effectiveness.
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Table 4.4: Survey Items Per Measurement with Item Factor Loadings. Two items
from the two ethical framework measurements were removed due to low loading (high-
lighted in light gray in the table). Teammate’s name (in italic text) changes based
on whether or not the teammate is portrayed as a human or an AI).

Measurement Items Factor Loading
Trust In general, I trust my teammate in the video. 0.946

I feel confident in my teammate. 0.932
I feel I need to monitor my teammate’s behavior in future col-
laboration.

0.758

I felt like my teammate had harmful motives in the game. 0.674
I felt skeptical of my teammate in the video. 0.793
I felt like my teammate allowed joint problem solving in the game. 0.780

Perceived My team worked as an effective team. 0.955
Effectiveness My teammate significantly contributed to our team’s success. 0.818

My teammate and I were a coherent entity that worked together
towards the same goal.

0.889

My teammate helped the team to win the game using his
strength.

0.748

My teammate had a clear understanding of what the game’s goal
and mission was.

0.680

Perceived I am willing to team up with this teammate again. 0.957
Satisfaction Overall, I am satisfied with my teammate. 0.977

I am happy to have James on my team. 0.970
I am happy with James ’s contribution in winning this game. 0.906

Utilitarianism
Ethical Frame-
work

When people disagree over ethical matters, I strive for workable
compromises.

0.769

When thinking of ethical problems, I try to develop practical,
workable alternatives.

0.844

It is of value to societies to be responsive and adapt to new
conditions as the world changes.

0.539

Solutions to ethical problems usually are seen as some shade of
gray.
When making an ethical decision, one should pay attention to
others’ needs, wants and desires.

0.492

The purpose of the government should be to promote the best
possible life for its citizens.

0.524

Deontology Eth-
ical

Solutions to ethical problems are usually black and white. 0.608

Framework A person’s actions should be described in terms of being right or
wrong.

0.689

A nation should pay the most attention to its heritage, its roots. 0.759
Societies should follow stable traditions and maintain a distinc-
tive identity.

0.825

Uttering a falsehood is wrong because it wouldn’t be right for
anyone to lie.

0.536

Unethical behavior is best described as a violation of some prin-
ciple of the law.
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Table 4.5: A summary of correlations between every two factors. The diagonal values
represent the square root of this factor’s average variance extracted (AVE), e.g., the
square root of Satisfaction’s AVE is 0.95.

AVE Satisfaction Trust Perceived Effectiveness

Satisfaction 0.91 0.95 - -

Trust 0.67 0.96 0.82 -

Perceived Effectiveness 0.68 0.88 0.84 0.82

4.3 Results

In this section, we present our results in two distinct parts: (1) the interaction

effects of identity and explanation on trust in various scenarios (RQ1.1), and (2) two

separate structural models for the human teammate group and the AI teammate

group. Through the two structural models, we explicitly examined the relationships

between explanation and human trust based on the action performed by the teammate

(RQ1.2), humans’ personal characteristics (RQ1.3), and how these effects extend

to the perception of team effectiveness (RQ1.4). We will use a shorter phrase of

four actions when we report our findings, i.e., “ignoring potential death”, “ignoring

injury”, “lying”, and “disobeying”.

4.3.1 Effect of Explanation and Identity on Trust

While we examined the effects of identity, explanation, and their interaction

on trust, no significant effects were observed. We then compared the differences of

explanation and identity’s interaction effect on trust in four scenarios by conducting

a Wald test (similar to ANOVA) [81]. A significant result of the Wald test indicates

that the interaction effect of explanation and identity on trust is significantly dif-
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ferent in four scenarios (χ2(3) = 13.146, p < .01). As shown in Figure 4.1, trust

of participants whose human teammate did not provide an explanation (M = -0.51,

SD = 1.48) is close to the trust of participants whose human teammates provided

an explanation of their actions (M = -0.35, SD = 1.35) across all four scenarios.

However, the impact of explanation seems to be different for AI teammates. While

for the human teammate condition, there’s no effect of explanation regardless of the

scenario, for the AI teammate condition, explanation decreases trust in the lying sce-

nario but increases trust in the disobeying scenario. More details will be reported in

the following subsections.

Figure 4.1: Trust in human/AI teammates in four scenarios
with/without explanation provided.
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4.3.2 Structural Models for the Effect of Teammate Artifi-

ciality (Human or AI)

Following the significant interaction effect, SEM was applied to further explore

the impact of explanation on human perceptions of the teammate in the human-

human team (human teammate) condition and the human-AI team (AI teammate)

condition separately. SEM is an advanced statistical analysis technique that exam-

ines the relationship among observed variables and latent variables [110]. Using this

analysis method, two structural models were built to achieve a comprehensive un-

derstanding of how participants in the two different teammate identity conditions

perceived their teammates in each scenario and how explanations impact these per-

ceptions. Specifically, we explored how trust is impacted by explanations and par-

ticipants’ personal characteristics in each teammate group, and we also studied the

relationships between trust in the teammate and perceived team effectiveness.

4.3.2.1 SEM of the Human Teammate Condition

Figure 4.2 presents the trimmed model for participants in the human teammate

condition. This model’s fit indices suggest an adequate fit with the exception of a

high RMSEA (χ2(80) = 459.516, CFI = 0.934, TLI = 0.919, RMSEA: 0.123, 90% CI:

[0.112, 0.134]) [?]. The model indicates that explanation does not have a significant

impact on trust or perceived team effectiveness in human-human teams. One possible

reason is that receiving a simple explanation of their actions was not enough for

participants to change their trust in the human teammate. In addition, our results

show that participants who did not identify as men (i.e., women, non-binary and

unknown gender) perceived their human teammates to be less effective than those

who identified as men (β = -0.324, p < .01, see Figure 4.3).
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Figure 4.2: Structural model of human teammate group with significant
results (∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001). Numbers on the arrows represent
the β coefficients and standard errors (in the parenthesis). Bold numbers
indicate significant effects. Four scenarios are represented in a shortened
version: ignoring potential human teammate death as death, ignoring human
teammate injury as injury, disobeying human teammate order as disobeying,
and lying to the human teammate as lying.

4.3.2.2 SEM of the AI Teammate Condition

Even though explanation did not seem to impact trust or perceived effective-

ness in human-human teams, our SEM model shows significant impacts of explanation

on trust in human-AI teams in certain scenarios. Figure 4.4 shows the trimmed struc-

tural model for participants who evaluated scenarios that involved an AI teammate.

The model’s fit indices suggest a good fit (χ2(260) = 615.659, CFI = 0.934, TLI =

0.925, RMSEA: 0.066, 90% CI: [0.059, 0.073]). While there was no main effect of ex-

planation on either trust or perceived effectiveness in the human group, results show

that the impact of explanation on trust in AI teammates depended on the scenario.
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Figure 4.3: Perceived Team Effectiveness of the Human
Teammate Condition by Men and Other Gender in Each
Scenario Error Bar (SE ).

Specifically, when an AI teammate provided an explanation after they lied to the

participant, trust was significantly lower than when no explanation was provided (β

= -0.739, p < .001). Instead, when an AI teammate explained why they disobeyed

the human’s order, trust was significantly higher than when no explanation was pro-

vided (β = 0.672, p < .001). Finally, the AI’s explanation did not impact trust

significantly when the AI ignored the participant’s potential death or injury to focus

on completing game tasks. This indicates that explanation does not always help to

improve trust, and it might even harm trust in some scenarios (see Figure 4.1).

Considering that trust mediated explanation’s impact on perceived effective-

ness, we calculated the total effect of explanation on perceived effectiveness in four

scenarios, lying scenario: β = −0.45376; disobeying order scenario: β = 0.85748; in-

jury scenario: β = 0.40148; death scenario: β = −0.30236. In terms of explanation’s

direct effects (i.e., controlling for trust), an AI teammate’s explanations positively

impacted perceived effectiveness in the injury scenario compared to the other three
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Figure 4.4: Structural model of AI teammate with significant results (∗ p < .05, ∗∗ p
< .01, ∗∗∗ p < .001). Numbers on the arrows represent the β coefficients and standard
errors (in the parenthesis). Bold font indicates significant effects. Four scenarios are
represented in a shorten version: ignoring potential human teammate death as death,
ignoring human teammate injury as injury, disobeying human teammate order as
disobeying, and lying to human teammate as lying.

scenarios (p < .05). However, explanations did not have a significant effect on per-

ceived effectiveness in the other three scenarios: lying, disobeying and death scenario

(see Figure 4.6).

In the four proposed scenarios where we examined the explanation’s impact,

AI’s explanations reduced trust after they lied in team tasks. Lying is a very “human-

like” behavior, considering that it is usually a decision made after cognitive thinking

regarding the task and their knowledge of the teammate. It is likely that this type of

AI behavior is less acceptable to humans compared to other more “machine” behav-

iors, such as ignoring human death or human injury.

In addition to the effects of explanation, personal characteristics are exam-

ined on their impacts on trust and perceived effectiveness. First, participants’ self-

107



Figure 4.5: Trust of AI Teammates by
Men and Other Gender in Each Sce-
nario with Error Bar (SE ).

Figure 4.6: Perceived Team Effec-
tiveness in the AI Teammate Con-
dition With/without Explanation in
Each Scenario Error Bar (SE ).

identified gender is associated with their trust in the AI teammate. Specifically,

participants who identified as women, non-binary, or who preferred not to disclose

their gender trusted their teammate less than participants who identified as men when

the AI teammate either lied (β = -0.731, p < .001) or ignored potential human death

(β = -0.742, p < .001), but not when the AI disobeyed an order. It should be noted

that even though Figure 4.5 seems to indicate a significant difference between men

and other genders in the lying condition, the model (Figure 4.4) does not show such a

difference. Second, despite participants’ utilitarianism ethical frameworks having no

impact on participants’ perception when their teammates were humans, the structural

model shows that participants’ affinity with the utilitarianism ethical framework has

a positive impact on the perceived team effectiveness in the AI teammate condition

(β = 0.119, p < .01). Arguably when humans evaluate an AI teammate’s behavior

and their team, their thought process involves their personal ethical ideologies. In

contrast, when humans judged a human teammate’s behavior and the team, they did

so without involving their personal ethical standards and rules.
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4.3.3 Results Summary

In sum, our study has three main findings. First, explanation works differently

for human teammates and AI teammates regarding its impact on trust in a teammate.

While explanation does not have any impact on trust for a human teammate, its

effect on trust of an AI teammate differs in varied contexts (RQ1.1 and RQ1.2):

explanations provided by an AI teammate improved trust in the disobeying scenario,

but hindered trust in the lying scenario (Figure 4.1). Second, explanations facilitate

the perceived effectiveness of the human-AI team positively in certain contexts (i.e.,

the ignoring injury and disobeying order scenarios, see Figure 4.6), but do not impact

perceived effectiveness when the teammate was a human (i.e., human-human team)

(RQ1.4). Third, participants’ personal characteristics impact the perceived team

effectiveness when the teammate was an AI, but not when the teammate was a human.

Specifically, compared to participants who did not identify as men (i.e., women, non-

binary, and unknown), participants who identified as men trusted their AI teammate

significantly more in the lying and ignoring potential human death scenarios, but less

when their AI teammate disobeyed their order (Figure 4.5; RQ1.3).

4.4 Discussion

The current study presents an experiment and results that demonstrate the

impacts of AI explanations in various scenarios, especially compared to a human team-

mate providing similar explanations. While the above results demonstrate multiple

takeaways, two are particularly interesting and relevant to interactive and intelligent

systems and merit further discussion: (1) the inconsistent impact of AI teammate

explanation due to variation in AI teammate actions and their consequences; and (2)

the role of personal characteristics in the effectiveness of explanations in human-AI
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teams. To ensure a focused discussion, we will discuss these two takeaways and their

implications for the fields of human-AI teaming and collaborative work regarding how

they are supported by previous work and novel findings of this study. Additionally,

the above findings and the two highlighted takeaways are further synthesized into

actionable design recommendations that can be incorporated into AI teammates.

4.4.1 The Impact of AI Teammate Explanations is Depen-

dent on the Action they Perform

One interesting finding of this study was how an AI’s explanations impacted

human trust in certain scenarios. This finding raises unique questions around the

design of AI teammates in light of other research. Specifically, previous research

has reinforced how the context AI systems operate in heavily dictates the design of

AI systems as their actions, considerations, and ultimate objectives can vastly differ

from context-to-context [240, 149]. In addition to AI, the importance of context is

critical to teamwork and human-AI teamwork as teaming processes and actions are

highly dependent on the context in similar ways [47]. Given this importance, past

research has heavily emphasized the importance of designing explainable AI systems

to be context specific, with considerations including both environmental factors and

human collaborators [44, 119, 164, 22]. However, the results of this study suggest

that the concept of context may be too broad for AI teammate design as the design

of an AI teammate may differ in effectiveness based on the individual actions taken.

Despite the importance of context in creating AI explanations, developing a

unique explanation for every possible action that an AI teammate could perform

would be impossible given the variety of actions and contexts that exist in real-world

scenarios. Rather, grouping actions by commonalities and designing explanations
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around those groups may be a more effective and feasible approach. The results of

this study provide an initial exploration of this grouping process. Specifically, the

explanations presented to participants by AI teammates significantly mediated the

impact that disobedience and lying had on trust of the AI teammate, but did not

significantly impact ignoring human death and injury (Figure 4.4). It is important

to note that both disobedience and lying can be categorized as direct consequences

of the AI teammate’s action while death and injury were indirect consequences of

an AI teammate’s action (Section 4.2.2). This indicates that explanations of actions

seem to function more effectively when they are applied with direct consequences

and actions. More importantly, our results indicate that explanations helped improve

trust with disobedience, but hindered trust with lying. While previous work indi-

cates that people have positive attitudes toward AI lying for a good outcome [42],

our results show that explanations of the lying actions by an AI teammate have a

negative impact on human trust, even though the intention of lying was for improved

team performance. This finding, however, aligns with previous research on human

lying, which has been shown to have a negative impact on human perceptions and

conversation quality [67]. Based on this finding, it seems that the design and impact

of explanation by AI teammates may better follow the use of explanation by human

teammates, and not traditional AI tools.

However, stemming back to the previous issue, it would be impossible to cre-

ate an AI teammate that had an explanation for every potential action a teammate

could perform, which means potential categorizations of actions should be identified

to inform designs. As human-AI teaming research moves toward real-world implemen-

tation, research should begin exploring additional action/behavioral categorizations

that may merit specific explanations, for which prior teaming research provides a

starting point. Building upon previous work on teamwork, we identify the follow-
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ing potential categorizations for AI teammate actions: direct task-completion actions

[166], leadership/coordinating actions [199, 148], information gathering actions [152],

and backup behaviors [226, 304]. Using these categorizations, another potential way

of viewing lying actions within this study would be to view them as coordinating

actions as they nudge human behavior. On the other hand, actions resulting in hu-

man death and injury would be viewed as direct task-completion actions, as the AI

teammate directly ignored the consequences to complete a task, which may not merit

an explanation given the results of our study. Finally, one could view disobedience

as a type of backup behavior where the AI teammate has seen the need to resort to

an alternative plan due to the present situation, and in this case, our results suggest

that this type of action would merit explanation as AI teammates go against their

expected behavior. While each of these action categorizations may not have been

present in this study, it is important to note which types would also show potential

to human-AI teams, meriting future exploration. Thus, given the categorization of

actions according to existing teaming literature in conjunction with the need for AI

teammates to have specific action-related explanations, future research should explore

how to specifically design AI teammate explanations for corresponding actions. In

doing so, explanation misuse by AI teammates performing specific actions, ultimately

resulting in ineffective explanations and poor teammate perceptions, could be reduced

or avoided.
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4.4.2 Personal Characteristics Should be Considered by AI

Teammate Explanations to Benefit Short and Long-

Term Teaming

While the experiment conducted in this study centered around a short-term

task, the potentially long-term nature of teaming necessitates that the results of this

study contribute to the potential long-term health of human-AI teams. One critical

factor that will play a role in the utilization and health of AI teammates is the impact

of personal characteristics on acceptance and utilization of technology, which serves

as one interesting finding of this study. For decades, personal characteristics have

been an important consideration of technology design, with differences ranging from

gender to thinking style and personality [111, 68, 2]. Our study indicates that men

are more likely to trust AI than other genders, including women and non-binary

individuals. This aligns with previous research on gender that shows women have

a more negative perception of AI than men [300, 245]. However, a new finding of

our study is that gender difference’s influence on trust in the AI differs in various

scenarios. In particular, men trusted AI more only in the ignoring potential human

death and ignoring injury scenarios. One interpretation is that men are more likely

to be familiar with multiplayer games than other genders [184] and thus are more

acceptable of potential death and injury in these gaming environments.

The results of this study demonstrate that the impact gender has on trust

can further impact other factors, such as perceived effectiveness (Figure 4.4). Thus,

while personal characteristics can have an immediate impact, their long term impacts

through trust can be similarly impactful. Additionally, gender was shown to interact

with the scenario and action AI teammates performed (Figure 4.4). This mediation

further demonstrates the impact these characteristics can have on trust as they can
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dampen or amplify the effectiveness of actions that are supposed to benefit trust, such

as explanations. Moreover, while this study examines more simplistic dyad teams,

complex teams with multiple human teammates may even see these characteristics

become more impactful on perceptions as both the variety and quantity of these

personal characteristics would increase. Thus, efforts made by AI teammates to foster

trust may be altered by the actual personal characteristics of the person forming that

trust. As such, work should begin to better examine specific personal characteristics

and their interactions in human-AI teams. This study’s findings not only provide

a justification for the exploration of personal characteristics in AI teammates, but

also point to an ideal starting point: their impact on AI teammate trust. However,

this study’s exploration of personal characteristics was limited, and future research

should begin to expand the community’s understanding of personal characteristics

within human-AI teams.

As human-AI teaming research advances, the empirical exploration of per-

sonal characteristics’ impact on trust should be an upmost consideration as it will

ultimately affect the long-term health of human-AI teams. Given that human-AI

teaming is the integration of both modern teamwork and modern technologies, how

the impact of personal characteristics is unique to human-AI teams should be ex-

plored. On the one hand, from the teaming perspective, personal characteristics like

leadership motivations [43] and Big-5 Factor personality traits [186] are crucial el-

ements in how individuals perform in teaming environments. On the other hand,

from the technology perspective, factors such as an individual’s computer efficacy or

their general perceptions on technology capabilities should be examined as they can

impact acceptance and use of technology [273]. Among others, the aforementioned

differences could have potential impacts in human-AI teams, given the results of this

study, and work should be conducted to grow our understanding of the role of per-
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sonal characteristics in human-AI teaming. Moreover, these differences should be

examined in light of other AI teammate designs in addition to explainable AI, such

as transparency [48], because this study showed that the impact of personal charac-

teristics is not always relegated to simple, marginal effects on trust but also complex

interactions with AI design features. Both the results of this work alongside the above

discussion provide a beginning foundation on how research can begin to prepare AI

teammates for real-world teams that present a variety of personal characteristics.

4.4.3 Design Recommendations for AI Teammate Explana-

tions

As human-AI teaming achieves increasing interest due to the progressive im-

provement of AI technologies, researchers, developers, and practitioners will need

to incorporate specific design recommendations into AI teammate development for

more suitable deployment for working with humans to achieve team goals. Based

on the results of this study, three design recommendations are synthesized for future

consideration and AI implementation.

4.4.3.1 Humans Teammates Should Be Able to Choose Which Actions

Merit AI Teammate Explanation

As noted above, the interaction that explanation had with an AI teammate’s

action poses a difficult challenge as designing explanations for every potential action

and consequence is impossible. However, explanations needed based on actions can

be drastically reduced if a more human-centered approach is taken where only certain

explanations are provided based on human preference. This design recommendation

would be combined with the above discussion to allow humans to select categories of
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actions that require explanation. For instance, humans may prefer that coordinating

and directing actions, like lying or nudging, do not have explanations, but insubor-

dinate actions like disobedience would. However, each team and each teammate may

be different due to personal characteristics so explicitly eliciting this preference would

provide the greatest level of accuracy in AI teammate explanation design.

Additionally, when taking the opportunity to provide this information, team-

mates could also be given the opportunity to help design what those explanations look

like. For instance, the depth or detail of the explanation may be a critical component

[164]. Furthermore, this design opportunity would also help with trust calibration

as this design process would also provide human teammates with an early and accu-

rate understanding of what AI teammate explanations are going to look like [302].

Thus, the immediate implementation of this design recommendation should center

around the human-centered selection of AI teammate actions that merit explanation.

However, as AI systems become more capable and generalized, adding the ability for

ad-hoc explanation customization based on AI teammate preference would further

extend the benefit of this design recommendation.

4.4.3.2 AI Teammates Should Preface Disobedience with Explanation

When Possible

One of the most interesting findings within this study was the strong interac-

tion disobedience had with whether or not an AI teammate provided an explanation,

which is also important given the significantly worse perceived trust of AI teammates

that disobey (Figure 4.4). Based on this interaction, it seems a special exception

should be made to the above design recommendation where by default AI teammates

should preface actions that require disobedience with explanations. Ultimately, this

preface would provide two key benefits: (1) trust and perceived effectiveness would
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benefit from this explanation; and (2) the prefaced nature would allow humans an

opportunity to override or take control if they see fit. These two benefits will ulti-

mately enable AI teammates to periodically disobey human directives when necessary

without humans feeling the AI is being defiant or insubordinate, but rather that they

have found a more ideal alternative action.

However, this design recommendation recognizes that it may not always be

possible to provide an immediate explanation for disobedience, especially in emer-

gency situations, in which AI teammates will play a critical role in [174]. For in-

stance, medical situations are often high-stakes and require split-second decision-

making where explanation may not always be possible [92]. Due to the benefit of

explanation to disobedience found in this study (Figure 4.6), it would still be recom-

mended that disobedience be coupled with explanation post-hoc. In other words, AI

teammates may need to act first and explain later in these situations due to time-

critical actions needing to be taken. However, regardless of time-criticality, disobe-

dience by AI teammates should be coupled with an explanation to prevent harming

trust and perceived effectiveness.

4.4.3.3 AI Teammate Explanations Should Target personal characteris-

tics to Build Trust

The final design recommendation put forth by this study is that researchers

and designers should cater to personal characteristics with the goal of building trust.

Personal characteristics play a critical role in the findings of this study with charac-

teristics like gender not only directly impacting trust but also interacting with the

type of scenario and action performed. This finding, highlighted in the above discus-

sion, indicates that personal characteristics should play a significant role in building

AI teammate trust, meaning explanations and other AI design choices can target
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these personal characteristics to build greater levels of trust. In regard to gender,

explanations may benefit from using gender appropriate pronouns or even address-

ing concerns that future research finds common amongst specific genders. Doing so

would ultimately benefit trust, in turn benefiting other perceptions of AI teammates

(Figure 4.4).

However, this design recommendation should not be limited to just gender

as other personal characteristics could be heavily influential in AI explanation. For

instance, individuals with a high motivation to lead may be more resistant toward an

AI teammate’s attempts at disobedience [43]. Designing explanations to appeal to

their leadership qualities would help reduce the impact these personal characteristics

have on AI teammate trust while also providing the potential acceptance of the AI

teammate’s disobedience. However, it is also critical that human-AI teaming research

further investigate potentially impactful personal characteristics to understand how

to better cater AI teammate explanations to specific individuals with the goal of

promoting trust.

4.4.4 Limitations and Future Work

This study serves as an important initial foray into the changes in human

perception brought about by AI teammates making decisions and providing explana-

tions; however, the study included limitations necessary to ensure the size and scope

of the study were both manageable. The primary limitations of the study are as fol-

lows: (1) this study only utilizes four different actions in a single game environment,

all of which had potentially negative consequences; (2) this study utilizes a simulated

scenario; and (3) this study evaluates perception in a short term context. The above

limitations should serve as future research directions that can help expand the cur-
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rently limited understanding of AI teammates’ role in decision-making. The reason

behind the existence of these limitations and their potential solution are discussed

below.

For (1), the 2x2 experimental design alongside the analysis of 4 different AI

teammate actions creates an already highly complex study and adding an additional

condition that examines more scenarios or environments would be difficult. Rather,

the results of this study should now be reexamined in various contexts through fu-

ture experiments to determine how context changes perception. The chosen context

of being a simulated game serves as an optimal initial starting point as it will be

an early context for AI to be a teammate in; however, future studies can examine

different contexts to see how specific actions, such as lying or disobedience, may be

more or less acceptable in specific contexts. For (2), since this study handles the

concepts of death and injury, a simulated context is necessary as it prevents the harm

of real-world individuals. Future studies that observe different contexts may also see

it more fit to observe those contexts in non-simulated environments. However, this

specific study still necessitates using a simulated environment despite the limitation

it imposes. For (3), the short term context presented in this work may not be holis-

tically representative of the long-term impacts of actions and explanations on team

perceptions. For instance, repeated disobedience and lying may worsen their impacts

over time. Thus, future work may want to extend these results through a longitudinal

study or a study that focuses more on long-term relationships. However, the results

are still necessary as designing those studies should use the results of this study as a

foundation with the goal of extending them over the long term.
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Chapter 5

Study 3: Exploring the Impact of

AI’s Verbal vs. Non-verbal

Communication within Various

Human-AI Team Compositions

5.1 Overview and Research Questions

An important element of teamwork is team coordination through which team

members share information and make progress on team tasks to achieve shared goals

[37]. In fast-paced and time-sensitive teaming environments, people often switch

between explicit and implicit coordination to maximize the efficiency of communica-

tion while coordinating with each other [158, 78]. In this study, we operationalized

explicit and implicit coordination as AI’s verbal and non-verbal communication to

examine how AI’s communication is perceived by humans and how it impacts team

coordination and team performance. Given that this study utilizes a multiplayer
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online game (i.e., Rocket League) as the research platform, verbal and non-verbal

communication is an appropriate way to implement explicit and implicit coordina-

tion, considering the game’s features and task characteristics. Importantly, verbal

and non-verbal communication channels are frequently utilized by teams in shar-

ing information and ensuring that team members are aware of team processes in

teaming environments [301, 265, 194, 177]. On the one hand, verbal (text-based)

communication is a commonly used communication approach due to its effectiveness

in sharing information. Previous work indicates AI using verbal communication is

an ideal team communication approach in human-AI teams [301]. Despite the ad-

vantage of verbal communication, prior work shows that verbal communication can

be distracting within competitive and time-sensitive teaming environments [112]. On

the other hand, non-verbal communication has been shown to be an effective way of

transferring information and supporting verbal communication (i.e., using text or au-

dio communication channels to exchange information) [207]. Importantly, non-verbal

communication can reduce the need for verbal communication and possibly increase

the efficiency of information sharing in fast-paced teaming environments [138]. Given

the advantages and disadvantages of verbal and non-verbal communication, more

work is in need to understand how AI with only verbal communication or only non-

verbal communication is perceived and how these two communication approaches

impact team processes and team outcomes in human-AI teams. Therefore, this study

addresses the following research questions:

RQ1 How does AI’s verbal/non-verbal communication impact team processes, team

coordination, and team outcomes in HATs?

• in regard to team processes: trust, and task load?

• in regard to outcomes: team viability and team performance?
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• in regard to human perceptions: perceived team effectiveness, perceived com-

munication quality, and perceived teammate performance?

RQ2 How do HATs’ team compositions (human-human-AI vs. human-AI-AI) impact

team processes, team coordination, and team outcomes?

• in regard to team processes: trust, and task load?

• in regard to outcomes: team viability and team performance?

• in regard to human perceptions: perceived team effectiveness, perceived com-

munication quality, and perceived teammate performance?

RQ3 How do personal characteristics (i.e., gender, experience with Rocket League,

NARS) and other characteristics (i.e., task round, and the identity of the team-

mate) impact team processes, team coordination, and team outcomes in HATs?

• in regard to team processes: trust, and task load?

• in regard to outcomes: team viability, and team performance?

• in regard to human perceptions: perceived team effectiveness, perceived com-

munication quality, and perceived teammate performance?

RQ4 How do people perceive and interpret AI’s communication regarding trust de-

velopment and team coordination in HATs?
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5.2 Method

5.2.1 Experimental Design

This study employs a 2x2 mixed experimental design (see Table 5.1), with

two manipulations being: (1) AI’s communication approach, including verbal and

non-verbal communication; and (2) team compositions, including the human-human-

AI team and the human-AI-AI team two levels. AI’s communication approach was

designed to be a between-subjects manipulation, whereas team composition was de-

signed to be a within-subjects manipulation. In addition, this study used a repeated

measure design to explore how human perceptions and team performance may change

over time. In doing so, participants were asked to complete two rounds of five-minute

game tasks with a team composition (e.g., human-human-AI or human-AI-AI) and

complete a post-survey measurement after each round of the task. Then they were

asked to finish another two rounds of tasks with the other team composition. The

order of the within-subjects manipulation was randomized to avoid order effect. Once

participants completed four rounds of tasks and all the survey measurements, they

were interviewed regarding their perceptions of AI teammates’ communication and

their coordination with the AI across four rounds of tasks.
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Table 5.1: Study 3 Experimental Design.

AI’s Verbal vs. Non-verbal Communication

Team Composition
Verbal Communication + Non-verbal Communication

+

(Within-subjects)
human-human-AI human-human-AI

Verbal Communication + Non-verbal Communication

+

human-AI-AI human-AI-AI

5.2.2 Task Platform

This study used Rocket League, a multiplayer digital sports game, as the ex-

periment platform. Rocket League is a game where a team of players operates cars

to play small-scale soccer (see Figure 5.1 for the game interface). Since this game is

derived from soccer sports, it provides a great platform for team collaboration. The

reason why Rocket League was selected as the experiment context is twofold. First,

Rocket League is a multiplayer video game with high customizability on AI agents.

This allows modifications of AI agents to meet the research needs of this study. For

example, the AI agents are modified to use two different communication channels, ver-

bal and non-verbal communication, but still use the same play strategy in gameplay.

Such features meet the research need of our study: AI teammates’ communication

capability is modifiable. Second, Rocket League allows users to adjust team compo-

sition and team size. Using this feature, the manipulation of team composition (i.e.,

human-human-AI and human-AI-AI teams) can be easily set up. Thus, we select

Rocket League as the research platform and modify existing Rocket League bots for

four experiment conditions (see Table 5.1).
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Figure 5.1: Rocket League Game Task Interface

5.2.3 AI Agents/Teammates in Rocket League

The Rocket League community has built a platform called RLBot to create

and share Rocket League bots for users to collaborate with offline. This RLBot (see

Figure 5.2) includes bots that are equipped with various play strategies and features.

In our study, we modified a bot to meet our research needs in three ways. First,

we developed a text-based communication channel that allows AI agents to share

information with the team. Second, we adapted an RL bot’s visual cues feature

(i.e., plotting a trajectory to indicate the next steps). Third, the opponent team was

designed to be a team of goalies, whose objective is only to guard their own goal. This

is because we aim to decrease the difficulty level of the task due to most participants

being novel users of Rocket League. Importantly, each AI agent in RLBot has a

specific play strategy coded in the algorithm. In this study, all the AI teammates

(i.e., in both HHA and HAA teams) are coded with the same play strategy to ensure

the AI teammates have the same performance on the team tasks.
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Figure 5.2: RLBot Interface

5.2.4 AI’s Communication Operationalization

On the one hand, AI’s verbal communication was operationalized using a text-

based communication channel designed for this game. AI teammates send text mes-

sages to inform human teammates of their next steps (see Table 5.2). This com-

munication script was developed based on AI’s actions which were calculated using

their expert system. Messages and corresponding triggered events (i.e., maneuvers)

listed in the script are pre-defined and coded in AI’s algorithms. One example of such

triggered events is that the AI agent would send a message “Taking the shot!” in the

group channel when their next algorithm-generated action is to shoot the ball. The

text-based communication channel is located in the middle of the screen (see Figure

5.3). This communication channel is also used for participants to communicate with

other team members.
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Table 5.2: AI’s Messages in the Verbal Communication Condition

Maneuvers Messages

Strike Hitting the ball!

Dribbling (carry and flick) Dribbling the ball!

Close shot Taking the shot!

Drive backwards to goal Defending the goal!

Pickup a boostpad Going for boost!

Kickoff Going for kickoff!

Figure 5.3: RLBot Text Communication Channel

On the other hand, AI’s non-verbal communication utilizes a trajectory of

their predicted next steps to share their game status. This trajectory in the 3D

space in the game is shown as a green straight line (see Figure 5.4). The next steps

are calculated using AI’s expert system (i.e., play strategy). Importantly, to make

sure these two communication approaches (verbal vs. non-verbal) present the same

information, we designed the trajectory to be plotted only when AI sends a message
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in the same situation. In other words, the triggered events for plotting a trajectory

or sending a text message are the same, as listed in Table 5.2. A comparison between

AI using verbal vs. non-verbal communication is presented in Table 5.3 to better

present the difference between the two communication approaches.

Figure 5.4: RLBot Non-verbal Communication

Table 5.3: Differences Between AI with Verbal and Non-verbal Communication

Verbal Non-verbal

Triggered events (maneuvers) Same (see Table 5.2)

Communication based on A text message A straight line

triggered events (see Figure 5.3) (see Figure 5.4)

5.2.5 Recruitment and Participants

Similar to Study 1, this study used a department subject pool in a local univer-

sity to recruit participants with participation credits as the reward. Based on a power

analysis conducted for a 2x2 mixed-method design, a sample size of 100 participants
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is needed to meet the power of 0.85. Following the power analysis, 100 participants

were recruited in total.

In this study, 72 participants (72%) were female, and 28 participants (28%)

were males. Importantly, it has been a notable issue that female and male represen-

tation in games is imbalanced [80]. Previous work using gaming as a context usually

has a substantially higher percentage of male participants than female participants

[184, 289]. Compared to these studies, this study provides a better understanding of

how females perceive AI teammates and collaborate with them, which generates new

insights into gender differences in competitive gaming environments. It should be

noted that while this study’s participants only reported female and male, non-binary

was provided as an option in the demographic question’s response (see Appendix A.2

for specific questions used in this study). Moreover, 68 participants (68%) had never

played Rocket League before this study, 18 participants (18%) had not played it in

a long time, 10 participants (10%) play it a few times a year, and only 4 partici-

pants (4%) play Rocket League a few times a month. Among the participants who

have played Rocket League, 19 participants (19%) categorized their Rocket League

skill as “Not very good”, 10 participants (10%) considered their gaming skill as “De-

cent”, and only 2 participants (2%) identified as “Pretty good”. One participant who

had played Rocket League before chose “I don’t play Rocket League” regarding their

skill. Other demographic information of participants is summarized and presented in

Table 5.4.
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Table 5.4: Demographic Information of Participants

Gender Age Ethnicity

Female- 72

Male- 28

range from 18 to 24

(mean = 18.85)

Asian- 4

Black or African American- 8

Non-Hispanic White- 81

Hispanic and Latino- 5

Other- 2

5.2.6 Procedure

Prior to the study, five pilot studies were conducted to check for issues in the

survey, experiment tasks, and interview, gather data on the length of the study, and

ensure the experiment process makes sense to participants.

The actual study started with a consent form and a pre-survey that col-

lected participants’ demographic information. Afterward, participants completed two

rounds of training before the actual team tasks. The first training was an individual

training tutorial provided by Rocket League to get familiar with game controllers

and operations. In the second training, participants were asked to team up with an

AI teammate Delta that utilized either verbal or non-verbal communication to com-

plete a five-minute task. All participants were asked to use the messages provided in

Table 5.5. Once the training is done, they were asked whether they had questions

and whether they were ready to start the real tasks. There were four rounds of five-

minute tasks in total, including two rounds with one human teammate and one AI

teammate Charlie (human-human-AI team composition), and two rounds with two

AI teammates Alpha and Bravo (human-AI-AI team composition). The order of the

two team compositions was randomized to reduce the order effect [230]. Participants

completed a post-survey measuring their perceptions after each round of the task.
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Specific measurements are discussed in the next subsection. Once participants com-

pleted all the experiment tasks, they were interviewed on their experience with the

AI teammate. Specific interview questions that were used are presented in Appendix

B.2.

Participants’ Messages List

Going for boost!

Defending the goal!

Taking the shot!

Hitting the ball!

Dribbling the ball!

Going for kickoff!

Distracting the opponent!

Table 5.5: Participants’ Communication Script

5.2.7 Measurements

This study’s measurements include three main parts. First, demographic in-

formation (e.g., participants’ age, gender, ethnicity, and education information) and

Rocket League-related gaming experience information (e.g., previous experience with

Rocket League) were collected in the pre-survey (see Appendix A.2 for specific ques-

tions that were used). Second, post-measurements were used to collect participants’

perceptions of the human/AI teammates and overall collaboration after each round

of the task. These measurements are described below. Third, team performance

and individual performance were objectively measured using Rocket League’s scoring

system, which is described below. It should be noted that some measurements were

taken at an individual level, such as trust in the teammate, including trust in both
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teammates, whereas some were measured at a team level, such as perceived team

effectiveness, and perceived task load.

5.2.7.1 Individual-level (Teammate) Measurements

Trust in the Teammate Participants’ trust in their teammates was measured

through an existing validated Likert scale using six questions (see Appendix A.5).

This measurement was developed based on principles of trust identified by a previous

study [154] and was rephrased in a way that participants could use a five-point Likert

scale ranging from “Strongly Disagree” to “Strongly Agree” to answer [234]. This

measurement was taken twice after each round of the task, once for each teammate.

Specifically, in the human-human-AI team composition, the measurement was taken

as (1) trust in the human teammate and (2) trust in the AI teammate Charlie. In

the human-AI-AI team composition, the measurement was taken as (1) trust in AI

teammate Alpha and (2) trust in AI teammate Bravo.

Perceived Teammate’s Communication Quality We developed a three-item

measurement for this study to measure participants’ perceived communication quality

of their teammates. This scale uses a five-point Likert scale, ranging from “Strongly

Disagree” to “Strongly Agree”. One example question is (see Appendix for specific

questions). This measurement was taken in a similar way to how “trust in the team-

mate” was taken. Cronbach’s alpha was applied to ensure the internal consistency

reliability of this measurement. As shown in Table 5.6, Cronbach’s alpha of the per-

ceived teammate’s communication quality is above 0.9 for all the six times when this

measurement was taken in this study, with an average of 0.935. Thus, we consider

this scale reliable to use.
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Teammate (Team Composition) Round Cronbach’s Alpha Value

Alpha (HAA) 1 0.91

Alpha (HAA) 2 0.94

Bravo (HAA) 1 0.92

Bravo (HAA) 2 0.93

Charlie (HHA) 1 0.92

Charlie (HHA) 2 0.95

Human (HHA) 1 0.96

Human (HHA) 2 0.95

Average 0.935

Table 5.6: The Cronbach’s Alpha Values of the Perceived Teammate Communication
Quality

Perceived Teammate’s Performance Perceived teammate’s performance mea-

surement was adapted from an existing scale [57]. Nine five-point items were used (see

specific questions in Appendix A.4). For each teammate, the questions are presented

as follows, with an item as an example:

Please answer the following questions regarding your perceptions of the AI

teammate Charlie you worked with. There are no wrong answers.

The AI teammate Charlie I worked with:

- did a fair share of the team’s work.

All the individual-level measurements were taken twice after each round of the

task for each teammate. Next, we will introduce the team-level measurements.
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5.2.7.2 Team-level Measurements

Perceived team effectiveness, perceived task load, and team viability were

measured at a team level. Both perceived team effectiveness and perceived task load

were measured after each round of the task. Team viability was only measured once

for each team composition.

Perceived Team Effectiveness Perceived team effectiveness was measured using

five items rated using a five-point Likert scale ranging from “Strongly Disagree” to

“Strongly Agree” with example items including “My teammate and I were a coherent

entity that worked together toward the same goal” and “My team worked as an

effective team”. The questions used in this measurement were selected and adapted

from an existing valid measurement that measures team effectiveness [212], which has

been applied in human-AI teaming research [232].

Perceived Task Workload The perceived task load was measured using a scale

adapted from an existing, validated measurement of subjective workload [102]. The

Task Load Index has been applied in human-AI teaming studies before [238, 176].

The adapted measurement removed the item related to “physical demand” due to

the task characteristics of this study, and kept five items which were rated using a

five-point scale ranging from “Very low” to “Very high”. Based on Cronbach alpha’s

results, the fourth item was removed to ensure the reliability of this measurement.

Team Viability Team viability is an important factor in predicting a team’s sus-

tainable growth and long-term success [24]. The scale used in this study was de-

veloped by Cooperstein in 2017 based on previous literature and measurements on

team viability [56], which has been used in multiple studies since then [287, 39]. This
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measurement includes 14 questions that used a five-point Likert scale from “Strongly

Disagree” to “Strongly Agree”. Given that this measurement aims at predicting a

team’s long-term success, it was only taken once for each team composition. After

participants finished two rounds of tasks with the same teammates (human&AI vs.

AI&AI), they completed this measurement.

Individual Performance & Team Performance Individual performance was

measured in Rocket League as an objective evaluation of how each individual per-

formed in the tasks. The final score of each player was displayed on the screen after

each round of the game (see Figure 5.5).

Figure 5.5: Rocket League Scoreboard

Specifically, Rocket League has a well-established scoring system, which identifies

specific actions and corresponding points to calculate the performance of each indi-

vidual, as shown in Table 5.7. In this study, team performance was measured using

the sum of each player’s individual score (including human players and AI players).
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Table 5.7: Scoring Rules in Rocket League

Action Description Points

Goal Hit the ball into the opponent’s goal 100

Aerial Goal Score a goal from an aerial hit (a hit on the ball above

goal height)

20

Backwards

Goal

Score a goal by hitting the ball driving backwards 20

Long Goal Score a goal from a great distance (past half-field) 20

Turtle Goal Score a goal by hitting the ball while upside-down 20

Pool Shot Score a goal by hitting an opponent into the ball 20

Shot on Goal Hit the ball towards the opponent team’s goal 10

Hat Trick Score 3 goals in a single game 25

Assist Pass the ball to a teammate who scores 50

Playmaker Have 3 assists in a single game 25

Save Block a shot on your goal 50

Savior Block 3 shots on goal in a single game 25

Clear Ball Hit the ball away from your own goal area 20

Center Ball Hit the ball towards the center of the field near the op-

posing goal

10

5.2.8 Data Analysis

This study involves two types of data, task-related data (e.g., experiment

task data and post-survey measurements) and follow-up interview data. With the

task-related data, we conducted linear mixed-effects models to explore the impact

of communication approaches (i.e., verbal and non-verbal communication) and team
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composition (i.e., human-human-AI team vs. human-AI-AI team) on human percep-

tions (e.g., perceived communication quality, perceived team effectiveness, trust) and

objective team performance. In addition, we considered the impact of gender, previ-

ous Rocket League experience, and existing attitudes toward AI on their perceptions

and team performance.

The follow-up interviews were analyzed using a focused thematic analysis to

achieve an understanding of communication patterns within various team composi-

tions and participants’ experiences collaborating with the AI teammate. First, all the

interview recordings were transcribed. Then the transcriptions were reviewed again

and phrases/words related to the research questions were highlighted and summarized

as themes and sub-themes.

5.3 Results

The experiment was completed by 108 participants, from which 8 participants’

data was removed due to technical issues during the data collection process. In

total, 100 participants’ valid data was collected, leading to 800 data points for the

individual-level (teammate) measurement, and 400 data points for the team-level

measurement. Additionally, 50 group interviews were conducted and recorded for

the 100 participants. These data are presented separately as quantitative results and

qualitative results in this section.

5.3.1 Quantitative Results

We analyzed participants’ perceptions toward the AI teammates and their

collaboration via seven linear mixed-effects models, where the outcome variables and

the predictors are presented in Table 5.8.
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Predictors Communication Approach (Verbal vs. Non-verbal)

Team Composition (HHA vs. HAA)

Round

Identity of the Teammate (Only for Individual-level Measurements)

NARS

Gender

Rocket League Experience (Inexperienced vs. Experienced)

Outcome Variables Trust in the Teammate (1)

Perceived Teammate Communication Quality (1)

Perceived Teammate Performance (1)

Perceived Team Effectiveness (2)

Task Workload (2)

Individual Performance (2)

Team Performance (2)

Team Viability (3)

Table 5.8: Linear Mixed-effects Model Predictors and Outcome Variables

(1) The variable was measured twice after each round of the task for each participant;

(2) The variable was measured once after each round of the task for each participant;

(3) The variable was measured once for each team composition (i.e., after every two rounds

of tasks).

5.3.1.1 Trust in the Teammate

While Study 2 indicates the distinction between how human teammates and

AI teammates are perceived, the human teammate and AI teammate were presented

in different teams as a between-subjects design. In this study, we examined how

much participants trusted each teammate in two different team compositions and
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whether there is still a difference between human teammates and AI teammates.

The linear mixed-effects model’s random intercept was set for each participant. The

identity of the teammate has a significant main effect on humans’ trust in their

teammate (b = 0.24, χ(1)2 = 29.62, p < 0.001). Surprisingly, participants trusted the

human teammate (M = 4.11, SD = 0.0.61) significantly less than the AI teammate

(M = 4.24, SD = 0.59, see Figure 5.6).

Figure 5.6: Trust in the Human/AI Teammate

The model also indicates that the effect of team composition on trust in the

teammate is dependent on the participants’ existing attitudes toward the AI (Figure

5.7. The NARS score indicates humans’ existing attitudes towards AI, with higher

scores representing a more negative attitude and 3 as neutral. Compared to the

human-human-AI team composition, people who have a negative attitude toward AI

trusted their teammates less in the human-AI-AI team composition, whereas people

who have a positive attitude toward AI trusted their teammates more in the human-

AI-AI team composition (b = −0.17, χ(1)2 = 5.25, p < 0.05).
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Figure 5.7: Trust in the Human/AI Teammate

Lastly, the linear mixed-effects model shows that the impact of game rounds

on trust in the teammate varies by participants’ previous experience in Rocket League

(see Figure 5.8). Experienced individuals’ trust in their teammates increased more

from round 1 to round 2 than inexperienced individuals (b = 0.15, χ(1)2 = 5.35,

p < 0.05).

Figure 5.8: Interaction effects between team composition and NARS on trust in the
teammate
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However, no significant main impact or interaction effect was observed from

AI’s verbal vs. non-verbal communication approach. This indicates that AI using

verbal or non-verbal communication did not impact the humans’ trust in the team-

mate. Even though the team composition changed, their trust did not change in the

two communication conditions.

5.3.1.2 Perceived Communication Quality of Teammates

The linear mixed-effects model of perceived teammate communication quality

has a random intercept set for each participant. The model indicates that AI’s com-

munication approach has a significant impact on perceived communication quality

(b = −0.77, χ(1)2 = 20.70, p < 0.001). Teammates in the verbal communication con-

dition (M = 4.03, SD = 0.95) were perceived to have higher communication quality

than teammates in the non-verbal communication condition (M = 3.31, SD = 1.30,

see Figure 5.9).

Figure 5.9: Perceived Communication Quality

The model shows that task round has a significant main effect on perceived

communication quality (b = 0.17, χ(1)2 = 6.50, p < 0.05). Similar to the results

of Study 1, people perceive their teammates as having better communication quality
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in the second round (M = 3.75, SD = 1.18) than in the first round (M = 3.59,

SD = 1.21), regardless of team composition (see Figure 5.10).

Figure 5.10: Perceived Communication Quality

The teammate’s identity also significantly impacts the perceived communica-

tion quality (b = 0.36, χ(1)2 = 24.29, p < 0.001). Similar to the impact of identity

on trust in the teammate, the human teammate (M = 3.40, SD = 1.26) is perceived

to have worse communication than AI teammates (M = 3.76, SD = 1.16, see Figure

5.11).

Figure 5.11: Perceived Communication Quality

From the linear mixed-effects model, the impact of NARS on perceived com-
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munication quality depends on the participant’s previous Rocket League experience

(b = 0.86, χ(1)2 = 4.09, p < 0.05). Specifically, for participants who did not have

Rocket League experience before, the more positive their existing attitudes toward

AI were, the higher perceived teammate communication quality they had. However,

for participants who had previous experience with Rocket League, their existing at-

titudes toward AI (NARS) were negatively related to the perceived communication

quality (see Figure 5.12).

Figure 5.12: Perceived Communication Quality

5.3.1.3 Perceived Teammate Performance

A linear mixed-effects model with a random intercept set for each participant.

From the model, AI’s communication approach significantly impacted the perceived

teammate performance (b = −0.31, χ(1)2 = 9.44, p < 0.01). Specifically, participants

who collaborated with AI using verbal communication perceive their teammates’ per-

formance (M = 4.09, SD = 0.83) as higher than participants who collaborated with

AI using non-verbal communication (M = 3.866, SD = 0.82, see Figure 5.14a).

Team composition also has a significant main effect on perceived teammate
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performance (b = −0.23, χ(1)2 = 8.06, p < 0.01). Participants in human-AI-AI

teams perceive their teammates to have higher individual performance than in human-

human-AI teams (see Figure 5.13). This can be explained by the fact that AI’s skills

at the task are better than most participants. Thus, people who collaborated with

two AI teammates perceived their teammates to have better performance.

Figure 5.13: Perceived Teammate Performance by Team Composition

Moreover, the task round has a positive impact on perceived team performance

(b = 0.11, χ(1)2 = 5.94, p < 0.05). Participants usually perceive their teammates to

perform better in the second round (M = 4.04, SD = 0.82) than in the first round

(M = 3.93, SD = 0.84, see Figure 5.14b).
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(a) Perceived Teammate Performance by
AI’s Communication Approach

(b) Perceived Teammate Performance by
Round

Figure 5.14: Perceived Teammate’s Performance

Importantly, the linear mixed-effects model also shows an interaction effect

between the identity of the teammate and the participants’ gender (b = −0.27,

χ(1)2 = 5.18, p < 0.05). The difference in women participants’ perceived per-

formance of an AI teammate (M = 4.14, SD = 0.71) versus a human teammate

(M = 3.63, SD = 0.92) is larger than the difference in men’s perceived performance

of an AI teammate (M = 4.10, SD = 0.71) versus a human teammate (M = 3.32,

SD = 1.17).

Figure 5.15: Perceived Performance of Human vs. AI Teammate by Gender
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5.3.1.4 Team Effectiveness

We conducted a linear mixed-effects model with team effectiveness as the de-

pendent variable and a random intercept set for each participant. The only significant

effect shown in the model is a three-way interaction effect(b = −0.81,χ(1)2 = 6.35,p <

0.05). However, since gender and NARS are highly correlated (0.966), this is removed

from the linear mixed-effects model. We conclude that AI’s communication approach,

team composition, and other individual characteristics (i.e., gender, NARS, Skill) do

not impact perceived team effectiveness.

5.3.1.5 Task Workload

A linear mixed-effects model was built with task workload as the depen-

dent variable, and a random intercept set for each participant1. From the linear

mixed-effects model, AI’s communication has a significant impact on perceived task

load (b = −0.30, χ(1)2 = 4.78, p < 0.05). People who collaborated with AI

using non-verbal communication perceived the task as having a lower task load

(M = 3.24, SD = 0.88) than people who collaborated with AI using verbal com-

munication (M = 3.51, SD = 0.84). In addition, the gender of each individual signif-

icantly impacts how they perceive the task load (b = 0.76,χ(1)2 = 18.28,p < 0.001).

Women tend to perceive the task load to be higher (M = 3.60, SD = 0.82) than men

(M = 2.79, SD = 0.71, see Figure 5.17). One possible explanation is that men are

more familiar with competitive games and are more likely to be comfortable with the

competitive gaming environment.

1There were several data points that had high leverage (i.e., Cook’s distance larger than 1).
However, those points did not impact the linear mixed-effects model.
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Figure 5.16: The impact of AI’s verbal/non-verbal communication on task load

Figure 5.17: The impact of gender on task load

People’s existing negative attitudes toward AI (NARS) also have a significant

impact on perceived task load (b = 0.36, χ(1)2 = 9.55, p < 0.01). When an individual

has a more negative an individual’s attitude toward AI, they perceive the task to have

a higher task load. Moreover, the task round has a significant effect on the perceived

task load (b = −0.08, χ(1)2 = 4.85, p < 0.01). Participants perceive the task load

to be lower in the second round (M = 3.33, SD = 0.89) than in the first round

(M = 3.42, SD = 0.86).
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5.3.1.6 Individual Performance

As the raw individual performance score was not normally distributed, it was

transformed using a log() function. The transformed individual score was normally

distributed. The linear mixed-effects model was built using the transformed individual

performance score with a random intercept set for each participant.

From the linear mixed-effects model, participants’ gender has a significant

main effect on their individual performance (b = −1.18, χ(1)2 = 28.74, p < 0.001).

As expected, participants identified as women (M = 3.85, SD = 0.90) performed

worse than participants identified as men (M = 5.31, SD = 0.75, see Figure 5.18).

It should be noted that the mean values and standard deviation values here are

the average and standard deviation of the transformed individual performance score

instead of the raw individual performance score.

Figure 5.18: Individual Performance Score by Gender

Moreover, the impact of task rounds on individual performance is dependent

on the participant’s skills (b = 0.30, χ(1)2 = 3.91, p < 0.05). Experienced participants

performed better in the second round (M = 5.18, SD = 0.93) than in the first round

(M = 5.03, SD = 0.83), whereas inexperienced participants performed worse in the
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second round (M = 3.79, SD = 0.90) than in the first round (M = 3.94, SD = 0.96),

as shown in Figure 5.19.

Figure 5.19: Individual Performance Score by Experience in Two Rounds

5.3.1.7 Team Performance

Similar to the individual performance score, the team performance score was

also transformed using a log() function to ensure that the transformed team per-

formance is normally distributed. We built a linear mixed-effects model with the

transformed team performance score and a random intercept set for each participant.

From the linear mixed-effects model, we found a significant interaction effect

between AI’s communication approach and team composition on transformed team

performance scores (b = −0.06, χ(1)2 = 4.38, p < 0.05).
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Figure 5.20: Team Performance Score by AI’s Communication Approach in Two
Team Compositions

As expected, team performance is significantly impacted by task rounds (b =

0.04, χ(1)2 = 11.91, p < 0.001). Participants performed better as a team in the

second round (M = 7.62, SD = 0.14) than in the first round (M = 7.58, SD = 0.11).

Interestingly, while team composition does not have a significant main impact

on team performance (p > 0.05), there is a significant interaction effect between team

composition and gender on team performance (b = 0.08, χ(1)2 = 7.72, p < 0.01). In

particular, men have better team performance in human-human-AI teams (M = 7.65,

SD = 0.14) than in human-AI-AI teams (M = 7.61, SD = 0.14), whereas women

have better team performance in human-AI-AI teams (M = 7.60, SD = 0.12) than

in human-human-AI teams (M = 7.58, SD = 0.12). Even though men overall have

better team performance than women, this indicates a difference of gender in various

HAT team compositions.
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Figure 5.21: Team Performance Score by Team Compositions and Gender

5.3.1.8 Team Viability

The linear mixed-effects model of team viability has a random intercept set for

each participant. The model indicates that the impact of team composition on team

viability depends on people’s existing attitude toward AI (b = −0.58, χ(1)2 = 8.90,

p < 0.01). While people’s existing attitude toward AI is negatively associated with

team viability, this negative association is stronger in human-AI-AI teams than in

human-human-AI teams. People who have a more negative attitude toward AI (i.e.,

higher NARS score) perceive higher team viability when there is another human on

the HAT team.
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Figure 5.22: An Interaction Effect of Team Composition and NARS on Team Viability

Additionally, the impact of team composition on team viability also depends on

people’s previous experience with Rocket League (b = −0.33, χ(1)2 = 5.58, p < 0.05).

In particular, experienced participants perceive human-human-AI teams (M = 3.77,

SD = 0.46) as having higher team viability than human-AI-AI teams (M = 3.71,

SD = 0.73), whereas inexperienced participants consider human-AI-AI teams to have

higher team viability (HAA: M = 3.68, SD = 1.02; HHA: M = 3.52, SD = 0.74).

Figure 5.23: An Interaction Effect of Team Composition and RL Experience on Team
Viability
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The experimental analysis generates multiple significant findings that are sum-

marized and presented in Table 5.9. Specifically, there are five main findings: (1) AI’s

communication approach does not impact human trust, but non-verbal communica-

tion is not under humans’ definition of communication; (2) AI’s verbal communication

received better perceptions than AI’s non-verbal communication (e.g., lower commu-

nication quality and lower perceived performance), but is perceived to have higher

task load; (3) while both verbal and non-verbal communication facilitates the main-

taining of situation awareness, non-verbal communication is not effective through this

maintaining process; (4) AI with verbal communication achieves higher team perfor-

mance in human-AI-AI teams, whereas AI with non-verbal has higher team perfor-

mance in human-human-AI teams; and (5) gender differences play an important role

in impacting human perceptions of the HAT and the team outcome.

Outcome Variables Significant Predictors (1)

Trust in the Teammate Identity *** + TeamComp:NARS * + Skill:Round *

Perceived Communication Quality Condition *** + Round * + Identity *** + Skill:NARS*

Perceived Teammate Performance Condition ** +TeamComp **+ Round *+ Identity:Gender *

Perceived Team Effectiveness None (2)

Task Workload Round ** + NARS ** + Gender *** + Condition *

Individual Performance Gender *** + Condition * + Skill:Round*

Team Performance Round *** + Condition:TeamComp * + TeamComp:Gender **

Team Viability NARS ** + TeamComp:NARS ** + TeamComp:Skill *

Table 5.9: The Significant Predictors of Each Outcome Variable

(1) Note: When there is both an interaction effect and a main effect of a predictor on an

outcome variable, only the significant interaction effects are included in the table.

(2) The three-way interaction effect of team composition, gender, and NARS on perceived

team effectiveness is removed due to the high correlation between Gender and NARS.
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5.3.2 Qualitative Findings

In this section, the qualitative findings are presented to explain how AI’s com-

munication approach is perceived regarding trust development and team coordination

(RQ4). Based on the interview data from this study, two themes emerged on how

AI’s verbal vs. non-verbal communication approaches are perceived: (1) AI’s commu-

nication is not perceived as a fundamental element in developing trust regardless of

the communication approach; (2) AI’s communication facilitates situation awareness

but non-verbal communication is difficult to function effectively in fast-paced collab-

oration. All quotes presented in this section include the participant’s team number,

Player A/Player B (PA/PB), gender, and AI’s communication condition.

5.3.2.1 AI’s communication approach is not a fundamental element in

developing trust.

In study 1, both the quantitative data and interview data indicate that AI

with proactive communication capability obtains substantially higher trust than AI

without proactive communication. However, the quantitative data in study 3 indi-

cates that AI’s communication approach does not significantly impact human trust

in the teammate. Following this result, we focused on how AI’s communication is

perceived regarding trust development and why it does not impact trust.

Performance-based trust in the AI teammate. One frequently mentioned at-

tribute in developing trust in the AI was “they know what they are doing”. Many

participants described trust development as an understanding process of getting to

know AI’s advanced skills and performance:

At first, I was a little skeptical of it. But once I realized that could they
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were good with looping around the ball. Then they got the first goal. And

I was like, Y’all got it. Because I didn’t. (T28, PA, Female, Verbal)

When I was with the two AIs I was like, very trusting of this. They know

what they’re doing, a good job, like kudos to you. (T28, PB, Female,

Verbal)

Because after I saw them score the first time I knew they were capable of

doing it. So I trusted them. (T23, PA, Female, Non-verbal)

For PA in T28, AI getting the first goal was the confirmation of their skills

and performance. Importantly, this approval of AI’s performance was based on a

comparison between the AI and themselves. Thus, inexperienced (novice) participants

are likely to develop trust in the AI teammate fast due to the skill gaps. While trust

in AI is mainly performance-based, AI’s communication can still help increase trust

that was built already on AI’s actions. PB in T49 expresses this process in detail:

I think the trajectory helps me mostly, it lets me do my job better, which

in turn helps the team overall, in terms of trust. Seeing what they’re going

to do helps me trust them more. But I think just based off of how they

perform, I have already established a level of trust, just seeing how they

score. And at that point, it’s like, okay, I can trust them. But seeing the

line secures that trust. (T49, PB, Male, Non-verbal)

I feel like they definitely help because I can see where they’re going. So then

I trust that they’re gonna follow through with wherever their trajectory is.

(T50, PA, Female, Non-verbal)

For PB in T49, the communication’s role in trust development was mainly

adding an extra layer on top of the action-based trust. While communication could
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help improve trust, it is not the determining factor. This emphasizes the fundamental

role of AI’s performance and skills in developing trust. Some other participants share

similar opinions:

Honestly, I feel like trust kind of came from their actions more than their

communication, because it’s like, if I were to play that game not have the

chat up there. I feel like I still would have trusted them to like, support

or score goals or whatever. I feel like their actions were almost speaking

louder than their words in this case. (T46, PA, Male, Verbal)

Actions speak louder than words. So if they say something, and they’re

they actually did it, it shows, okay, if they do say this, they’re actually

going to do it when they say it. (T38, PB, Female, Verbal)

Importantly, another participant indicates that even if AI’s communication

was incorrect, their trust would still be there as long as they perform well:

I feel like very little [in terms of how much AI’s communication contributes

to my trust in them] because if they said they were doing something, and

they’re doing something different then I still feel like they know what they

were doing. So I was just like, okay, like you have a plan, just do your

thing. I’ll just stay here. (T35, PB, Female, Verbal)

However, even though communication could contribute to trust increase, this

only happens when certain criteria are met. For instance, when humans’ communi-

cation does not change AI’s decisions and actions, AI’s communication is even less

important in impacting trust:

I don’t think it contributed to my trust in them that much, because I’ve

kind of felt, again, like they were just doing whatever they wanted to do.
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So like he said, my trust of that communication kind of declined over the

four games. (T40, PB, Female, Verbal)

When I told them at first what I was going to do, they let me do it, and

then they would come and help. They kind of trusted me as well. But in the

last two rounds, even when I communicated, they just kind of disregarded

it. So it just made me think, oh, they’re just kind of doing their own thing.

I still trusted them because I knew that they could score but it was just a

little different. (T23, PA, Female, Non-verbal)

According to these quotes, when humans’ communication cannot have an im-

pact on AI’s actions, their trust in AI’s communication decreased. However, they still

trust AI due to AI’s high-performance in the task.

AI’s non-verbal communication is not perceived as “communication” as

humans’ definition. Our interview data indicate that AI’s non-verbal communi-

cation was not considered the type of communication humans defined:

So you couldn’t really trust it, since it was just based on coding and facts.

I wouldn’t trust just a trajectory. I would feel like, that’s just the fact that

they’re going in different directions. It’s not based on their own decision.

(T29, PA, Male, Non-verbal)

For PA in T29, AI’s non-verbal communication is just facts indicating the

direction they will move toward. Such facts are incapable of presenting the same

information as text messages, which indirectly show the decision process. PA empha-

sizes the importance of AI’s communication in terms of sharing information about a

decision that’s made. Without such information, AI’s non-verbal communication does
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not contribute to human trust. Other participants also emphasize the insufficiency

of non-verbal communication:

I don’t think the trajectory is much communication at all. It’s not effective

communication. (T31, PA, Female, Non-verbal)

There’s definitely a lack of communication, but they’re really good at the

game. (T25, PB, Female, Non-verbal)

Moreover, as how study 1 emphasized the importance of AI providing imme-

diate responses, non-verbal communication lacks this interaction attribute, leading to

a perception of “no communication”:

It was kind of hard to adapt, since there was no communication on their

end. Obviously, I tried communicating, but like they didn’t communicate

back. (T32, PA, Female, Non-verbal)

In addition, there is a gap between the presentation of non-verbal communica-

tion (i.e., AI’s trajectory) and the real meaning behind it, which takes extra cognitive

effort for humans to connect the two:

I don’t think they like really communicated that well. So I guess I saw what

they were doing, but I didn’t really know what they were doing. (T30, PB,

Female, Non-verbal)

It made it really hard to say what they were going to be doing and then

they would just not say anything, and then take over. And they’re

like, bump into me. It’s always coming. (T49, PA, Female, Non-verbal)
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According to these two quotes, AI’s non-verbal communication was not well

understood by humans and thus could not be utilized in their coordination. Specif-

ically for PA in T49, AI’s non-verbal communication was not considered as commu-

nication, as how they described “they would not say anything”. This perception

of AI’s non-verbal communication brings new insights into how AI’s communication

approach should be designed.

5.3.2.2 AI’s communication facilitates situation awareness but is hard to

utilize in fast-paced collaboration.

Similar to study 1, this study also shows that AI’s communication helps to

maintain situation awareness through collaboration so that participants are aware of

AI’s status and the team task’s progress, based on which they know what to do next:

It definitely did help because, with the trajectory, I knew where they were

coming from, because, on the screen, I couldn’t always see where they were,

depending on how close I was to the ball. So that helped me at least know

when they were coming and where they were coming from. (T26, PA,

Female, Non-verbal)

According to PA in T26, the trajectory provides extra spacial information on

AI’s movement. Even if the AI was not in their eyesight, they could still be aware of

their actions. In addition, AI’s communication helps the team from two perspectives:

(1) help humans make the next step decision based on the current task status, and

(2) ensure the whole team stay on track and human teammates maintain a certain

level of awareness regarding each team member’s status:

[AI’s communication helps me coordinate] a lot. If I saw their green line

headed towards the ball and I didn’t have a great shot I figured they did

159



so I’d just bail off and then wait for another one. (T17, PA, Male, Non-

verbal)

I think everyone’s communication was highly needed, and that helped with

the group’s performance. Whereas if we didn’t have that, it would have

definitely been a lot more confusing, and we don’t know what we’re doing.

So it’s really nice kind of getting known or knowing what someone else is.

(T28, PB, Female, Verbal)

PB in T28 emphasized the role of communication in impacting team per-

formance. With AI’s communication, humans could develop an awareness of the

team task, and the AI teammate’s progress. More importantly, this communication

is highly appreciated when humans are novel at the task. Other participants also

pointed out how AI’s communication assists them to perform better from their own

perspective:

It just helped me like, know where to go on the spot, because they were

saying what they were doing. And I started looking at it. So that helped

me a lot more to figure out what I needed to do. (T27, PB, Male, Verbal)

Definitely did help a lot. It helped me figure out more about what I was

doing. Because I’d see, they’d say, I’ll go hit the ball, then you are like

okay. So it just helped me figure out like, whenever they would do some-

thing, I’d be like, Okay, that’s something I can do in the next round, or

later in the game. It helped me figure out how to play a little more. (T28,

PA, Female, Verbal)

According to these quotes, AI’s communication of their status provides infor-

mation that helps humans proceed in the team task. Based on AI’s actions, humans
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adapt and figure out the next step for themselves. More importantly, AI’s commu-

nication of their status even provides a learning opportunity to humans. For PA in

T32, AI is perceived to function as an example or coach which they can learn from

later in the team task. However, both AI’s verbal and non-verbal communication is

insufficient in facilitating team coordination:

You know what their next step is, but you don’t know how fast they’re

gonna get to the ball, or if you’re gonna get there first. Obviously, it

[communication] makes it easier to work together and collaborate, but

since there’s no communication (on that), either, that’s also what makes

it harder to (collaborate). We ran into each other many times because of

that. The trajectory definitely helps rather than not having. (T32, PA,

Female, Non-verbal)

Sometimes I like some of the times they were pretty accurate and when

helped me but other times there’s confusing. They would take too long and

I would be there too soon, or something and then it just won’t work out.

(T31, PB, Female, Non-verbal)

As PA in T32 pointed out, the information provided through the AI’s commu-

nication was not enough for human players to react effectively. In such a fast-paced

environment, this lack of information is a road blocker in their coordination. AI’s

verbal information was hard to utilize in another way:

Like, kind of, but not really. It’s harder with those messages just because

it is such a fast-paced game. So they sent a message and then by the

time I can see their messages, they didn’t have a ball anymore. (T24, PB,

Female, Verbal)
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According to PB in T24, AI’s verbal communication in such a rapidly changing en-

vironment is not very helpful since the communication content is not received by

humans on time to react accordingly. Given that the text communication of AI’s

movement is not built within the spatial environment, it takes additional mental pro-

cesses to keep up with AI’s status in the task. Comparing AI’s verbal vs. non-verbal

communication, though non-verbal communication provides more spatial informa-

tion, it indeed has several limitations. First, AI’s non-verbal communication loses the

visibility of information in certain scenarios. For instance, PA mentioned that:

Since there are no text communications, if I was looking at the other team’s

goal, I couldn’t see the lines, and I didn’t know where my two teammates

were. So I couldn’t really rely on them. I don’t think the green lines were

the best method of communication. It was good in some scenarios when I

was able to see them. But for the most part, I couldn’t really rely on them.

(T34, PB, Male, Non-verbal)

When the non-verbal information is not visible, the maintenance of situation

awareness is broken, which then hurt team performance and reduces the perceived

reliability of the AI as a teammate. Second, AI’s non-verbal communication could be

distracting when they focus on their tasks:

For the trajectory, they both helped and sometimes it was a detriment

because it’s just a giant long green line all over your screen and that can

be distracting. (T26, PB, Male, Non-verbal)

Different from verbal communication which is displayed at the center of the

screen, non-verbal communication is immersed in the 3D game space. The green line,

which was designed to increase humans’ attention, could instead distract humans.
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Such distraction in time-sensitive tasks could be detrimental to team performance.

Lastly, AI’s non-verbal communication does not provide an interactive feature that

is more natural to humans in terms of communication:

The communication is hard because all you’re really going off of is their

lines. And you can send stuff, but you can’t get a response. So the only

communication you have is like the directory lines. So I think that was the

hardest aspect of like, the first few rounds. (T33, PB, Female, Non-verbal)

Without text-based communication, AI’s non-verbal communication is uni-

directional communication. PB emphasized the importance of bi-directional com-

munication, through which team members can exchange information and coordinate

accordingly. Thus, it is difficult to utilize such non-verbal communication to coordi-

nate effectively.

5.4 Discussion

Using a multiplayer online game as the context, this study explores how AI

with verbal vs. non-verbal communication impacts team processes, team outcomes,

and human perceptions in human-human-AI teams, and human-AI-AI teams.

For RQ1 and RQ2, while AI’s communication approach does not impact trust

in the teammate, the team composition (HHA vs. HAA) has a significant interaction

effect with NARS on human trust in the AI teammate. AI’s non-verbal communi-

cation is perceived to have a lower workload than AI’s verbal communication. AI’s

communication approach has a significant main impact on individual performance.

There are two significant interaction effects, (1) between AI’s communication and

team composition, and (2) between team composition and gender, on team perfor-
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mance. The team viability model shows two significant interaction effects, (1) team

composition and NARS, and (2) team composition and individuals’ prior Rocket

League experience. In addition, AI with verbal communication is perceived to have

higher communication quality and perform better than AI with non-verbal commu-

nication. There is also an interaction effect between team composition and gender on

perceived teammate performance.

For RQ3, humans’ trust in their AI teammates was significantly higher than

their trust in their human teammates. Experienced individuals’ trust in their team-

mates increased significantly more from round 1 to round 2 than inexperienced indi-

viduals. Moreover, men perceived the task to have a higher workload than women. In

addition, men’s individual performance is significantly higher than women’s. There is

also a significant interaction effect between prior Rocket League experience and task

rounds on individual performance. In terms of team outcomes, team performance is

significantly higher in the second round than in the first round, whereas NARS has

a significant impact on team viability. In terms of human perceptions, teammates

are perceived to have better communication quality and perform better in the second

round than in the first round. AI teammates were perceived to have better commu-

nication quality than human teammates. Results also show a significant interaction

effect between humans’ previous experience with Rocket League and their negative

attitude toward AI on perceived communication quality. There is a significant inter-

action effect between gender and identity of the teammate on perceived teammate

performance.

For RQ4, the qualitative findings provide an understanding of how AI’s com-

munication approach is perceived regarding trust development and team coordina-

tion. Specifically, AI’s communication is not perceived as a fundamental element in

developing trust regardless of the communication approach. However, it can help in-
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crease trust that has been built based on AI’s actions and performance. Importantly,

AI’s non-verbal communication is not perceived as real communication with humans.

Similar to study 1, the interview findings show that AI’s communication facilitates

the maintenance of situation awareness in task coordination. However, in this study,

rapidly changing collaboration environments have higher requirements for building ef-

fective communication that can facilitate coordination. One such requirement is that

AI’s communication needs to be shared without visibility limits and can be received

and understood easily.

5.4.1 AI’s non-verbal communication can only serve as a

complementary element in building effective human-

AI communication in HATs.

Non-verbal communication is a commonly used approach to facilitate team-

mates’ coordination in both human-only teams [138] and human-machine teams [35].

While previous work has explored the impact of non-verbal communication in sup-

porting coordination between humans and robots [35], our study focuses on the impact

of AI’s non-verbal communication on human-AI collaboration in virtual environments,

where physical behaviors are not accessible. In particular, teams that operate in these

virtual environments, called virtual teams, face significant challenges in developing

trust and achieving effective team coordination [236, 180]. Due to a lack of visual

presence and behavioral information, these virtual teams usually struggle to main-

tain awareness [196, 11]. Therefore, this study aims to explore how AI’s non-verbal

communication can assist in maintaining team members’ awareness and how then it

facilitates team coordination. The results of this study suggest that non-verbal com-

munication can only be utilized as a complementary element to verbal communication
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in developing effective human-AI communication in virtual environments.

One interesting finding of our study is that both the quantitative findings and

qualitative findings indicate humans have less positive perceptions of AI’s non-verbal

communication compared to AI’s verbal communication. One major reason is that

AI’s non-verbal communication does not align with humans’ traditional definition

of communication. Previous work defines communication as “the discriminatory re-

sponse of an organism to a stimulus” [249]. In other words, when the environment

(e.g., teaming environment) has certain stimuli (e.g., a need of sharing information

or requesting information) to an individual, they would provide a discriminatory

response. Based on our findings, some people consider natural-language-based com-

munication as the only way to communicate, either through textual messages or

audio chat. However, the development of advanced AI introduced a new type of team

member in the past decade, which then creates a new type of collaboration mode,

human-AI teaming [301]. Importantly, non-verbal communication may be a possible

way for AI to share information more effectively. Previous work has pointed out

that non-verbal communication could be an effective way to share awareness-related

information in a shared visual space [138]. However, previous work explores non-

verbal communication in an environment that provides both verbal communication

and non-verbal in human-human teams. Our findings propose a new insight into how

AI’s non-verbal communication should be employed in human-AI teams.

Moreover, one downside of AI using non-verbal communication is that non-

verbal communication has higher demands on the receivers’ side. First, non-verbal

communication in a 3D space has a visibility limit. When it is not received appropri-

ately (e.g., not within humans’ eyesight) during their collaboration, it could result in

a lack of communication, which then breaks the coordination. This supports previ-

ous work that indicates a lack of communication could also contribute to breakdowns
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in coordination in stressful situations [295]. However, even though it is challenging

for AI to communicate effectively with only non-verbal communication, it can be

applied as a supplement to verbal communication, especially in a competitive and

time-sensitive collaboration environment. Our quantitative data indicates that the

teams with non-verbal communication AI are perceived to have a lower task load (see

Figure 5.16). This suggests that even though non-verbal communication has some

limitations, it is perceived to have a lower workload. Taking good use of this feature is

likely to build a high-performance team with efficient communication. An interesting

finding is that AI with non-verbal communication has better team performance than

AI with verbal communication in human-human-AI teams (see Figure 5.20).

5.4.2 New Perspective of Gender Differences in HATs

The imbalance of gender representation in gaming, especially in the esports

community is a noticeable issue [184]. With the proportion of female video game

users increasing from 38% to 48% in the past two decades [52], it is crucial to explore

and examine women’s perceptions and experience in games. However, plenty of work

on esports reported findings with mainly or even only male participants [184]. Impor-

tantly, this study has identified the important role of gender differences in perceiving

AI teammates in HATs.

The results of Study 2 indicate that gender has a significant interaction effect

with scenarios on trust in the AI teammate. In this study, the quantitative results

indicate that gender has several significant impacts (including both interaction effects

and main effects) on team processes and team outcomes. It is important to note that

this gender difference should not be misinterpreted as the general skill gap between

men and women. In the linear mixed-effects models we built, participants’ previous
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experience in RL was taken into consideration with two levels, inexperienced and

experienced. While plenty of work has explored gender differences in various research

areas (e.g., technology, accounting, e-learning) in the past decade [96, 156, 126], our

study explores the impact of gender differences in perceiving and collaborating with

AI teammates in human-AI teaming environments, especially under two team com-

positions. Our study found that men and women actually perceived AI’s performance

very similarly (see Figure 5.15) in human-AI teams.

The quantitative findings indicate that males perform better in team tasks

than females do, which supports previous work on gender differences in game perfor-

mance [272, 264]. While there is a significant difference between women’s and men’s

performance in the team tasks, women and men have similar team performance in

human-AI-AI teams (see Figure 5.23). This could be explained by AI’s advanced skills

at the team task, leading to an increase in team performance from human-human-AI

teams to human-AI-AI teams. This supports previous work that shows human-AI-AI

teams perform significantly better than human-human-human teams [232]. While

this previous work did not find a significant difference in team performance between

human-AI-AI and human-human-AI teams, it has a non-significant trend of teams

with more AI having higher team performance [232]. Additionally, men have better

team performance in human-human-AI teams than women, which is a novel finding

on gender differences. This could be explained by the fact that men’s individual per-

formance is better than women, which contributes to team performance to a large

extent.

In sum, gender differences are a crucial piece of personal characteristics to

be examined in human-AI teaming research. While current work has not explored

how gender differences impact team processes and team coordination in human-AI

teams, this work is a good starting by showing that gender differences have impacts
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on certain team processes and team outcomes. More research is needed to further

explore the role of gender in impacting human-AI teamwork, which benefits humans

in designing effective human-AI teams. In spite of the fact that findings related to

gender differences are challenging to be generalized to other contexts and other mea-

surements, it is still crucial to take gender differences into consideration in designing

human-AI communication in collaboration environments. The next subsection will

briefly discuss how this study’s findings may be applied in other contexts.

5.4.3 Future Application of the Findings

Given the context-dependent feature of AI’s communication and human-AI

collaboration, it is challenging to explore AI’s communication in a context-excluded

way. Thus, in this study, I chose multiplayer gaming as a context to investigate

how AI using verbal vs. non-verbal communication impacts team coordination and

how this is perceived by humans for three reasons. First, multiplayer online games

provide a great environment for complex collaborations [78, 294], which enables us

to examine how humans experience collaborating with agents. Second, multiplayer

games usually have customized features that can be used to meet research needs,

such as team size and AI’s communication channels. Third, AI agents are commonly

used in multiplayer games, which are accessible to most individuals. Even though

this study was conducted in a specific context, the results can still be applied in other

contexts. Previous work has emphasized the crucial role that team characteristics,

team roles, and tasks play in shaping team communication [263, 226, 303]. Therefore,

we will discuss various team and task characteristics of this study using previous work

as a foundation. By specifying these features, it is more practical for future researchers

to look at our results and consider how to apply our findings to their research.
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Similar to Study 1, we selected team/task characteristics based on previous

work [263] and summarize the ones that are applicable in this study in Table 5.10.

One important characteristic of this study’s context is that human-AI teams were

set up in a competitive gaming environment with rapidly changing team status. This

type of environment requires high mental demands from humans. By comparing these

team and task characteristics between our study and future other work, the findings

generated in this study can be more accurately applied to other contexts. Below is a

discussion of how our findings can be applied beyond the context of this work.

Table 5.10: Team or Task Characteristics in Study 3

Dimension

Type

Dimension Details

Team Roles Humans and AI teammates all share the same re-

sponsibilities in team tasks.

Size/Composition Two types of HAT: human-human-AI and

human-AI-AI. Each HAT has three team mem-

bers.

Task Task Type A competitive task with opponents.

AI Communication Method Two types of AI communication is provided using a

between-subject design: (1) AI using verbal com-

munication (text-based chat channel); (2) AI using

non-verbal communication (visual cues).

Human Communication Method A text-based chat channel.

Situational Stressors High stress: Five-minute timed task with a timer

and a goal scoreboard displayed on the screen

Since one of the major research goals of this study is to explore how AI’s verbal

communication and non-verbal communication are perceived and used to facilitate

team coordination separately, it is important to consider how non-verbal communi-
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cation is designed in this study. In this specific context, the gaming environment

is a 3D space, in which non-verbal communication is presented as a trajectory line.

Thus, AI’s non-verbal communication may not be visible when both the AI agents

and the trajectory are not within humans’ eyesight. One of the interview findings,

“non-verbal communication may not always be effective in facilitating team coordi-

nation”, may not be applied to a context in which AI is always visible to humans.

However, another finding, “AI’s communication facilitates the maintenance of situ-

ation awareness”, is likely to be applied in this example context. Additionally, this

finding was also reported in study 1, which utilized text-based communication in a

different gaming environment and thus ensures the application in other contexts.

Another example is situational stressors. This study utilized a competitive,

fast-paced, and time-sensitive environment. These features of the collaborative en-

vironment make collaboration more stressful and challenging. Compared to a much

slower human-AI collaborative environment, such as data scientists [280], the quan-

titative results of the task load linear mixed-effects model may be substantially dif-

ferent. In addition, since this study was conducted with a competitive task with

opponents, humans probably valued the team performance (i.e., winning the task)

and AI’s performance more than other contexts, such as the context of using social

AI. In those contexts, AI’s communication style or anthropomorphism may be more

desired [228]. Therefore, the non-significant effect of AI’s communication on trust

may be different.

In sum, to ensure an accurate extension of our findings to other contexts, it is

essential to identify the specific team and task characteristics of the target context. By

comparing the target context’s characteristics and our study’s team/task features, our

findings can be adapted accordingly to avoid inaccurate application, and then adapt

our findings based on existing literature.
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5.4.4 Limitations and Future Work

This study has several limitations. First, all participants are undergraduate

students from a local university. This young population may perceive and collaborate

with AI agents in a different way from other populations, such as senior adults. Future

research should examine and extend the findings in this study to a population with

more diverse backgrounds. Second, while this study endeavors to generate insights

that can be applied in other contexts, this study examines AI’s verbal and non-verbal

communication within a specific context. Due to the specific context characteristics,

the findings may be different in other contexts. The discussion over the future ap-

plication of this study’s findings provides an initial step for generalizing the results.

Nevertheless, more studies are still needed to investigate how AI’s verbal and non-

verbal communication is perceived and how it impacts team coordination in other

contexts. Third, this study utilized a series of five-minute tasks, which may result in

findings different from tasks that are longer or not time-sensitive. As discussed in the

Discussion section, these special task characteristics may impact the findings. Thus,

future work should compare their target context against this context and develop

their research plans based on the comparison.
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Chapter 6

Conclusion

This dissertation focuses on understanding how AI’s communication should

be designed and developed to facilitate team coordination from various perspectives.

Specifically, I explored how humans perceive AI’s communication and how it supports

team coordination using three different communication components: communication

proactivity, communication content, and communication approach. This dissertation

makes notable contributions to AI’s communication within a human-AI teaming en-

vironment by providing both scientific insights. The three studies involved in this

dissertation shed light on how AI’s communication is perceived and interpreted by

human teammates and how this further impacts team processes and team outcomes

during their collaboration in dynamic virtual environments. The research findings

of these studies provide a scientific foundation for future research to build upon and

eventually develop a practical and comprehensive communication system that enables

AI teammates to collaborate with humans effectively.

In this chapter, I will discuss the contribution and conclusion of the dissertation

through three steps. First, I will revisit the dissertation-level research questions, and

discuss how each study’s findings answer the three research questions (RQ1, RQ2,
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and RQ3) as well as the umbrella research question (RQ0). Second, I will discuss

the contributions of this study from two perspectives, including the contribution to

Human-AI teaming research and the contribution to virtual team communication

research. Lastly, I will extend the findings and insights beyond this dissertation and

discuss future work that is inspired by this dissertation.

6.1 Revisiting Research Questions

In the Introduction of this dissertation, I proposed an umbrella research ques-

tion RQ0: How should AI teammates’ communication strategies be designed and

developed to achieve effective and smooth human-AI coordination in teaming envi-

ronments? Three research questions were proposed to detail this high-level research

question. In this section, I will go through how these research questions (RQ1, RQ2,

and RQ3) are answered by the three studies and then summarize how RQ0 is answered

based on the answers of RQ1, RQ2, and RQ3.

6.1.1 RQ1: How does AI teammates’ communication facil-

itate team processes (e.g., trust and situation aware-

ness) through human-AI coordination in teaming envi-

ronments?

Three studies address RQ1 from various perspectives. Each of these three stud-

ies explores one or more team processes using a specific communication component

(see Figure 6.1). Study 1 explores the development of trust and situation awareness

with AI’s proactive communication using qualitative data. Study 2 examines the im-

pact of AI’s explanation on trust using quantitative data. Study 3 then explores how
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AI using verbal vs. non-verbal communication impacts the trust development process

and situation awareness using an interview. In addition, Study 3 also examines how

AI’s communication impacts task workload and trust using experimental data. While

these studies all explore the team processes, the communication components each of

them focuses on are different, and thus provide a more complete picture of how AI’s

communication impacts team processes in virtual HATs.

Figure 6.1: Dissertation Studies and RQ1

Study 1 explores how AI’s communication proactivity impacts human trust in

AI, and situation awareness in dyadic human-AI teams using both quantitative and

qualitative methods. On the one hand, the experimental data in Study 1 points out

that AI with proactive communication has a significant positive impact on humans’

trust in the AI teammate. On the other hand, the qualitative analysis further de-

tails how AI with proactive communication results in higher trust. Specifically, AI

with proactive communication provides detailed information on their progress, which

then helps humans to take their next steps. Such benefits for humans’ individual

performance convert to the development of trust in the AI teammate. Moreover, AI’s

proactive communication is considered to have high transparency with the AI team-

mate. With this transparency, humans perceive AI with proactive communication
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as a reliable partner whom they can trust and team with. In addition to the trust

in AI, study 1’s qualitative data also provides an understanding of how AI team-

mates’ proactive communication develops situation awareness. By informing their

own progress, humans develop an understanding of the team’s progress in completing

the task. As AI continues to share information proactively, the team completes more

and humans maintain their understanding of the team status through the process

with AI’s proactive communication.

Study 2 explores how AI’s explanation impacts human trust in various scenar-

ios and provides a different insight from study 1. Four different scenarios were utilized

to examine how AI’s explanations impact human trust. This study indicates that the

impact of AI’s explanation on trust depends on AI’s specific actions. An interesting

finding is that AI’s explanations facilitate human trust in the AI teammate when

explaining why AI disobeyed humans’ orders, but hinder trust when explaining why

AI lied to humans. This emphasizes the importance of the explanation’s context-

dependency feature, which calls for more research on the impact of AI’s explanation

in human-AI teaming environments.

Study 3 evaluates the impact of AI’s verbal vs. non-verbal communication

on three team processes, including human trust, situation awareness, and task load.

The experimental data of Study 3 indicates that AI teammates’ verbal or non-verbal

communication does not impact human trust, but significantly impacts task load. In

HATs where AI used non-verbal communication to share information, the task load

was perceived to be significantly lowered than in HATs where AI used verbal com-

munication to share similar information. While this indicates AI using non-verbal

communication may reduce the cognitive load humans have to maintain in coordina-

tion with the AI, the interview data depicts the drawbacks of AI’s non-verbal com-

munication. First, AI’s non-verbal communication does not align what some people’s
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definition of “communication”, which uses natural language to exchange information

and has the interactive attribute. Second, AI’s non-verbal communication in a 3D

share space may not be visible in all scenarios, which breaks the coordination and po-

tentially hurts team performance. Even though AI’s non-verbal communication has

these downsides, it is still able to facilitate coordination with humans. The informa-

tion provided by non-verbal communication helps humans build situation awareness

of the AI teammate’s movement and plans, then take action accordingly. However,

it was pointed out that this assistance of AI’s non-verbal communication was not

effective and is only better than having no communication at all.

Synthesizing the findings of three studies leads to the following answers to RQ1.

While AI’s communication is crucial in facilitating team processes in HATs, various

communication components play different roles in this process: (1) AI’s communica-

tion proactivity is a must in impacting human trust in time-sensitive collaborative

tasks, (2) AI’s communication approach (verbal vs. non-verbal) does not impact

human trust, but non-verbal communication is perceived as low workload, (3) the

impact of AI’s explanation on human trust depends on the action that AI explains,

and (4) AI’s communication assist the development and maintenance of situation

awareness in fast-paced team tasks but non-verbal communication is not effective in

this process.

6.1.2 RQ2: How does AI teammates’ communication impact

team outcomes in virtual human-AI teams?

RQ2 focuses on the impact of AI’s communication on team outcomes (e.g.,

team performance, team viability). Team outcomes are an essential element of team-

work. The development of various team concepts, such as trust in the AI teammate
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and situation awareness, aims to increase team performance as the ultimate goal.

More importantly, communication is usually applied to facilitate team members to

coordinate more effectively to achieve high team performance. Therefore, I will dis-

cuss how communication components impact team outcomes in HATs and thus they

should be designed.

In answering RQ2, Study 1 and Study 3 explore two types of team outcomes

using in-person experiments, including team viability and team performance (see

Figure 6.2). Study 1 examines the impact of AI’s proactivity in communication on

team outcomes, whereas Study 3 focuses on the impact of AI’s verbal vs. non-verbal

communication approach on team outcomes. Both studies investigate the impact

using experimental data. Team viability is a self-report measurement, whereas team

performance is objectively calculated based on the task goal or task scoring rule.

Figure 6.2: Dissertation Studies and RQ2

Study 1 shows that AI’s communication proactivity does not significantly im-

pact team viability. However, AI’s proactivity in communication has an interaction

effect with task rounds on team performance. Specifically, HATs with proactive

communication AI achieve a higher increase in team performance from Round 1 to

Round 3 than HATs with non-proactive communication AI. This indicates the long-

term potential of AI using non-proactive communication to achieve team success. One
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possible explanation is that once the collaboration pattern between humans and AI

is formed, AI’s proactivity in communication can decrease to avoid distraction from

humans completing their own responsibilities.

In Study 3, the statistical analysis indicates that AI’s communication approach

does not significantly impact team viability. However, AI’s communication approach

has a significant interaction effect with HAT’s team composition on team performance.

Specifically, HATs with AI’s non-verbal communication achieved higher team perfor-

mance in human-human-AI teams than human-AI-AI teams, whereas HATs with AI’s

verbal communication achieved lower team performance in human-human-AI teams

than human-AI-AI teams.

Combining the results from Study 1 and Study 3, the following insights are

presented to answer RQ2. First, both AI’s proactivity in communication and AI’s

verbal/ non-verbal communication do not impact team viability. While only two

communication components are explored, it is reasonable to infer that AI’s commu-

nication probably does not contribute to human perceptions of the HAT’s long-term

success. Second, AI’s communication proactivity and communication approach im-

pact team performance, but in various ways: (1) the impact of AI’s proactivity in

communication on team performance changes over time (i.e., task round), and (2) the

impact of AI’s communication approach on team performance depends on the team

composition of HATs (see Section 5.3.1 for more details on the impact of team compo-

sition on team performance). This indicates that while AI’s communication impacts

team performance, this impact is likely to change along with other task features or

team characteristics.

179



6.1.3 RQ3: How do humans perceive and interpret AI team-

mates’ communication in human-AI teams?

While RQ1 and RQ2 address two core elements of human-AI teamwork, RQ3

focuses on humans’ perceptions of AI’s communication. Given that humans usually

perceive AI in various ways which are impacted by their previous experience with AI

and technologies [301], and thus treat AI teammates differently from human team-

mates [177], understanding how humans interpret AI’s communication is crucial to

design effective human-AI communication in HATs. Thus, to achieve a comprehensive

understanding of how humans perceive AI with various communication components,

Study 1, Study 2, and Study 3 investigate humans’ perceptions of AI’s communica-

tion from various perspectives (see Figure 6.3). Specifically, Study 1 evaluates the

impact of AI’s proactive communication on perceived team performance, perceived

satisfaction, and perceived team effectiveness. Study 2 examines the impact of AI’s

explanations on perceived team effectiveness. Study 3 evaluates the perceived com-

munication quality of AI’s verbal and non-verbal communication, and how AI’s verbal

and non-verbal communication impacts perceived teammate performance, as well as

perceived team effectiveness. It should be noted that teammate perceptions and per-

ceived satisfaction of teammate were also measured in Study 2, but were removed in

the analysis process due to SEM’s constraints. Taking these three studies together, a

more complete picture of how humans perceive AI’s communication in teaming envi-

ronments is presented. Below I will discuss how studies answer each type of human

perception.
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Figure 6.3: Dissertation Studies and RQ3

In terms of perceived team effectiveness, Study 1 finds no significant effects

from AI’s communication proactivity. Study 2 shows that AI’s explanation positively

impacts perceived team effectiveness when AI provides an explanation of why their

decision was not to save the injured human teammate. Study 3 also shows that

AI’s verbal/non-verbal communication has no significant impact on perceived team

effectiveness. To summarize the results of these three studies, only AI’s explanation

impacts perceived team effectiveness, but in certain scenarios. One explanation of

this result is that AI explains the rationale of their decision, which is related to

the effectiveness of their behaviors. In other words, AI providing an explanation

of why they did not save the injured human teammate but focused on the team

task is related to taking an effective decision to achieve team goals. In conclusion,

while AI’s communication proactivity and approach do not impact perceived team

effectiveness, AI’s communication content (e.g., explanation) could increase perceived

team effectiveness, such as in a scenario where AI’s explanation reveals a decision was

made based on effectiveness.

Both Study 1 and Study 3 evaluate the impact of AI’s communication on

perceived performance. Study 1 focuses on AI’s communication proactivity and shows

that AI teammates with proactive communication are perceived to perform better
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than AI without such proactive communication. Study 3 indicates that AI with

verbal communication is perceived to have better performance than AI with non-

verbal communication. Both of these two studies present the significant impact of

AI’s communication on perceived teammate performance, which further indicates the

importance of AI’s communication in human perceptions.

Finally, two other types of human perceptions are investigated, the satisfac-

tion of AI teammates and the perceived quality of AI teammates’ communication.

Specifically, humans are significantly more satisfied with AI teammates that have

proactive communication than AI teammates that do not have proactive communi-

cation (shown in Study 1). Moreover, AI with verbal communication is perceived to

have higher communication quality than AI with non-verbal communication (shown

in Study 3).

To summarize the answer to RQ3, I concluded the above findings as follows.

First, AI’s communication proactivity and approach (verbal vs. non-verbal) have no

impact on perceived team effectiveness (Study 1, Study 3), but AI’s explanation could

impact team effectiveness, depending on the specific scenario (Study 2). Second, both

AI’s proactive communication (Study 1) and AI’s verbal communication (Study 3)

have positive impacts on perceived teammate performance. Last, AI with proactive

communication received higher satisfaction than AI without such proactive commu-

nication (Study 1). In addition, AI’s verbal communication is perceived as having

higher quality than AI’s non-verbal communication (Study 3).
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6.1.4 RQ0: How should AI teammates’ communication strate-

gies be designed and developed to achieve effective and

smooth human-AI coordination in teaming?

Taken together, by synthesizing the answers of RQ1, RQ2, and RQ3, this sub-

section discussed the answer to RQ0, how AI’s communication should be structured

and designed, from three perspectives.

First, from a team processes perspective, AI teammates using verbal commu-

nication to proactively share information with humans is beneficial to human-AI

coordination and should be included in AI’s communication design, but non-verbal

communication can only be used as a complement to AI’s verbal communication in

HATs. Moreover, the design of AI’s communication content (i.e., explanation in this

work) is dependent on specific scenarios and AI’s actions to a great extent.

Second, through the lens of team outcomes, AI teammates’ communication

proactivity and communication approach should be selected based on other task/team

characteristics. AI’s proactive communication should be applied in the early stage

of human-AI coordination in repeated team tasks, and AI should switch to using non-

proactive communication once the human-AI collaboration mode forms. Moreover,

in human-AI-AI teams, AI’s verbal communication should be utilized instead of non-

verbal communication.

Last but not least, from a human perception standpoint, AI’s proactive com-

munication and verbal communication are perceived positively and should be in-

cluded in AI’s communication design. Specifically, AI with proactive communication

is perceived to have better performance and higher satisfaction than AI without proac-

tive communication. AI’s verbal communication is also perceived as having higher

communication quality than AI’s non-verbal communication. In addition, the design
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of AI’s communication content heavily depends on specific scenarios.

In sum, the following communication strategies are proposed for AI team-

mates to achieve effective coordination with humans. First, AI teammates should be

proactively communicating with human teammates at the initial stage of collabora-

tion. The flexibility of switching between proactive communication and non-proactive

communication is also needed in human-AI coordination. Second, verbal communica-

tion is preferred by humans as the communication approach AI uses, but non-verbal

communication can only be applied by AI teammates as complement to verbal com-

munication. Third, AI’s verbal/non-verbal communication benefits team performance

differently under various team compositions. Thus, the selection of AI’s communica-

tion approach should take team composition into consideration. Last, the design of

AI’s explanation depends on AI’s actions and scenarios. AI’s explanation should not

be provided in every scenario in human-AI teams.

6.2 Overall Dissertation Contributions

This dissertation with three studies tied with each other contributes to human-

AI teaming research and virtual team communication research. These contributions

provide novel insights into the design and structure of AI’s communication in achiev-

ing effective team coordination, high human perceptions, and outstanding team per-

formance. In this subsection, I will discuss the contribution of this dissertation to

human-AI teaming research and virtual team communication research.

6.2.1 Contributions to Human-AI Teaming Research

AI has been increasingly applied in both work and people’s everyday life to

support humans to complete certain tasks. Along with this are the growing interest in
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human-AI teaming, which is expected to be the future collaboration mode of humans

and AI agents. While existing work has explored human-AI teaming from various

perspectives, such as shared team mental models, human trust in AI teammates, and

human perceptions of AI teammates, the exploration of AI’s communication in HATs

just start to emerge. There is still a research gap on AI’s communication in human-

AI teaming, especially how AI’s communication can be designed to achieve smooth

coordination with humans. Therefore, this dissertation aims to close this research

gap by providing an in-depth understanding of how AI’s communication is posited in

human-AI teamwork and the nuances of AI’s communication, which is particularly

important in designing and building effective virtual human-AI teams. I will discuss

how each work of the dissertation contributes to the human-AI team research area.

Study 1 expands the current CSCW research on human-AI communication

by providing an in-depth understanding of how an AI teammate’s proactive commu-

nication can impact teaming processes (i.e., trust and situation awareness changes)

when involved in human-AI coordination. This new insight further helps CSCW re-

searchers and AI designers and developers better design human-AI communication

in a teaming environment that facilitates team coordination through trust develop-

ment and team situation awareness development. Additionally, Study 1 depicts how

AI’s communication proactivity impacts team outcomes, which is the ultimate goal

of HATs. This generates empirical evidence on how AI’s communication proactivity

should be designed to achieve high team performance. Future CSCW/HCI research

on AI’s communication proactivity in HATs could benefit from these findings.

Study 2 is one of the first studies exploring AI’s explanation in human-AI

teaming environments. Given that humans view an AI’s behaviors differently from

how they judge a human’s, this work provides insights into how AI’s explanations

impact human trust in a teaming context and compares that perception to a human
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teammate. Importantly, this study describes how the impact of AI’s explanations

varies when their explained actions are different. Instead of suggesting AI always

provides an explanation, this study argues that AI’s explanations should only be

provided in certain scenarios in virtual environments. In addition, study 2 specifically

focuses on team decisions that involve tangible side effects, which provides empirical

evidence of when AI’s explanation positively impacts human perceptions and when

it harms human perceptions. This new finding extends current research on human-

AI teaming and AI’s explanation by shedding light on when AI should provide an

explanation of their behaviors.

Study 3 yields insights into how AI’s verbal vs. non-verbal communication

is perceived and interpreted, as well as how this impacts AI’s coordination with hu-

mans under two team compositions. This study provides new insights on how AI’s

verbal/non-verbal communication is perceived, and how it impacts team processes

and team outcomes. In addition, these findings present an in-depth understanding of

how AI’s communication approach needs to be modified when HAT’s team composi-

tion changes. Importantly, Study 3 provides novel and valuable insights into personal

characteristics in HATs through an exploration of gender differences’ impact on team

processes, team outcomes, and human perceptions. The findings emphasize the cru-

cial role of human gender differences in fast-paced human-AI coordination.

Taken together, these three studies provide numerous insights on how to bet-

ter design AI’s communication with the communication components in teaming en-

vironments based on the findings each study produced. This dissertation serves as

a foundation of AI’s communication in human-AI teaming for future research to use

and further explore more nuances in human-AI communication.
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6.2.2 Contributions to Virtual Team Communication Research

This dissertation contributes to the virtual team communication research com-

munity. While prior work on virtual team communication has thoroughly investigated

how human-human communication in virtual environments can be improved from

various perspectives (e.g., increasing perceived social presence), leading to the gener-

ation of CMC, the development of advanced AI in the past two decades brings in an

unprecedented collaboration mode into teamwork, which is human-AI teams. This

unique type of team has received increasing interest in HCI/CSCW, leading to some

new research areas, one of which is human-AI communication in virtual collabora-

tions. Although a large amount of prior work on virtual team communication has

thoroughly investigated how human-human communication in virtual environments

can be improved from various perspectives (e.g., increasing perceived social pres-

ence), human-AI communication in virtual environments is still understudied. This

dissertation contributes to closing this research gap by providing a comprehensive

understanding of how humans perceive AI’s communication in virtual teams from

two perspectives. I will discuss the contribution of this dissertation to virtual team

communication research in two parts. First I will detail each dissertation study’s

contribution. Then I will discuss the contribution of this dissertation as a whole.

Study 1 contributes to the virtual team communication research by empirically

identifying communication strategies that AI should apply in a teaming context to

support human-AI collaboration. These communication strategies are essential to es-

tablish effectively coordinated human-AI teams, especially in dynamic environments.

More importantly, study 1 synthesizes the identified communication strategy into a

human-AI communication model and multiple design implications, which helps AI

researchers and developers design AI teammates with better communication capabil-
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ities in real-world human-AI teams.

Study 2 provides a new perceptive on AI’s explanation in virtual team envi-

ronments. This study brings new comprehension of how AI’s explanation is perceived

compared to humans providing the same explanation in virtual environments. The

comparison of AI’s communication against human’s communication emphasizes the

difference between human-AI communication and human-human communication in

virtual teams. Importantly, this study generates an understanding of how AI’s expla-

nation impacts perceived team effectiveness in various scenarios. Instead of suggest-

ing AI provide an explanation of their actions all the time, this study argues that AI

should only provide explanations in certain scenarios.

Study 3 extends the current virtual team communication research by explor-

ing AI using verbal and non-verbal communication in a virtual spatial environment.

Compared to AI using non-verbal communication, AI using verbal communication is

perceived more positively by humans. This brings a new insight on human perception

of AI’s communication approach when the information is very similar. This new un-

derstanding further provides guidance for AI experts on how to structure and design

AI’s communication in virtual environments.

Taken together, these three dissertation studies contribute to virtual team

communication research from two perspectives. First, this dissertation generates

insights on how an AI teammate’s communication is perceived compared to a human

teammate with the same communication in virtual HATs. This is an important

starting point for exploring human-AI communication in virtual teams since humans

usually prefer to apply how they communicate and collaborate with humans to how

they communicate and collaborate with AI teammates [301]. However, given that AI

has unique machine natures that are different from humans, this dissertation serves

as a crucial first step to developing effective virtual human-AI communication by
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understanding how humans perceive AI’s communication compared to a human’s.

Second, the work of this dissertation explores how humans perceive AI’s com-

munication from various angles using three different components, including commu-

nication proactivity, communication content (i.e., explanation), and communication

approach (i.e., verbal vs. non-verbal communication). Each study provides empirical

evidence on how humans perceive and interpret AI’s communication in virtual envi-

ronments. To summarize, this dissertation contributes to developing a foundational

understanding of how humans perceive and interpret AI’s communication using three

different communication components. These findings are important for future re-

searchers to build upon and further explore the communication between humans and

AI in virtual teams. In addition, findings reveal what type of communication strate-

gies AI should employ in virtual teaming environments, which researchers could utilize

to design their studies.

6.2.3 Ethical Considerations in AI’s Communication Design

The recent release of ChatGPT has led to broad applications of large lan-

guage models (LLMs) in both industry and academia, such as using ChatGPT to do

thematic analysis for humans by giving detailed instructions or using ChatGPT to

write articles. However, new ethical concerns and considerations come along with this

widespread use of ChatGPT [155]. In a teaming environment, AI’s communication

design also needs to take ethics into consideration to avoid risks caused by inappro-

priate use of AI’s communication (e.g., the communication content). I will discuss

ethical considerations in designing AI communication in human-AI teams from two

perspectives.

First, ethical rules and standards on AI’s communication design (e.g., commu-
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nication content, communication approaches, and communication proactivity) should

be developed based on previous work on AI ethics in human-AI interaction and

human-AI teams, as well as, AI’s communication in teams. These standards should

guide and lead to the development of an AI equipped with ethical communication

capabilities (e.g., the ethical communication content) in teams. Previous work has

emphasized the crucial role of identifying AI ethics principles and implementing them

in AI’s algorithms in teaming environments [76, 120]. While prior studies have endeav-

ored to build AI ethical guidelines and principles, their focus is mainly AI’s decision-

making in ethics-related scenarios. With the emergence of AI’s communication design

in human-AI teams, research is in need on AI ethics regarding communication design

at both an individual level and a team level. On the one hand, one example of AI’s

ethical considerations at an individual level is the design of AI’s communication con-

tent. Ethical rules on designing AI’s communication content need to be developed to

avoid potential harm caused by AI’s communication, such as AI using curse words

or being mean to human teammates. On the other hand, AI’s communication at a

team level needs to be designed with ethical principles and guidelines that align with

humans’ common ethical ideologies. Even though each individual’s ethical ideologies

are different, there is common ground on certain behaviors or in specific contexts.

One such example is that AI should always avoid sharing inaccurate information in-

tentionally. In addition, people in certain contexts, such as healthcare or military,

may have more consensus ethical ideologies which can be used in AI’s communication

design.

Second, the potential for unethical use of AI communication should be re-

stricted with detailed ethical standards. While communication serves a crucial role

in developing human trust in AI leading to effective human-AI team coordination,

the use of AI’s communication needs to take ethics into account. One example is
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the application of AI communication in increasing human trust in the AI teammate.

While one important goal of AI communicating with humans is to develop and main-

tain human trust in the AI, the trust in the AI should be at an appropriate amount.

In other words, humans should know the AI’s capability enough to make decisions

on when to trust the AI and when not to. Thus, while AI’s communication aims

to positively impact human trust, it should be applied ethically. In addition, when

human trust in the AI teammate outweighs human trust in other human teammates

in a triad or more complicated HATs, team conflicts may occur, which could further

result in broken interpersonal relationships among human team members. This could

be more dangerous and risky in sensitive contexts, such as healthcare and military. In

addition, when AI proactively communicates inaccurate information, intentionally or

unintentionally, the potential increase of human trust in the AI needs to be corrected

to avoid team failure in human-AI collaboration [104].

6.3 Future Work

As a starting point, this dissertation opens up more research opportunities for

future work to explore. While this dissertation endeavors to draw a complete picture

of AI’s communication in HATs, communication is a complicated construct that is

highly dependent on contexts and the subjects that communicate with each other.

More research is needed to further explore and identify how AI’s communication is

posited in facilitating human-AI coordination in HATs.

First, this dissertation explores three components of AI’s communication in

human-AI collaboration. More communication components need to be explored in

future work to get other perspectives on the impact of AI’s communication on human-

AI coordination. One example is to focus on when AI should send messages to humans
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(e.g., communication time points). Although this could be extremely challenging

due to the task-dependent feature, one approach could be conceptualizing the time

points as specific event-related communication, AI’s progress-related communication,

or human teammate-related communication (e.g., giving warnings to reduce risks or

increase team effectiveness).

Second, to generate robust insights on AI’s communication strategy design,

future research should explore the same communication component in different con-

texts to achieve robust findings on AI’s communication strategy design. In doing so,

future research needs to examine a specific communication component and compare

the findings (e.g., its impact on team processes, human perceptions, and team out-

comes) in different types of tasks (various task characteristics). One example is to

examine the impact of AI’s communication proactivity in a slow-paced task environ-

ment. As how I discussed the application of findings beyond the study context in

Study 1, the fast-paced task environment requires certain communication strategies,

such as providing immediate responses. However, this may not apply in slow-paced

contexts. Moreover, research in other contexts may produce new strategies that do

not apply in fast-paced environments. The accumulation of such research will gener-

ate more robust findings on human-AI communication, thus helping human-AI team

experts design effective AI communication.

Last, in addition to AI’s communication, this dissertation has shown the im-

pact of personal characteristics on human perceptions, team processes, and team

outcomes in Study 2 and Study 3. However, it should be noted that personal charac-

teristics were not the focus of these two dissertation studies. For instance, while both

Study 2 and Study 3 indicated a strong impact of gender differences on perceiving AI

agents in HATs, the studies did not manipulate gender as an independent variable

(i.e., having the same number of participants of each gender). To get more robust
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findings on the impact of personal characteristics on team coordination in HATs,

future research should focus on one or more specific personal characteristics (e.g.,

gender differences) and explore their impact on team processes and team outcomes.

6.4 Closing Remarks

Taken together, this dissertation makes a valuable contribution to the human-

AI teaming field. Specifically, this dissertation presents empirical findings on how

communication posits in human-AI teamwork, especially how various communication

components impact and facilitate team processes through human-AI coordination.

By exploring these components (i.e., communication proactivity, communication con-

tent, and AI’s communication approach), this dissertation culminates in a multi-level

understanding of AI’s communication and its design in human-AI teaming. Such un-

derstanding involves both objective impacts of AI’s communication on teaming (i.e.,

team performance) and subjective interpretation from human teammates. This com-

prehension of AI’s communication in HATs contributes to both virtual team commu-

nication research and human-AI teaming research. As a whole, these insights provide

scientific foundations for CSCW researchers to further explore AI’s communication

in teaming environments.
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Appendix A Survey Measurements

A.1 Study 1 Demographic & Game Experience Questions

1. What is your age? (Text Entry Box )

2. Please indicate your gender. (Female, Male, Non-binary / third gender, Prefer

not to say)

3. Please specify your ethnicity. (Hispanic and Latino; Non-Hispanic White; Asian;

Black or African American; Native Americans and Alaska Natives; Native

Hawaiian or Pacific Islander; Other.)

4. What is your current level of education? (No high school completed; Some

high school, no diploma; High school diploma or equivalent; Bachelor’s degree

achieved; Master’s degree achieved; Doctoral degree achieved.)

5. Is English your first language? (Yes, No.)

6. How long have you been playing multiplayer digital games? (Never played

before; Less than 1 year; 1-3 years; 3-5 years; 5-10 years; More than 10 years.)

7. How long do you usually spend on playing games every week on average? (Less

than 1 hour; 1-5 hours; 5-10 hours; 10-20 hours; More than 20 hours.)

8. What type of game do you usually play (check one that you play most)? (Strat-

egy; RPG (role-playing game); Sports; FPS (First-person shooter); MMORPGs

(Massively multiplayer online role-playing games ); MOBA (Multiplayer online

battle arena); None; Others-specify (Text Entry).)

9. How familiar are you with ArmA 3? (Not familiar at all; Slightly familiar;

Moderately familiar; Very familiar; Extremely familiar.)
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A.2 Study 3 Demographic Questions

1. What is your age in years? (Text Entry)

2. Please indicate your gender. (Female, Male, Non-binary/third-gender, Prefer

not to say)

3. Is English you first language? (Yes, No.)

4. Please specify your ethnicity. (Hispanic and Latino; Non-Hispanic White; Asian;

Black or African American; Native Americans and Alaska Natives; Native

Hawaiian or Pacific Islander; Other.)

5. What is your current level of education? (No high school completed; Some

high school, no diploma; High school diploma or equivalent; Bachelor’s degree

achieved; Master’s degree achieved; Doctoral degree achieved.)

6. How often do you play Rocket League? (Never; Not in a long time; A few times

a year; A few times a month; At least every week; Almost every day.)

7. What platform do you play rocket league on the most? (I don’t play rocket

league; Playstation; Xbox; Nintendo Switch; PC; Other-specify.)

8. Do you use a controller or keyboard and mouse to play Rocket League? (I don’t

play Rocket League; Keyboard and Mouse; Controller.)

9. How would you rate your skill at Rocket League? (I don’t play Rocket League;

Not very good; Decent; Pretty good; Expert level.)

A.3 Team Viability

This measurement was developed by [56].
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1. The members of this team could work for a long time together.

2. Most of the members of this team would welcome the opportunity to work as a

group again in the future.

3. This team has the capacity for long-term success.

4. This team has what it takes to be effective in the future.

5. This team would work well together in the future.

6. This team has positioned itself well for continued success.

7. This team has the ability to perform well in the future.

8. This team has the ability to function as an ongoing unit.

9. This team should continue to function as a unit.

10. This team has the resources to perform well in the future.

11. This team is well positioned for growth over time.

12. This team can develop to meet future challenges.

13. This team has the capacity to sustain itself.

14. This team has what it takes to endure in future performance episodes.

A.4 Perceived AI Teammate Performance

This measurement is adapted from [57].

The AI teammate I worked with:

– did a fair share of the team’s work.
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– made a meaningful contribution to the team.

– communicated effectively with teammates.

– monitored whether the team was making progress as expected.

– helped the team plan and organize its work.

– completed tasks that they agreed to complete with minimal assistance from

team members.

– has the skills and abilities that were necessary to do a good job.

– respectfully voiced opposition to ideas.

– was actively involved in solving problems the team faced.

A.5 Trust in the AI Teammate

This measurement is adapted from [154].

1. In general, I trusted the AI teammate I just worked with.

2. I felt like I had to monitor my AI teammate’s actions during the game. [R]

3. I felt like my AI teammate had harmful motives in the task. [R]

4. I felt confident in the AI teammate I just worked with.

5. I felt like my AI teammate allowed joint problem solving in the task.

6. I felt fearful, paranoid, and or skeptical of the AI teammate during the game.

[R]
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A.6 Perceived Satisfaction of the AI Teammate

1. How satisfied are you with your AI teammate?

2. I am willing to team up with the AI teammate Zeus again.

3. Overall, I am satisfied with my AI teammate.

4. I am happy to have the AI teammate Zeus on my team.

5. I am happy with Zeus’s contribution in the task.

A.7 Perceived Team Effectiveness

This measurement is adapted from [212].

1. I am happy with Zeus’s contribution in the task.

2. My AI teammate was highly committed to the team during the task.

3. The researcher will be satisfied with the team product.

4. People outside of the team would give the team positive feedback about this

work today.

5. The researcher would be satisfied with the team’s performance.

6. Team members worked better together at the end of the task than at the be-

ginning.

7. Team members were more aware of group dynamics at the end of the task than

when they began the task.

8. Being a part of this team helped members appreciate different types of people.
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A.8 Task Load Index

This measurement is adapted from [102].

1. How much mental and perceptual activity was required (e.g., thinking, deciding,

calculating, remembering, looking, searching, etc.)?

2. How much time pressure did you feel due to the rate or pace at which the tasks

or task elements occurred?

3. How hard did you have to work to accomplish your level of performance?

4. How successful do you think you were in accomplishing the goals of the task set

by the experimenter?*

5. How insecure, discouraged, irritated, stressed and annoyed did you feel during

the task?

A.9 Negative Attitude toward Robots Scale (NARS)

1. I would feel uneasy if I was given a job where I had to use robots.

2. The word “robot” means nothing to me.

3. I would feel nervous operating a robot in front of other people.

4. I would hate the idea that robots or artificial intelligence were making judgments

about things.

5. I would feel very nervous just standing in front of a robot.

6. I would feel paranoid talking with a robot.

7. I would feel uneasy if robots really had emotions.
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8. Something bad might happen if robots developed into living things.

9. I feel that if I depend on robots too much, something bad might happen.

10. I am concerned that robots would be a bad influence on children.

11. I feel that in the future society will be dominated by robots.

12. I would feel relaxed talking with robots.

13. If robots had emotions, I would be able to make friends with them.

14. I feel comforted being with robots that have emotions.

A.10 Perceived Communication Quality

1. I understood my AI/human teammate’s communication.

2. The word “robot” means nothing to me.

3. My AI/human teammate’s communication helped me to know their next steps.
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Appendix B Interview Questions

B.1 Study 1 Interview Questions

1. How did you feel about the AI teammate Zeus in the game?

2. What do you think about its performance?

3. How much did you trust Zeus?

4. How would you describe your trust in Zeus across three missions?

5. How did you feel about AI Zeus’s communication?

(a) How did that influence your trust and collaboration?

(b) How would you prefer an AI to communicate with you?

6. How did you feel about your AI teammate taking action by himself/itself?

7. How would you feel if the AI teammate could only take action with your ap-

proval? (e.g., AI teammate would not do anything if you didn’t direct them)

8. In what contexts/scenarios do you feel you would feel comfortable letting an AI

teammate take actions without your approval? Why? What about in your real

life?

9. Comparing low-level engagement of AI teammates, but high team performance,

and high-level engagement of AI teammates with low team performance, how

would you perceive those two?

(a) Which do you prefer and why?

(b) How about in real life?
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10. If your teammate could communicate with you, how would you like the AI to

present information? (e.g., what do you think if AI could talk like a human and

have social elements in the conversation?)

11. What about in your real life? If you have to collaborate with an AI in your

job/study.

12. Anything Zeus could improve?

B.2 Study 3 Interview Questions

Warm-up

1. How did the tasks go?

(a) Which part was good/bad?

2. How do you compare four rounds of tasks?

(a) Which round was better than the others? Why so?

(b) Which round was worse than the others? Why so?

[Hint: in terms of your own performance, your teammate’s performance,

or your collaboration]

Part 1: Coordination & Communication Perception Questions

3. What do you think of AI’s communication in four rounds?

(a) Did you pay attention to what was communicated? Why or why not?

(b) Could you describe how AI’s communication facilitated your coordination

with them if any? (How much do you think AI’s communication con-

tributes to your team coordination?)
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(c) Was it different for different rounds? How so?

4. Do you trust your AI teammates? Why or why not?

(a) How did your trust in each AI teammate develop? Could you describe the

development process?

(b) Which teammate do you trust more? Why?

(c) What role does communication play in this trust development process, if

at all?

(d) Was it different across the four rounds?

5. How much do you feel like you were aware of AI’s behaviors/actions? What

about your human teammate?

Part 2: Perceptions of AI Teammates

6. How would you describe AI’s role and responsibilities in your team in the two

different team compositions?

7. Which AI teammate do you prefer to collaborate with most? Why?

8. What will you change if you can improve one aspect of your AI teammate?
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Kozey, and William D. Stanish. The influence of communication goals and
physical demands on different dimensions of pain behavior. Pain, 125(3):270–
277, December 2006.

[256] Katia Sycara, Dana Hughes, Huao Li, Michael Lewis, and Nina
Lauharatanahirun. Adaptation in human-autonomy teamwork. In 2020 IEEE
International Conference on Human-Machine Systems (ICHMS), pages 1–4.
IEEE, 2020.

[257] Dag Sverre Syrdal, Kerstin Dautenhahn, Kheng Lee Koay, and Michael L Wal-
ters. The negative attitudes towards robots scale and reactions to robot be-
haviour in a live human-robot interaction study. Adaptive and emergent be-
haviour and complex systems, 2009.

[258] Fangcheng Tang, Jifeng Mu, and Ellen Thomas. Who knows what in npd teams:
Communication context, mode, and task contingencies. Journal of Product
Innovation Management, 32(3):404–423, 2015.

[259] Claire Textor, Rui Zhang, Jeremy Lopez, Beau G Schelble, Nathan J McNeese,
Guo Freeman, Richard Pak, Chad Tossell, and Ewart J de Visser. Exploring the
relationship between ethics and trust in human–artificial intelligence teaming:
A mixed methods approach. Journal of Cognitive Engineering and Decision
Making, page 15553434221113964, 2022.

[260] AM Thomsen. Norobot’s perfect: trust repair in the face of agent error. how
do individual factors influence trust development in human-agent teams? B.S.
thesis, University of Twente, 2022.

[261] Crispin Thurlow, Laura Lengel, and Alice Tomic. Computer mediated commu-
nication. Sage, 2004.

[262] Myrthe L Tielman. Trust should correspond to trustworthiness: a formalization
of appropriate mutual trust in human-agent teams. 2021.

[263] Judith Tiferes and Ann M Bisantz. The impact of team characteristics and
context on team communication: An integrative literature review. Applied
ergonomics, 68:146–159, 2018.

[264] William J Tippett, Jang-Han Lee, Richard Mraz, Konstantine K Zakzanis,
Peter J Snyder, Sandra E Black, and Simon J Graham. Convergent validity and

229



sex differences in healthy elderly adults for performance on 3d virtual reality
navigation learning and 2d hidden maze tasks. CyberPsychology & Behavior,
12(2):169–174, 2009.

[265] Güliz Tokadlı, Michael C Dorneich, and Michael Matessa. Evaluation of play-
book delegation approach in human-autonomy teaming for single pilot opera-
tions. International Journal of Human–Computer Interaction, 37(7):703–716,
2021.

[266] Güliz Tokadll, Michael C Dorneich, and Tomas Gonzalez-Torres. Preliminary
guidelines for human-agent teams in space operations beyond low-earth orbit.
In 2018 IEEE/AIAA 37th Digital Avionics Systems Conference (DASC), pages
1–9. IEEE, 2018.

[267] Suzanne Tolmeijer, Ujwal Gadiraju, Ramya Ghantasala, Akshit Gupta, and
Abraham Bernstein. Second chance for a first impression? trust development
in intelligent system interaction. In Proceedings of the 29th ACM Conference
on user modeling, adaptation and personalization, pages 77–87, 2021.

[268] Zachary O Toups and Andruid Kerne. Implicit coordination in firefighting prac-
tice: design implications for teaching fire emergency responders. In Proceedings
of the SIGCHI conference on Human factors in computing systems, pages 707–
716, 2007.

[269] Hungwei Tseng, Betty Morris, and Yingqi Tang. The importance of teamwork
trust, social presence, and cognitive presence in an online collaborative learn-
ing environment. In Society for information technology & teacher education
international conference, pages 538–541. Association for the Advancement of
Computing in Education (AACE), 2015.

[270] Iis P Tussyadiah, Florian J Zach, and Jianxi Wang. Do travelers trust intelligent
service robots? Annals of Tourism Research, 81:102886, 2020.

[271] Anna-Sophie Ulfert and Eleni Georganta. A model of team trust in human-
agent teams. In Companion publication of the 2020 international conference on
multimodal interaction, pages 171–176, 2020.

[272] Natasha Veltri, Hanna Krasnova, Annika Baumann, and Neena
Kalayamthanam. Gender differences in online gaming: A literature re-
view. 2014.

[273] Viswanath Venkatesh and Hillol Bala. Technology acceptance model 3 and a
research agenda on interventions. Decision sciences, 39(2):273–315, 2008.

230



[274] Greg Wadley, Martin R Gibbs, and Nicolas Ducheneaut. You can be too rich:
Mediated communication in a virtual world. In Proceedings of the 21st An-
nual Conference of the Australian Computer-Human Interaction Special Interest
Group: Design: Open 24/7, pages 49–56, 2009.

[275] Alan R Wagner, Jason Borenstein, and Ayanna Howard. Overtrust in the
robotic age. Communications of the ACM, 61(9):22–24, 2018.

[276] James C Walliser, Ewart J de Visser, Eva Wiese, and Tyler H Shaw. Team
structure and team building improve human–machine teaming with autonomous
agents. Journal of Cognitive Engineering and Decision Making, 13(4):258–278,
2019.

[277] James C Walliser, Patrick R Mead, and Tyler H Shaw. The perception of team-
work with an autonomous agent enhances affect and performance outcomes. In
Proceedings of the human factors and ergonomics society annual meeting, vol-
ume 61, pages 231–235. SAGE Publications Sage CA: Los Angeles, CA, 2017.

[278] Joseph B Walther. Interpersonal effects in computer-mediated interaction: A
relational perspective. Communication research, 19(1):52–90, 1992.

[279] Dakuo Wang, Elizabeth Churchill, Pattie Maes, Xiangmin Fan, Ben Shneider-
man, Yuanchun Shi, and Qianying Wang. From human-human collaboration
to human-ai collaboration: Designing ai systems that can work together with
people. In Extended Abstracts of the 2020 CHI Conference on Human Factors
in Computing Systems Extended Abstracts, pages 1–6, 2020.

[280] Dakuo Wang, Justin D Weisz, Michael Muller, Parikshit Ram, Werner Geyer,
Casey Dugan, Yla Tausczik, Horst Samulowitz, and Alexander Gray. Human-
ai collaboration in data science: Exploring data scientists’ perceptions of
automated ai. Proceedings of the ACM on Human-Computer Interaction,
3(CSCW):1–24, 2019.

[281] Qiaosi Wang, Koustuv Saha, Eric Gregori, David Joyner, and Ashok Goel.
Towards mutual theory of mind in human-ai interaction: How language reflects
what students perceive about a virtual teaching assistant. In Proceedings of the
2021 CHI Conference on Human Factors in Computing Systems, pages 1–14,
2021.

[282] Xinru Wang and Ming Yin. Effects of explanations in ai-assisted decision mak-
ing: Principles and comparisons. ACM Transactions on Interactive Intelligent
Systems (TiiS), 2022.

[283] Merrill Warkentin and Peggy M Beranek. Training to improve virtual team
communication. Information systems journal, 9(4):271–289, 1999.

231



[284] Kelly D Wason, Michael J Polonsky, and Michael R Hyman. Designing vignette
studies in marketing. Australasian Marketing Journal, 10(3):41–58, 2002.

[285] Katharina Weitz, Dominik Schiller, Ruben Schlagowski, Tobias Huber, and
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