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Abstract

The fifth-generation (5G) networks and beyond need paradigm shifts to realize the expo-

nentially increasing demands of next-generation services for high throughputs, low latencies, and

reliable communication under various mobility scenarios. However, these promising features have

critical gaps that need to be filled before they can be fully implemented for mobile applications in

complex environments like smart cities. Although the sub-6 GHz bands can provide reliable and

larger coverage, they cannot provide high data rates with low latencies due to a scarcity of spec-

trum available in these bands. Millimeter wave (mmWave) communication is a key enabler for a

significant increase in the performance of these networks due to the availability of large bands of

spectrum. However, the extremely limited transmission range of mmWave frequencies leads to poor

reliability, especially for mobility scenarios.

In this work, we present and evaluate the solutions in three key areas for achieving high

throughput along with reliable low latency connection, especially for mobility scenarios in next-

generation cellular networks. To enable the 5G networks to meet the demanding requirements

of cellular networks, we look into (1) multi-connectivity for enhancing the performance of next-

generation cellular networks, (2) designing a reliable network using multi-connectivity, and (3) de-

veloping a multilink scheme with efficient radio resource management. Despite the technological

advances made in the design and evolution of 5G networks, emerging services impose stringent re-

quirements which have not been fully met by 5G networks so far. The work in this dissertation aims

to explore the challenges of future networks and address the needs in the three areas listed above.

The results of the study open opportunities to resolve real-world 5G network issues.

As 5G networks need to fulfill the rising performance demands of upcoming applications

and industry verticals, we first study and evaluate multi-connectivity, which involves simultaneous

connectivity with multiple radio access technologies or multiple bands, as a key enabler in improving
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the performance of the 5G networks. 5G networks are designed to have several small cells operating

in the mmWave frequency range using ultra-dense networks (UDN) deployments to provide continu-

ous coverage. But, such deployments not only face challenges in terms of frequent handovers, higher

latency, lower reliability, and higher interference levels but also in terms of increasing complexity

and cost of deployment, unbalanced load distributions, and power requirements. To address the

challenges in high density base station deployments, we study and evaluate novel deployment strate-

gies using multi-connectivity. In NR-NR Dual Connectivity (NR-DC), the user equipment (UE) is

connected simultaneously to two gNBs, with one acting as the master node and the other as the sec-

ondary node to improve the performance of the 5G system. The master node operating at the sub-6

GHz bands provides high reliability, and the secondary node using the high bandwidth mmWave

bands provides the high throughputs expected of 5G networks. This deployment also improves the

latency as it decreases the number of handovers and link establishments. Thus, in this dissertation,

we propose and evaluate novel 5G deployments with multi-connectivity, which can be used to ensure

that these 5G networks are able to meet the demanding requirements of future services.

The 5G networks also need to support ultra-reliable low latency communication, which refers

to using the network for mission-critical communication that requires high reliability along with low

latency. However, technological advancements so far have not been able to fully meet all these

requirements. Thus, in this work, we design a reliable 5G network using multi-connectivity, which

can simultaneously support high throughputs along with ultra-reliable low latency communication.

Deployments using mmWave bands are highly susceptible to channel fluctuations and blockages.

Thus, it is critical to consider new techniques and approaches that address these needs and can be

implemented practically. In this work, we propose and implement a novel approach using packet

duplication and its optimization in an NR-DC system to improve the performance of the system.

In an NR-DC deployment with packet duplication, multiple instances of a packet are generated

and transmitted simultaneously over different uncorrelated channels between the UE and the base

stations, which decreases the packet failure probability. We also propose enhancements to the packet

duplication feature for efficient radio resource utilization by looking into the distance of the UE from

the base station, the velocity of the UE, and the received signal strength indicator (RSSI) levels. The

proposed system improves the performance in terms of throughput, latency, and reliability under

varying mobility scenarios.

Finally, the 5G networks need to meet the increasing demands of uplink data traffic for
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applications such as autonomous driving, IoT applications, live video, etc. However, the uplink

performance is lower compared to the downlink, and hence, it is critical for 5G to improve uplink

performance. Thus, there are open research questions on what should be the network architecture

with efficient radio resource utilization to meet the stringent requirements for mobility scenarios. In

this work, we propose a novel uplink scheme where the UE performs only a single transmission on

a common channel, and every base station that can receive this signal would accept and process it.

This technique increases the probability of successful transmission and hence, increases the reliability

of the network. It also removes the need to perform frequent handovers and allows high mobility

with reduced latency.

In this work, we propose and evaluate novel approaches for improving the performance

of next-generation networks, which will be a key enabler for future applications. The proposed 5G

techniques are shown to significantly improve the throughput, latency, and reliability simultaneously

and are able to fulfill the stringent requirements of future services. Our work focuses on developing

novel solutions for addressing the challenges involved in building next-generation cellular networks.

In the future, we plan to further develop our system for real-world city-scale deployments.
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Chapter 1

Introduction

The fifth-generation (5G) networks and beyond are key to meeting the diverse and exponen-

tially increasing demands of emerging applications and industry verticals for high throughputs and

reliable low latency communication under various mobility scenarios. 5G is becoming an integral

part of our society with the large range of applications it has to offer. Mobile technology has a

significant impact on the world, and studies forecast there will be 4.4 billion 5G connections which

will be nearly half of all mobile subscriptions by 2027 [25]. The expected levels of performance

grow significantly as we move from 4G to 5G, which presents challenges in achieving it with current

architecture and standards.

3rd Generation Partnership Project (3GPP) specifies three different classes of services for

5G: enhanced Mobile Broadband (eMBB), Ultra-Reliable Low Latency Communication (URLLC),

and massive Machine Type Communication (mMTC), as shown in Figure 1.1. The goal of eMBB

is to support the increase in demand for faster data rates up to 20 Gbps and high system capac-

ity in applications such as augmented reality/virtual reality (AR/VR), ultra-high-definition video

streaming, etc. URLLC refers to using the network for mission-critical communication that requires

high reliability of 99.999% for a 32 B packet with a low latency of 1 ms and includes applications

such as Intelligent Transportation System (ITS) and industrial automation, among others. mMTC

supports connection to a large number of devices up to 106/km2 and long range, such as smart

cities, Internet of Things (IoT) applications, etc. All these require an outstanding 5G performance

in terms of capacity, reliability, and latency. Addressing these requirements has become even more

critical as these applications have become an inevitable part of our daily lives and are expected to be
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more demanding than regular broadband traffic. Research to satisfy the simultaneous requirements

of diverse use cases remains very limited and is not yet able to attain all the 5G targets. Thus, it

is of prime importance to develop novel network architectures and protocols to meet the stringent

requirements of 5G systems.

Figure 1.1: 5G Usage Scenarios [42]

The requirements issued by the International Telecommunication Union Radiocommunica-

tion Sector (ITU-R) for 5G and 4G networks are called International Mobile Telecommunications-

2020 (IMT-2020) [42] and IMT-Advanced, respectively. The key capabilities of IMT-2020 as com-

pared to IMT-Advanced are shown in Figure 1.2. The values in the figure are targets for research

and investigation for IMT-2020, and we present them in more detail in Table 1.1. The peak data rate

of IMT-2020 for enhanced Mobile Broadband is expected to reach 20 Gbps with a user experienced

data rate of 100 Mbps, whereas the peak data rate of IMT-Advanced is 1 Gbps with a user experi-

enced data rate of 10 Mbps. IMT-2020 would be able to provide 1 ms over-the-air latency, whereas

it is 10 ms for IMT-Advanced. IMT-2020 is expected to enable high mobility up to 500 km/h with

an acceptable quality of service (QoS), whereas the speed is up to 350 km/h for IMT-Advanced.

The spectrum efficiency of IMT-2020 is expected to be three times higher than IMT-Advanced.

For massive machine type communication scenarios, IMT-2020 is expected to support a connection

density of up to 106/km2, but for IMT-Advanced, it is up to 105/km2. IMT-2020 is expected to sup-
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port 10 Mbps/m2 area traffic capacity, whereas it is 0.1 Mbps/m2 for IMT-Advanced. The network

energy efficiency is expected to be 100 times higher than IMT-Advanced. Thus, the performance

requirements for 5G are significantly higher than 4G, and existing works so far have not been able to

fully address them. For example, applications such as autonomous driving require a high degree of

real-time and precise coordination between a vehicle and its surrounding environment. In Intelligent

Transportation System, video sharing between UEs supporting V2X application requires 700 Mbps

data rate with 99.99% reliability and 10 ms latency. Meeting the stringent system performance

requirements to support various enhanced vehicle-to-everything or V2X scenarios, as discussed in

3GPP specifications TS 22.186 [6], is still an open challenge. Thus, there is a critical need for

cellular networks to meet these growing requirements of high data rates with reliable low latency

communication.

Figure 1.2: Enhancement of Key Capabilities from IMT-Advanced to IMT-2020 [42]

With the demanding requirements set for the 5G networks, 3GPP has developed the 5G

New Radio (NR) [11], which is a new air interface for enhancing the capabilities of a 5G network.

The 5G NR supports flexible numerology denoted by µ that enables it to vary the sub-carrier spacing

(SCS) and transmission time interval (TTI), which improves the latency of the transmissions. It

can operate over two frequency ranges, FR1 (sub-6 GHz) and FR2 (above 24 GHz). Each frequency
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Table 1.1: Targeted increase in Key Capabilities from 4G to 5G

Key Capabilities IMT-Advanced IMT-2020

Peak data rate 1 Gbps 20 Gbps

User experienced data rate 10 Mbps 100 Mbps

Latency 10 ms 1 ms

Mobility 350 km/h 500 km/h

Spectrum efficiency 1x 3x

Connection density 105/km2 106/km2

Area traffic capacity 0.1 Mbps/m2 10 Mbps/m2

Network energy efficiency 1x 100x

range has specific propagation characteristics. Communication using the limited yet reliable sub-

6 GHz frequencies with larger coverage cannot deliver the high data throughputs expected of 5G

networks. Additionally, a significant increase in the number of users and the surge in mobile data

traffic required for high bandwidth applications have led to a shortage of sub-6 GHz band availability.

The usage of high-band channels in the FR2 range or mmWave frequencies is considered one of the

key enablers to achieve the expected level of throughput performance. Millimeter wave (mmWave)

communication can cover densely populated areas and increase the throughput performance of these

networks due to the availability of large bands of spectrum. However, millimeter wave frequencies

have an extremely limited transmission range and are subject to blockages which is one of the most

critical limitations that hamper 5G from achieving high reliability under mobility scenarios. Thus,

any 5G deployment must be significantly dense to provide continuous coverage in a city.

The densification of wireless networks in the era of 5G has evolved into the concept of

Ultra-Dense Network (UDN) [43], representing an even denser deployment of base stations (BSs)

with small cell coverage [32]. UDN is viewed as a key enabler in 5G for providing high data rates to

the users in indoor and outdoor scenarios and is characterized by its high density of base stations,

which increases the probability of a line-of-sight (LoS) transmission. Millimeter wave communication

can be used to enhance the system capacity and simultaneously mitigate the interference levels in
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UDNs. However, this densification of base stations in UDN also introduces unique challenges under

mobility scenarios such as frequent handovers, multiple link establishments, high latencies, etc., and

thus lack the required reliability needed to support highly mobile applications. In addition, such

a dense deployment creates challenges in the backbone network that connects them due to high

signaling overhead and in the UEs that need to perform multiple handovers across these dense base

stations. The exponential rise in mobile internet traffic for 5G networks, along with the limitations

in mobility support, raises a serious challenge for performance improvement.

In 5G, it is expected that a significant portion of the data traffic would be carried in the

uplink (UL) at mobile user devices [65]. However, traditionally, wireless networks and applications

have been downlink (DL) intensive as compared to modern-day applications like autonomous driving

[71], IoT applications [37], live video, etc., which are much more uplink intensive. Further, one of

the popular 5G bands that delivers a balance between coverage and bandwidth is the 3.5 GHz band

in the mid-range spectrum. But as per specifications, any communication in this range is designed

to operate in a way that the uplink would always have fewer resources available for allocation

than the downlink. As a result, the uplink performance will always be lacking compared to the

downlink performance. It is imperative for 5G to improve uplink performance to achieve a better

user experience and lower deployment costs.

Thus, despite many technological developments in recent times, the promising features of 5G

still have critical gaps that need to be addressed before they can be fully used for mobility scenarios in

smart cities. Our research intends to bridge this gap and build a better understanding of how upcom-

ing technologies can be implemented and improved to achieve this. There is a critical need to study

and address the challenges for achieving high throughput along with reliable low latency connection,

especially for mobility scenarios. We plan to develop and evaluate new architecture, protocols, and

strategies for improving the performance of next-generation networks. Multi-connectivity involves

simultaneous connectivity with multiple radio access technologies or multiple bands and could be a

key enabler in improving the performance of the 5G networks.

To fill in the critical gaps mentioned above, this dissertation, therefore, investigates the

issues from the following three aspects:

1. Multi-connectivity for enhancing network performance.

2. Reliable network design using multi-connectivity.
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3. Multilink scheme with efficient radio resource management.

In this dissertation, we will explore the issues related to 5G networks and discuss a method-

ology called multi-connectivity for enhancing the performance of next-generation cellular networks.

We discuss and propose techniques for designing reliable networks using multi-connectivity. We also

develop and evaluate a multilink scheme with efficient radio resource management for 5G networks

to meet the challenging performance requirements of future applications and services.

1.1 Multi-connectivity for Enhancing Network Performance

The 5G networks and beyond need to meet the stringent demands for high throughputs and

reliable low latency communication under various mobility scenarios. However, there are significant

gaps in 5G architecture to realize these demanding features. The sub-6 GHz bands can provide

reliable and larger coverage but cannot provide the high data rates with low latencies required for

5G networks due to a scarcity of spectrum available in these bands. On the other hand, the limited

coverage of high throughput mmWave links leads to poor reliability, especially for mobility scenarios.

The reliability decreases under mobility, with radio link failures and throughput degradation for cell

edge users [54]. Thus, there is a critical need to examine and address the challenges of achieving

high throughput along with reliable low latency connection.

A potential solution for the increasing traffic could be to deploy small cells along with macro

base stations, but this leads to low cell resource utilization and increased infrastructure deployment

costs due to an imbalanced network load [66]. Network densification is seen as a potential solu-

tion to fulfill the 5G spectral efficiency requirements [20]. The spectral efficiency is improved by

shrinking the footprints of the base stations and improving the spatial frequency reuse. However,

the densification gains are achieved at the expense of increasing handover rates, frequent link estab-

lishments, etc. Hence, such performance-limiting factors should be carefully considered in network

densification. There are open research questions on how to address the challenges in high density

base station deployments. Thus, new deployment strategies must be examined and considered to

ensure that these 5G networks are able to meet these demanding requirements. In this work, we

study different strategies and protocols to meet the demanding performance requirements of 5G

networks and then develop novel solutions to improve the performance.

Multi-connectivity [8] is a key enabler to address these issues and improve the performance of

6



next-generation cellular networks. In multi-connectivity, each user equipment (UE) is simultaneously

connected to multiple base stations and enhances the system performance by providing multiple

connections. In this study, we focus on NR-NR Dual Connectivity (NR-DC), in which the UE

is connected simultaneously to two gNBs, with one acting as the master node and the other as

the secondary node to improve the performance of the 5G system. The master node operating

at the sub-6 GHz bands provides the required reliability, and the secondary node using the high

bandwidth mmWave bands provides the high data rates expected of 5G networks. This deployment

also improves the latency as it decreases the number of handovers and link establishments. Thus, in

this dissertation, we propose and evaluate novel 5G deployments with multi-connectivity for enabling

future 5G systems. Such an understanding can be used to come up with a practical strategy to

configure and deploy the 5G networks for achieving higher performance levels.

1.2 Reliable Network Design using Multi-connectivity

5G networks face practical deployment questions, and there exist gaps on what type of

architecture can support high throughputs provided by the mmWave spectrum along with ultra-

reliable low latency communication. Ultra-reliable low latency communication is characterized by

stringent requirements for reliability and latency aimed at supporting critical use cases and services.

However, the technology-based solutions that have been developed thus far have not been to fully

meet these requirements [62]. Deployments using mmWave bands are highly susceptible to channel

fluctuations and blockages. Additionally, for mobility scenarios, the handover procedure results

in low reliability with high signaling latency and overheads. Existing handover mechanisms suffer

from interruptions and may also fail during the procedure. 5G URLLC applications demand high

reliability and cell handover latency very close to zero milliseconds, which is quite low compared

to the 30-60 millisecond handover allowed in Long-Term Evolution (LTE) systems. Thus, it is

crucial to consider new techniques and approaches that address these needs and which can also be

implemented practically without making major changes to the existing network architecture. To

answer these questions, this dissertation aims to understand and develop solutions to achieve this

performance.

In this work, we propose and implement a novel approach using packet duplication (PD)

in an NR-DC system to improve the performance of the system. The aim is to decrease the packet
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failure probability by generating multiple instances of a packet and transmitting them simultaneously

over different uncorrelated channels between the UE and the base stations. The UE has a dual-stack

with a common Packet Data Convergence Protocol (PDCP) layer and is capable of simultaneously

connecting to both these nodes. The PDCP layer is responsible for duplicating the packets on

the sender side and detecting and removing the duplicates on the receiver side. Balancing the

trade-offs between reliability and radio resource utilization in these cellular networks is also an open

challenge. We also propose an enhancement to the packet duplication feature for efficient radio

resource utilization by looking into the distance of the UE from the base station, the velocity of the

UE, and the received signal strength indicator (RSSI) levels. In this dissertation, we systematically

analyze and enhance the performance of the proposed system for achieving high throughput and

reliable low latency communication under varying mobility scenarios.

1.3 Multilink Scheme with Efficient Radio Resource

Management

The performance of the 5G networks is determined by the architecture and protocol design

strategies which we plan to explore for achieving the demanding requirements of 5G networks.

The 5G networks need to meet the stringent needs of uplink data traffic at mobile user devices,

and applications like autonomous driving, IoT applications, live video, etc., are much more uplink

intensive as compared to the traditional applications. However, the uplink performance is lower

compared to the downlink, and hence, it is imperative for 5G to improve uplink performance.

Simultaneous connectivity through multiple links involves two independent transmissions

to the dual-connected base stations. In the uplink direction, this leads to higher power consump-

tion at the UE. It also increases the UE complexity as multiple stacks must operate in parallel at

the physical (PHY), medium access control (MAC), and radio link control (RLC) layers. Hence,

it becomes inevitable to explore flexible network architecture so that 5G systems can meet the ex-

pected performance levels. Thus, there are open research questions on what should be the network

architecture with efficient radio resource utilization to meet the stringent requirements for mobility

scenarios. To answer these questions, this dissertation aims to understand and develop solutions for

optimal resource management.

We propose a novel uplink scheme where the UE performs only a single transmission on a
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common channel, and every base station that can receive this signal would accept and process it. In

our proposed architecture, a UE is connected to multiple mmWave capable distributed units (DUs),

which in turn are connected to a single gNB-CU. A gNB consists of a gNB-control unit (CU) and

one or more gNB-distributed units. CU controls the operation of DUs over the fronthaul interface.

The Radio Resource Control (RRC) layer in the gNB-CU is responsible for configuring the uplink

grants for a given UE and will provide this uplink grant information to all the gNB-DUs such that

all the DUs in the range of the UE’s uplink communication can receive and accept the transmission.

Each DU that receives the packet processes it and sends it to a common PDCP sub-layer in the

gNB-CU that is responsible for the removal of duplicate packets. Only the packet that arrives first

is processed and passed on to the upper layers, whereas the copies of the protocol data unit (PDU)

from other DUs that arrive later are discarded. Thus, in a dense deployment of gNB-DUs, this

technique can increase the probability of successful transmission and hence, increase the reliability

of the network. In an ultra-dense deployment where we have multiple mmWave base stations around

the UE, this further removes the need to perform frequent handovers and allows high mobility with

reduced latency. In this work, we develop and evaluate the performance of such a system for high

throughput and reliable low latency communication under various mobility scenarios.

1.4 Problems and Objectives

Despite the advances made in the design and evolution of 5G networks, emerging commu-

nication needs impose new requirements which have not been fully met by 5G networks so far. The

objective of this work is to answer three important questions to enable the 5G networks to meet

these demanding requirements: (1) how can multi-connectivity enhance the performance of next-

generation cellular networks? (2) how can we design a reliable network using multi-connectivity?

and (3) how can we develop a multilink scheme with efficient radio resource management?

To study those questions, this dissertation develops and systematically evaluates novel 5G

architectures and protocols. Question (1) requires a comprehensive understanding of the challenges

faced by existing cellular networks and how we can leverage multi-connectivity to improve the

performance of the network. Question (2) requires a good understanding of the stringent reliability

requirements of 5G networks and how we can design reliable networks using multi-connectivity

to meet these needs. Question (3) requires a clear understanding of 5G networks for developing
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and evaluating multilink schemes with efficient radio resource management to address the service

requirements of diverse use cases. As a result, these studies could help develop a solid understanding

of the 5G network and design novel network architecture and protocols that will be capable of

handling the diverse and increasing requirements of next-generation services. The work in this

dissertation aims to explore the challenges of future networks and address the needs in the three

areas listed above. The results of the study open opportunities to resolve real-world 5G network

issues.

The rest of the dissertation is organized as follows: Chapter 2 provides the relevant back-

ground knowledge, related work, and motivations for the dissertation. Chapter 3 studies, imple-

ments, and evaluates multi-connectivity for enhancing network performance. Chapter 4 discusses

the reliable network design using multi-connectivity and details of the experimental setup. Chapter

5 presents approaches to study, develop, and evaluate multilink schemes with efficient radio resource

management. Chapter 6 summarizes and concludes the dissertation.
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Chapter 2

Background

Wireless traffic has increased significantly due to an exponential rise in the amount of data-

intensive applications that need high data rates and reliabilities with low latencies. 5G networks

play a crucial role as the enabler for advanced and diverse applications of the future. Cellular

networks have an increasingly complex structure due to ever-developing communication services,

and the complexity further increases with additional network elements and interfaces introduced

with new services [23].

Millimeter wave bands offer large swaths of spectrum and hence can provide massive data

rates. However, these bands suffer from high path losses and are subject to blockages by buildings,

foliage, people, etc. The free space path loss equation shows that the losses increase with an increase

in frequency [17]. It is essential to take into account factors such as reflection, penetration, and

scattering in the environment. The penetration resistance by outdoor building materials, such as

glasses, doors, etc., is high when mmWaves are used. Indoor structures such as whiteboards, mesh,

etc., also have a high impact on the multipath components, path loss, and attenuation of mmWaves.

The multipath effect is created due to the reception of a signal by an antenna through multiple paths.

Non-line-of-sight (NLoS) is also a part of multipath effects, as it is difficult to find line-of-sight links

in an outdoor environment. The incoming waves can be different due to mobility which results in

Doppler spread.

Even though small cell deployment is a viable solution for simple indoor environments, it

still poses a considerable challenge in outdoor urban areas due to high dynamic blockages. These

challenges place limitations on mmWave deployments. Thus, there is a critical need to explore 5G
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network architecture and protocols that can support a wide range of industries and use cases on the

5G network.

In this chapter, Section 2.1 discusses the background on 5G network architecture, protocol

stacks, non-standalone and standalone architecture for 5G deployments, and ultra-dense networks.

Section 2.2 presents multi-connectivity for enhancing network performance. Section 2.3 reviews

ultra-reliable low latency communication and reliable network design using multi-connectivity. Sec-

tion 2.4 presents the background on the multilink scheme with efficient radio resource management

for enabling 5G networks to meet the growing demands of future services.

2.1 5G Network

2.1.1 5G System Architecture

The 3GPP has developed the standards for 5G system (5GS), including 5G NR and 5G

core (5GC). The 5G system architecture is defined in 3GPP Technical Specification (TS) 23.501 [7]

and is shown in Figure 2.1. The 5G system architecture is defined to support data connectivity and

services, enabling deployments to use techniques such as Network Function Virtualization (NFV)

and Software-Defined Networking (SDN). It is a service-based architecture (SBA) and leverages

service-based interactions between Control Plane (CP) network functions. The User Plane (UP)

interfaces use reference point representation. The UE and the radio access network (RAN) are part

of the 5G network. The DN represents the external data network or the Internet.

Service-based interfaces (SBIs) are used for control plane functions, while user plane func-

tions connect over point-to-point links. The point-to-point architecture has been used in 2G, 3G, 4G,

and now 5G. In this model, different network functions are connected over standardized interfaces

that allow for multi-vendor networks. However, with the transition to the cloud infrastructure and

the need for greater service agility, the point-to-point model is no longer the best option [23]. The

challenge with this model is that it contains a large number of unique interfaces between functional

elements, which creates dependencies between functions and makes it difficult to change a deployed

architecture. If a new function is introduced or an existing function is expanded or upgraded, the

operator needs to reconfigure multiple adjacent functions and test the new configuration, which

makes it difficult to deploy new services. In 5G networks, where operators expect to offer diverse

services and must be able to adapt to fast-changing demand or industry-specific requirements, a
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Figure 2.1: 5G System Architecture [7]

more dynamic and agile architecture is needed. The SBA decouples the end-user service from the

underlying network and platform infrastructure and, in doing so, enables both functional and ser-

vice agility. As SBA has been designed to operate using the cloud model, different functions can be

composed into an end-to-end service over standardized Application Programming Interfaces (APIs).

This makes it simpler for an operator to add, remove or modify Virtual Network Functions (VNFs)

from a network processing path (functional agility) and create new service-specific service paths on

demand (service agility). Some key principles and concepts of the 5G system architecture are to:

• Separate the user plane functions from the control plane functions, allowing independent scal-

ability, evolution, and flexible deployments, e.g., centralized location or distributed (remote)

location.

• Modularize the function design.

• Define procedures, which are the set of interactions between network functions as services so

that their re-use is possible.

• Enable each Network Function (NF) and its Network Function Services to interact with other

NF and its Network Function Services.

• Minimize dependencies between the Access Network (AN) and the Core Network (CN).

• Support a unified authentication framework.
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• Support stateless network functions, where the compute resource is decoupled from the storage

resource.

• Support capability exposure.

• Support concurrent access to local and centralized services. UP functions can be deployed

close to the Access Network to support low latency services and access to local data networks.

2.1.2 5G Core Network Architecture

The 5G core network has multiple network functions and service-based interfaces. In the core

network, we have a full control plane and user plane separation. The User Plane Function supports

user plane functions, while the other modules support control plane functions. The network functions

and their functionalities are listed below.

• Access and Mobility Management Function (AMF): The AMF supports termination

of Non-Access Stratum (NAS) signaling, NAS ciphering and integrity protection, termination

of RAN control plane interface, registration management, connection management, mobility

management, access authentication, and authorization.

• Session Management Function (SMF): The SMF supports session management (session

establishment, modification, release), UE IP address allocation and management, Dynamic

Host Configuration Protocol (DHCP) functions, termination of NAS signaling related to session

management, downlink data notification, and traffic steering configuration at UPF for proper

traffic routing.

• User Plane Function (UPF): The UPF supports packet routing and forwarding, packet

inspection, Quality of Service (QoS) handling, acts as an external PDU session point of inter-

connect to the Data Network, and is an anchor point for intra and inter-RAT mobility.

• Policy Control Function (PCF): The PCF supports a unified policy framework, provides

policy rules to control plane functions, and accesses subscription information for policy deci-

sions in a Unified Data Repository (UDR).

• Authentication Server Function (AUSF): The AUSF supports authentication for 3GPP

access and untrusted non-3GPP access.
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• Unified Data Management (UDM): The UDM supports the generation of 3GPP Authen-

tication and Key Agreement (AKA) credentials, user identification handling, access authoriza-

tion, and subscription management.

• Network Exposure Function (NEF): The NEF supports exposure of capabilities and

events, secures the provision of information from the external application to the 3GPP network,

and translates internal/external information.

• NF Repository function (NRF): The NRF supports the service discovery function and

maintains the NF profile of available NF instances.

• Application Function (AF): The AF supports application influence on traffic routing, ac-

cesses NEF, and interacts with the policy framework for policy control.

• Network Slice Specific Authentication and Authorization Function (NSSAAF):

The NSSAAF supports network slice-specific authentication and authorization.

• Service Communication Proxy (SCP): The SCP supports indirect communication and

message forwarding and routing to the destination NF/NF service.

• Network Slice Selection Function (NSSF): The NSSF supports selecting the set of net-

work slice instances to serve the UE, determining the allowed NSSAI, and determining the

AMF set to be used to serve the UE.

2.1.3 5G New Radio and Next Generation-Radio Access Network (NG-

RAN) Architecture

The Next-Generation Radio Access Network is defined in 3GPP Technical Specification

38.300 [11], and the architecture is shown in Figure 2.2. An NG-RAN node is either a gNB, provid-

ing NR user plane and control plane protocol terminations towards the UE, or an ng-eNB, providing

Evolved Universal Mobile Telecommunications System Terrestrial Radio Access (E-UTRA) user

plane and control plane protocol terminations towards the UE. The gNBs and ng-eNBs are inter-

connected with each other by means of the Xn interface. The gNBs and ng-eNBs are also connected

by means of the Next Generation (NG) interfaces to the 5GC, via the NG-C interface to the AMF,

and through the NG-U interface to the UPF. The gNBs support the following key functions:
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Figure 2.2: Next-Generation Radio Access Network (NG-RAN) Architecture [11]

• Radio Resource Management: Radio bearer control, radio admission control, connection mobil-

ity control, dynamic allocation of resources to UEs in both uplink and downlink (scheduling).

• IP and Ethernet header compression, encryption, and integrity protection of data.

• Selection of an AMF at UE attachment when no routing to an AMF can be determined from

the information provided by the UE.

• Routing of user plane data towards UPF(s).

• Routing of control plane information towards AMF.

• Connection setup and release.

• Scheduling and transmission of system broadcast information and paging messages.

• Measurement and measurement reporting configuration for mobility and scheduling.

• Support of UEs in RRC INACTIVE state.

• QoS flow management and mapping to data radio bearers.
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The radio protocol architecture can be divided into two parts: the user plane protocol stack,

as shown in Figure 2.3 and the control plane protocol stack, as shown in Figure 2.4. The user plane

protocol stack consists of the Physical (PHY) layer, Medium Access Control (MAC) layer, Radio

Link Control (RLC) layer, Packet Data Convergence Protocol (PDCP) layer, and Service Data

Adaptation Protocol (SDAP) layer. The key functionalities of each layer are as follows.

Figure 2.3: User Plane Protocol Stack [11]

• PHY: The PHY layer transmits the information from the MAC transport channels over the

air interface and handles channel coding, modulation, power control, link adaptation, etc.

• MAC: The MAC layer provides the mapping between logical channels and transport channels.

It handles multiplexing/demultiplexing of MAC Service Data Units (SDUs). It also provides

scheduling information reporting, error correction through hybrid automatic repeat request

(HARQ), priority handling, etc.

• RLC: The RLC layer transfers upper layer PDUs according to the transmission mode, which

are Unacknowledged Mode (UM), Acknowledged Mode (AM), and Transparent Mode (TM).

It provides sequence numbering, error correction through automatic repeat request (ARQ) in

AM mode, segmentation and reassembly of SDUs, etc.

• PDCP: The PDCP layer transfers data, maintains PDCP Sequence Numbers (SNs), provides

header compression/decompression, ciphering, deciphering, integrity protection, integrity ver-

ification, duplication, reordering, in-order delivery, duplicate discarding, etc.
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• SDAP: SDAP layer handles the mapping between a QoS flow and a data radio bearer and

marking of QoS flow ID (QFI) in both downlink and uplink packets.

Figure 2.4: Control Plane Protocol Stack [11]

The control plane protocol stack consists of the PHY, MAC, RLC, PDCP, Radio Resource

Control (RRC) layer, and Non-Access Stratum (NAS) layers. The key functionalities of the RRC

and the NAS layer are as follows:

• RRC: The RRC layer establishes, maintains, and releases RRC connection, including addi-

tion, modification, and release of dual connectivity (DC). It is responsible for the establish-

ment, configuration, maintenance, and release of Signaling Radio Bearers (SRBs) and Data

Radio Bearers (DRBs). It broadcasts system information, provides paging, handles mobility

functions, UE measurement reporting, control of the reporting, etc.

• NAS: The NAS layer handles connection, mobility, and session management functions between

the UE and the core network.

2.1.4 Non-Standalone (NSA) and Standalone (SA) Architecture for 5G

Deployment

The limited coverage of 5G in the high bands requires dense deployments for providing full

5G coverage, which is a time-consuming and costly process. NSA is better for operators in their initial
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stage of 5G deployment as they can leverage existing 4G infrastructure without completely reworking

the core network, which reduces the time and cost required for the network to be operational. NSA

provides users with faster and more reliable eMBB than previous networks. However, the lack of an

end-to-end 5G network in NSA has its limitations and comes at the cost of network performance.

Although NSA 5G provides an improvement over 4G, it cannot deliver the high data rates with

high reliability and low latency that is expected of 5G networks. On the other hand, SA enables

a wide range of use cases with significant improvements in performance and provides support for

advanced network slicing functions. The 5G core provides the full range of 5G features users need

for applications such as URLLC and mMTC. Thus, 3GPP defines two deployment options for 5G

[2]:

• Non-Standalone Architecture: In NSA, the 5G RAN and its NR interface are used with

the existing LTE (4G Radio) and Evolved Packet Core (EPC) core network (4G Core), thus

making the NR technology available without network replacement. The NSA is also known

as “E-UTRA-NR Dual Connectivity (EN-DC)” or “Architecture Option 3”. As the 5G RAN

remains reliant on the 4G network to manage control and signaling information, it is called

non-standalone architecture.

• Standalone Architecture: In SA, the NR is connected to the 5G core network. The SA

architecture can be seen as the “full 5G deployment” and does not need any part of a 4G

network to operate.

The non-standalone and standalone architectures for 5G deployments are shown in Figure

2.5 and Figure 2.6, respectively. The NSA architecture can be seen as a temporary step toward

“full 5G” deployment, where the 5G Access Network is connected to the 4G Core Network. In the

NSA architecture, the NR base station (en-gNB) connects to the LTE base station (eNB) via the

X2 interface. The NSA offers dual connectivity via both the 4G AN and the 5G AN. In EN-DC,

the 4G’s eNB is the master node, while the 5G’s en-gNB is the secondary node. The eNB provides

control plane and user plane services, while the en-gNB only provides user plane services and is

deployed to increase capacity and data rates. In the SA architecture, the gNBs connect with each

other via the Xn interface, and the NG-RAN connects to the 5GC network using the NG interface.

Operators need to migrate to the new 5G core in order to meet the performance requirements of

advanced services.
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Figure 2.5: Non-Standalone Architecture [2]

Figure 2.6: Standalone Architecture [2]
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2.1.5 Ultra-Dense Networks

The 5G networks need to address the growing demands for high throughputs and reliable

low latency communication under various mobility scenarios. 3GPP TR 22.886 [3] and TS 22.186 [6]

presents a detailed description of the NR V2X use cases and requirements, respectively. 3GPP further

distinguishes each use case by different degrees of automation following the Society of Automotive

Engineers (SAE) automation levels [64] ranging from 0 (no automation) to 5 (full automation). As

the automation level increases, the NR V2X QoS requirements become more stringent [28]. Different

V2X scenarios require the transport of V2X messages with different performance requirements for

the 3GPP system. The use cases are divided into the following four groups:

1. Vehicles Platooning: Enables the vehicles to dynamically form a group traveling together. All

the vehicles in the platoon receive periodic data from the leading vehicle, which allows the

distance between vehicles to become extremely small, i.e., the gap distance translated to time

can be very low (sub-second). Platooning applications may allow the vehicles following to be

autonomously driven.

2. Advanced Driving: Enables semi-automated or fully-automated driving with longer inter-

vehicle distance. Each vehicle or Road Side Unit (RSU) shares data obtained from its local

sensors with vehicles in proximity to coordinate their trajectories or maneuvers. Additionally,

each vehicle shares its driving intention with nearby vehicles. The benefits of this use case

group are safer traveling, collision avoidance, and improved traffic efficiency.

3. Extended Sensors: Enables the exchange of raw or processed data from local sensors or live

video data among vehicles, RSUs, devices of pedestrians, and V2X application servers. The

vehicles can enhance the perception of their environment beyond what their own sensors can

detect and have a more holistic view of the local situation.

4. Remote Driving: Enables a remote driver or a V2X application to operate a remote vehicle

for those passengers who cannot drive themselves or a remote vehicle located in dangerous

environments. Driving based on cloud computing can be used where variation is limited, and

routes are predictable, such as public transportation.

The limited sub-6 GHz bands can provide good coverage but not high data rates, whereas

the high bandwidth mmWave links can support high data rates with low coverage. The increase in
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capacity for 5G networks can be realized through cell densification, wider bandwidths, and spectrum

efficiency improvements. Network densification through the dense deployment of small cells is a key

feature of the wireless evolution. Ultra-Dense Networks have been the subject of research looking

into candidate technologies that would be able to meet the demands of a 5G network. In [30],

Gupta et al. focused on studying the communication characteristics of an ultra-dense network. Liu

et al. in [39] use a simulation-based approach to analyze the performance of device positioning in

UDNs. Chen et al. in [26] look into the combination of mobile edge computing (MEC) and UDNs to

provide powerful computing capacity at the edge of wireless networks. However, dense deployments

also increase the handover rates with frequent link establishments, etc. Our work looks into the

usage of multi-connectivity to deal with challenges such as mobility and handovers in a dense mobile

network. In this work, we evaluate an approach called NR-DC and show that it has the capability

of improving the performance of the 5G system.

2.2 Multi-connectivity for Enhancing Network Performance

Multi-connectivity is one of the key features for improving the performance of next-generation

wireless networks [46]. The latest 3GPP standards [8] define Multi-Radio Dual Connectivity (MR-

DC) as an architecture where a UE is configured to utilize resources provided by two different nodes,

with one providing NR access and the other one providing either E-UTRA or NR access. NR-DC

is an architecture where a UE is configured to utilize resources provided by two different nodes

providing NR access. In this architecture, one node acts as the master node (MN) and the other as

the secondary node (SN). In [63], the authors discussed specific architecture options for integrating

multi-connectivity into 5G networks. The authors in [45], and [61] have proposed and evaluated an

EN-DC simulation model using the mmWave library based on the ns-3 simulator [53], but the model

is not fully 3GPP standard compliant. In [67], Suer et al. provide an overview of multi-connectivity

and its potential to achieve reliable low latency communication. The authors in [59] studied the

impact of EN-DC deployment using non-standalone 5G in an ultra-dense network scenario. In [60],

the authors investigate the energy efficiency of ultra-dense networks using multi-connectivity based

on EN-DC deployment. However, with the continued evolution of 5G services, more and more

standalone 5G architectures are being deployed. Hence, it is critical to study and analyze NR-DC

deployment strategies for standalone 5G. Thus, in this study, we focus on NR-DC, in which the UE
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is connected simultaneously to two gNBs, with one acting as the master node and the other as the

secondary node.

2.2.1 Multi-connectivity Deployments in 5G Networks

3GPP has specified three dual-connectivity NSA options [5] namely Option 3, Option 4,

and Option 7. In Option 3, we have EPC, with eNB acting as the master node and gNB acting

as the secondary node. In Option 4, we have 5GC with gNB acting as the master node and eLTE

eNB acting as the secondary node. An eLTE eNB is evolved eNodeB that can support connectivity

to EPC as well as 5GC. In Option 7, we have 5GC with eLTE eNB acting as the master node and

gNB acting as the secondary node. Options 4 and 7 need 5G core implementation and enhanced

eNBs. Option 3, or EN-DC, is the simpler and more popular commercial deployment option for

operators. The 4G radio will be used to carry control signaling, while NR and/or LTE will be used

for user data. Three variants of the NSA option 3 solution have been defined, which are Option 3,

Option 3a, and Option 3x. In all these three variants, the control signaling bearer connecting the

core is terminated at the master node, i.e., the LTE eNB, but the variants differ in their data bearer

configurations. Figure 2.7 shows the architecture of the three variants.

In Option 3, all the data flows through the eNB that acts as an MN, and the S1-U interface

is anchored at the eNB. The Xx interface between the eNB and the gNB carries a large amount of

user plane traffic and needs to support control plane as well as user plane traffic. The gNB bears no

direct link to the EPC. Consequently, to handle this traffic, the core network would need a significant

increase in the bandwidth of the S1-U interface between the eNB and the EPC. There is an increase

in the load on the eNB as it needs to process both LTE as well as 5G user traffic. In Option 3a,

both the eNB and the gNB can directly communicate with the EPC. This means that a single data

bearer cannot share the load over LTE and NR. In this option, there is only control plane traffic

in the Xx interface, and no data is shared over it. In Option 3x, the gNB is directly connected to

the EPC, and the eNB can also be forwarded a part of the data over the Xx interface. Xx interface

needs to support the control plane and user plane traffic. It can provide robust coverage with good

data rates and has become the popular choice for operators deploying 5G NSA architecture.

In MR-DC, there is a single control plane connection between the UE and the core network,

and it is through the MN [15]. This provides a more robust system as the MN is responsible for the

maintenance of the RRC connections and the dual connectivity configurations. The MN and SN are
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(a) NSA Option 3 Deployment (b) NSA Option 3a Deployment

(c) NSA Option 3x Deployment

Figure 2.7: Non-standalone (NSA) Option 3 Deployments [29]

responsible for the allocation of radio resources, and both can have their own RRC entities, but the

UE can have only one RRC state. The initial SN RRC configuration is always sent by the MN to the

UE for instructing the UE to perform channel measurements and report the detected cell(s) back

to the MN, thus facilitating SN selection and DC configuration. DC connectivity setup can only

be initiated by the MN. Based on UE’s channel measurements, the MN requests the SN to allocate

resources to the UE, along with providing all information necessary to establish the connection. If

the SN is able to admit the request, it allocates respective resources and acknowledges the request

back to the MN. After the setup of DC is complete, the SN RRC further enhances the control link

reliability by allowing signaling to be conveyed to the UE through MN and/or SN. The RRC PDUs

from SN can be transported to UE via MN, and SN can also directly send RRC PDUs to the UE,
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which is useful when the UE needs to provide the measurement report for mobility within SN.

The user plane data to/from the UE can be transported over (i) master cell group (MCG)

bearer, (ii) secondary cell group (SCG) bearer, or (iii) split bearer. The MCG and SCG bearers can

utilize resources in MN and SN, respectively. However, the split bearer configuration allows the UE

to utilize resources from two distinct schedulers in the MN and the SN. In the MCG split bearer,

the user plane data from the core is split at the MN. In the SCG split bearer, the user plane data

from the core is split at the SN [34]. For MCG and SCG split bearers, the split of data takes place

at the PDCP layer. Option 3 supports the MCG split bearer, and Option 3x supports the SCG split

bearer, and both enable the utilization of SN and MN carriers simultaneously.

2.3 Reliable Network Design using Multi-connectivity

2.3.1 Ultra-Reliable Low Latency Communication

Ultra-reliable low latency communication needs to meet the critical requirements for high

reliability with low latency for supporting mission-critical applications. However, existing works so

far have not been to fully meet these requirements [62]. Even though mmWave bands have the

potential to provide high data rates, they are vulnerable to channel fluctuations and blockages. In

the case of mobile users, this further increases the complexity as the handover procedures result in

higher latency. Thus, it is imperative that we explore techniques that satisfy these needs without

increasing the network complexity.

The 5G NR is designed to use flexible numerology (µ) with varying sub-carrier spacings and

mini-slots to support diverse requirements and different operating frequencies. The radio frames

have a duration of 10 ms, and each radio frame is divided into 10 subframes with a duration of

1 ms. The number of slots in a subframe is equal to 2µ, and the slot duration is given by 2−µ

ms. The sub-carrier spacing is given by 2µ × 15 kHz, and for numerology values of 0, 1, 2, and

3, this corresponds to sub-carrier spacings of 15 kHz, 30 kHz, 60 kHz, and 120 kHz. Thus, as the

numerology increases, the sub-carrier spacing increases with a decrease in the slot duration.

The reliability requirements are traditionally satisfied at the RLC and MAC layers using

the ARQ and HARQ retransmission techniques [62]. Even though these techniques enable achieving

a certain reliability level, the resulting latency due to retransmissions exceeds the sub-millisecond

latency requirements for most of the URLLC use cases. Scheduling techniques for pre-emptive
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resource allocation to URLLC by puncturing eMBB traffic are studied by authors in [72]. These

techniques decrease the waiting time of URLLC packets in RLC queues which helps in satisfying the

URLLC constraints. Feedback signals can be sent within the same slot using self-contained slots in

NR to reduce the delay [56]. In [14], techniques like blind retransmission HARQ have been suggested

for improving the latency, where results show that the feedback delay waiting for an ACK or NACK

could be too high to satisfy the low-latency constraints. In this work, we discuss achieving high

throughput and reliability with low latency under mobility scenarios by using packet duplication.

The reliability improvement of a system using multiple redundant subsystems which operate

independently in parallel can be proven theoretically. If the reliability of the ith subsystem is assumed

to be Ri, then the overall system reliability R can be determined as:

R = 1−
N∏
i=1

(1−Ri)

where N is the number of independent uncorrelated subsystems. Thus, we observe that the overall

reliability of the system increases with an increase in the number of independent subsystems. In our

5G networks, these subsystems would correspond to an independent transmission link from the UE

to the base station. Multi-connectivity enables the UE to simultaneously connect to multiple base

stations through independent links, corresponding to multiple uncorrelated subsystems, and thus

improves the reliability. Hence, to improve the overall reliability of the 5G network, it is necessary

to increase either the reliability of each link or the number of links carrying the same data. Thus,

to improve the reliability, we increase the number of links carrying the same packets using packet

duplication.

2.3.2 Packet Duplication

In 5G NR, multi-connectivity can be extended as a reliability enhancement solution using

packet duplication [8]. The new duplication function is incorporated at the PDCP layer that per-

forms the duplication of PDUs [12]. Multi-connectivity or simultaneous connectivity to multiple

bands can improve the reliability of 5G deployments [48, 47, 67]. The authors in [62] discussed

that packet duplication enables fulfilling the latency and reliability requirements simultaneously

without increasing the RAN complexity. In [24], dual connectivity based PDCP data duplica-

tion in downlink is studied using an analytical model. The authors also highlight the advantages
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of packet duplication in terms of packet reliability with no additional latency when compared to

other techniques like HARQ, coordinated multi-point (CoMP) transmissions, multiple transmission-

reception-point (multi-TRP) schemes, etc. Packet duplication at the physical layer, using CoMP

[31] or multi-TRP-based approaches like joint transmission, requires a tight synchronization between

transmission-reception points [27], making the network deployment more expensive. On the other

hand, packet duplication at the PDCP layer undergoes independent processing at each base station

and requires lesser coordination between TRPs with lower network deployment and computational

costs. The duplicated packets may be transmitted at different time instants, over different radio

resources, and with different modulation and coding schemes (MCSs) [24].

The authors in [44] study a dual connectivity solution for URLLC applications using packet

duplication and present its impact in terms of reduced network spectral efficiency. In [16], the

author talks about the importance of dynamic control of packet duplication in achieving the benefits

of duplication without compromising resource efficiency. The above study considers an idealized

scenario and does not consider variables like queuing delays at high network loads, selection of nodes,

etc. In our work, we develop and evaluate the proposed system using an end-to-end simulation of

a 5G network that considers all aspects of a communication network. Authors in [68] conducted

a study of multi-connectivity schemes with packet duplication using ns-3. However, the authors

perform the simulations on a Wi-Fi network based on IEEE 802.11ac standards.

In our work, we consider redundant transmissions by generating multiple instances of a

packet at the PDCP layer and transmitting them simultaneously over multiple links between the

UE and the base stations, which increases the probability of a successful transmission. Although

packet duplication improves the reliability, it also increases the radio resource usage due to the

transmission of redundant packets. Thus, it is critical to consider techniques that improve resource

efficiency when implementing duplication. We also propose enhancements which aim at dynamic

data duplication that simultaneously improve the reliability and spectral efficiency. In this study,

we develop and evaluate packet duplication and its optimization in a highly realistic 5G network.
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2.4 Multilink Scheme with Efficient Radio Resource Man-

agement

Radio resource management is the management and optimization of system resources to

ensure network services are at the desired quality. The UE can obtain the resources from the base

stations based on different types of services with different throughput, delay, reliability, and power

requirements. The selection of channel, power, and frequency are important aspects that have been

studied by many researchers [19]. Simultaneous transmissions from the UE to the base stations

through multiple links lead to higher power consumption at the UE in the uplink direction. The

UE complexity also increases as multiple stacks must operate in parallel at the PHY, MAC, and

RLC layers. Thus, it is critical to explore a multilink scheme that will address the needs of the 5G

systems.

2.4.1 Uplink transmission in 5G systems

In cellular networks, the UEs can transmit in the uplink direction after the serving base

station has allocated uplink resources to it through a UL grant. The number of resources the

network allocates is dependent on the buffer status report (BSR) that the UE sends to the network.

BSR contains the information on how much data is present in the UE buffer that is needed to be

sent out. If the network is sending regular UL grants, then UE can send the data to the network

anytime, or else it must ask the network for a UL grant. In UL configured-grant (CG) transmission,

UE can be configured with periodic transmission resources by the base station so that the UE can

transmit data in these resources without scheduling request (SR) and UL grant [10]. Grant-free

multiple access (GFMA) protocol is being considered to support sporadic traffic generated from

massive IoT networks [36]. In GFMA protocol, each device transmits data packets without a grant

from a base station via pre-reserved uplink resources. However, this type of transmission leads to

inherent collisions when multiple UEs try to simultaneously access the same frequency resources

[52] and thus needs multi-packet reception (MPR) capability at the base station. Cell-free massive

multiple-input/multiple-output (MIMO) is considered as a promising technology, but it involves

detection complexity, hardware implementation, etc. [18]. Non-orthogonal multiple access (NOMA)

can improve spectral efficiency and reduce latency, but NOMA has reliability issues that limit its

usage in URLLC type of applications [70]. Additionally, limited research studies consider achieving
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high throughput and reliable low latency communication for mobility scenarios. In our work, we

consider these scenarios and propose a technique where a single transmission by the UE can be

received by multiple base stations. This increases the probability of successful transmission and

improves the throughput, reliability, and latency.

In the past, uplink CoMP macro-diversity reception techniques have been proposed to per-

form signal combining of jointly received UE transmitted signals at multiple geographically separated

antennas [49]. These techniques were applied for better channel state information (CSI) measure-

ment and interference cancellation to improve the throughput of the wireless communication link.

The collaboration of cells in such a CoMP technique can be implemented as either intra-site or

inter-site. Inter-site coordination is performed using cross-site cooperation of the signals that were

jointly received at different sites through the Xn interface. In such a CoMP architecture, the serving

cell is responsible for performing the radio resource management and, based on the UE measure-

ments, takes the decision to do macro-diversity reception. However, such a CoMP feature needs

advanced processing capabilities at the lower layers of the base stations for combining the signals.

Our proposed architecture intends to keep the base layer calculations and operations to a minimum

to support deployment in remote radio units (RRUs) of modern-day distributed base stations. There

is a critical need to address the challenges in achieving high throughput and reliable low latency com-

munications for connected vehicles under mobility scenarios in a smart city environment. Network

architectures and protocols to satisfy these requirements need to be carefully studied.

2.4.2 Uplink Enhancement Technologies from 3GPP

A variety of uplink enhancement technologies have been defined in the latest 3GPP releases,

like increasing the transmit power of the terminal, introducing long-PUCCH (Physical Uplink Con-

trol Channel), and leveraging multiple frequency bands for uplink enhancement. Dual-Connectivity

in 5G has been proposed as one of the methods to deliver better uplink capacity and reliability.

Using EN-DC with non-standalone architecture does improve the 5G uplink throughput compared

with 4G, but it is still lower than the 5G standalone architecture. Moreover, limited by the com-

plexity of antenna design and the low transmission power of UE, 5G terminals generally have only

two transmission channels for uplink. Thus, with EN-DC, there is only one transmission channel for

NR, which makes dual-stream NR transmission on uplink difficult. Similarly, UE can also establish

dual connections with two NR base stations, better known as NR-DC architecture, as discussed in
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more detail by authors in [46]. However, this would require the UE protocol stack to be modified to

have a dual-stack with an increase in complexity.

Carrier Aggregation (CA) technology can be used to improve uplink throughput by aggre-

gating spectrum resources so that they can use multiple transmission channels of UE at the same

time. NR CA [9] has been included since 3GPP Rel-15. Intra-band CA can aggregate multiple car-

riers in the same operating band and improve the user uplink experience. However, the throughput

of inter-band CA that aggregates the carriers of different operating bands can be limited in many

cases by the number of transmission channels of terminals. Additionally, CA technology can only

be used to improve the capacity and latency of the system but would not improve the reliability.

Supplementary uplink (SUL) was introduced in 3GPP Rel-15 to extend the uplink coverage

by providing an additional uplink channel [11]. In SUL technology, along with an NR frequency band

for downlink, two uplink frequency bands are configured in the same cell, one is an NR frequency

band, and the other is the SUL frequency band, usually in the sub-3 GHz band. In SUL, the UE can

dynamically select either the NR or SUL band for UL data transmission and uses the SUL carrier

for transmitting data only when the UE is moving beyond the uplink coverage of the NR carrier.

SUL technology improves the uplink coverage by using sub-3 GHz bands for uplink transmission but

is obtained by sharing the spectrum with a 4G network. Therefore, 5G must be co-sited with 4G,

which limits the flexibility of 5G deployment and brings new problems to network deployment.

To improve the uplink capacity and spectrum resource utilization efficiency in multi-carriers

networking, uplink Tx Switching was introduced in 3GPP Rel-16 [10]. It uses one transmitting

channel either for carrier one or carrier two and uses the other transmitting channel exclusively for

carrier two. By using uplink Tx Switching, the uplink performance of all the above enhancement

technologies can be improved. However, supporting technologies like dual connection, SUL, uplink

Tx Switching, etc., add to the complexity of the devices and raises their cost and power usage. The

technique suggested in this work improves the uplink performance with almost no change to the UE

complexity.
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Chapter 3

Multi-connectivity for Enhancing

Network Performance

In this chapter, we explore the challenges in 5G network deployments and leverage multi-

connectivity as a key enabler for improving the performance of next-generation cellular networks.

Section 3.1 describes the problems and challenges in 5G network deployments for achieving high

throughput and reliability low latency communication. Section 3.2 discusses the specifics of the

proposed NR-DC architecture. Section 3.3 discusses the simulation environment for performance

evaluation of the system. Section 3.4 presents the performance metrics and the evaluation of the

system using multi-connectivity.

3.1 The 5G Network Deployment Problem

The rapid proliferation of massive wireless smart devices and the increase in emerging ap-

plications, e.g., eXtended Reality (XR), Super Hi-Vision (8K) videos, ultra-immersive games, etc.,

have led to an unprecedented growth in mobile data traffic [73]. This necessitates the deployment

of ultra-dense networks to meet the challenges of fulfilling the network capacity and spectral effi-

ciency requirements for 5G and beyond. Ultra-dense network is viewed as a key network deployment

strategy in 5G [32] for providing high data rates to the users. The networks have moved away from

the macrocell-only base station deployment to UDNs, which deploy several small cells with smaller
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coverage areas. The goal of densification is the reuse of spectrum across a geographical area to

improve the area spectral efficiency and network capacity. Densification leads to shorter inter-site

distance between the Access Points (APs) and their associated UEs and reduces the number of users

competing for resources at each BS. This leads to a higher signal-to-interference plus noise ratio

(SINR) and increased user throughputs. Additionally, UDNs use low-power APs, which improve the

energy efficiency. UDNs have the potential to bring multiple benefits, such as increased capacity,

enhanced cell coverage, improved spatial reuse of radio resources, enhanced performance gains, etc.

However, such an increasing density of APs with dense cell coverage leads to challenges in the

areas of mobility support, user association, load balancing, costs, security, and backhauling. It also

results in complex AP distribution, complicated resource management, severe inter-cell interference,

high signaling overhead, etc. The irregular coverage of cells may cause severe interference to the

users in the overlapped area, while there might be other users in the cell edges or areas without

coverage. This will result in a serious degradation of the QoS performance of the users. Additionally,

in mobility scenarios, the densification of base stations in UDN introduces challenges like frequent

handovers, link establishments, etc., that result in higher latency and lower reliability. Deploying

small cells along with macro base stations is another potential solution for the increasing traffic,

but such an architecture leads to low cell resource utilization and adds to infrastructure deployment

costs due to imbalanced network load [66].

Initial 5G deployment used the non-standalone architecture [8] where EN-DC was used to

improve the user throughput while maintaining good coverage. It did so by leveraging the already

existing LTE infrastructure with innovative technologies deployed in 5G-NR. Multi-connectivity,

specifically EN-DC, thus played an important role in ensuring that the high throughput benefits

of 5G are available to a maximum number of users while ensuring connectivity during mobility

scenarios. However, rapid 5G deployment is expected in the upcoming years, with more base stations

having mmWave capabilities and the development of 5G core services. Moving towards a standalone

5G architecture enables us to leverage attributes of 5G such as high throughput, ultra-reliable low

latency communication, and massive machine-type communication. However, using the FR2 band

alone could significantly impact the reliability of the network. Thus, the 3GPP standards propose the

NR-DC feature [8] containing high band NR small cells overlaid by sub-6 GHz band NR macrocells

for effective deployment.

For resource allocation, the smallest resource that can be assigned to a UE is a physical
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resource block or resource block (RB). In MR-DC, data traffic is sent over different paths, and

the number of RBs allocated from each node should be selected in such a way that it meets the

throughput, delay, and reliability requirements. The system information is broadcast by the network

and monitored by the UE. In MR-DC, the MN provides the UE with the system information for the

initial configuration through RRC signaling and then establishes the connection through a random

access procedure. For adding an SN, the MN configures measurements to the UE, and the UE

performs a random access procedure on the SN. The secondary node provides the radio frame timing

and the subframe number to the UE. Even though SN addition is always initiated by the MN, the

change in SN can be with or without the involvement of the MN. MR-DC also allows the handling

of combined messages from MN and SN in case both require reconfiguration by encapsulating the

SN RRC message in the MN RRC message.

3.2 System Model for the Multi-Connectivity Architecture

Our proposed architecture of an NR-DC deployment to provide a UE with both low-band

and high-band channels simultaneously is shown in Figure 3.1. We deploy an NR-DC architecture

with the master node as a 5G NR macrocell operating in the sub-6 GHz frequency and the secondary

node as a 5G NR small cell operating in the mmWave frequency. The UE is capable of simultaneously

connecting to both the master node and the secondary node using a dual-stack implementation. The

master nodes are connected to the core network and facilitate the dual connectivity configuration

based on the reported UE channel measurements. NR-DC can assure higher data rates, higher

reliability, and lower delays, which are critical for emerging applications.

3.3 Simulation Environment

Given the wide range of services and performance offered by 5G networks, it is integral to use

a platform capable of performing an end-to-end analysis. There are many infrastructure complexities

associated with building a real-world cellular network for testing. Discrete-event network simulators

offer a better and more scalable alternative for the analysis of complex networks and the development

of new protocols.

Wireless network simulators include physical-level simulators which are only suitable for
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Figure 3.1: System Model for 5G NR-DC Deployment

physical-layer measurements, such as the signal-to-interference-plus-noise ratio (SINR) or spectral

efficiency. On the other hand, link-level simulators many times do not even consider modeling layers

above the MAC. Thus, to analyze system properties like end-to-end latency, throughput, packet loss,

etc., application-level performance must be considered, which is only possible through end-to-end

simulators. End-to-end network simulators can perform full-stack simulations using models for all

the layers of the protocol stack, network equipment, and application logic. This ability to simulate

the whole network stack plays a crucial role in understanding many new features of 5G networks.

The two most widely used network simulation frameworks are OMNeT++ (Objective Mod-

ular Network Testbed in C++) [55] and ns-3, which allow users to develop their own model libraries.

Simu5G simulator [50] is based on the OMNeT++ framework, and other popular end-to-end sim-

ulation tools for 5G networks are based on ns-3. The 5G-LENA [57] model library uses the ns-3

framework and builds upon the LENA (LTE-EPC Network Simulator) 4G LTE library [21]. The

5G-LENA library mainly focuses on implementing the MAC and PHY layers of the 5G network

stack. The ns-3 mmWave module was developed before 3GPP 5G standards were finalized and

thus remains non-compliant with current standards. Both 5G-LENA and mmWave modules only

support the Time Division Duplexing (TDD) mode. In this work, we used Simu5G, which is a 3GPP

compliant 5G network simulator that implements the 5G New Radio user plane simulation model

with a fully customizable and modular design.
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3.3.1 Simu5G Network Simulator

Simu5G is built upon OMNeT++, which is a widely used discrete-event simulation frame-

work that can be used to model wired and wireless networks, among others. The basic building blocks

in the OMNeT++ framework are called modules. Modules can be simple, or they can be combined

to create more complex compound modules. Modules can be linked through their interfaces called

gates with links known as connections. Modules communicate among each other using messages,

and simple modules are programmed to exhibit a specific behavior on receipt of these messages.

The OMNeT++ model behavior is programmed in C++. It uses Network Description Language

(NED) to define the modules along with their gates and connections. The parameter values needed

to initialize a model are defined in an initialization (INI) file. It also provides an Eclipse-based

Integrated Development Environment (IDE) to facilitate editing and debugging. Simu5G also uses

the INET model library in OMNeT++, which implements networking-related models for various

communication protocols, network nodes, connections, etc. This allows Simu5G to simulate highly

complex end-to-end 5G network system scenarios for developing new modules and implementing

new algorithms [33].

3.3.1.1 5G RAN Module

Figure 3.2 shows the NR-DC deployment using Simu5G. The 5G RAN in Simu5G is simu-

lated in two main compound modules called NrUe and gNodeB. The functionalities of the RAN are

implemented as a stack of the PDCP, RLC, MAC, and PHY layers. The Ip2Nic submodule acts as

a bridge with the IP layer. The gNodeB module also contains an X2Manager module responsible

for forwarding IP packets on the X2/Xn link toward the secondary node when multi-connectivity is

implemented. The PDCP layer on the master gNB is responsible for PDU duplication and deciding

if a packet will be sent to the lower RLC layer on the local stack or forwarded through the X2 link.

The forwarded packet is then received by the RLC layer of the secondary gNB, after which the

packet continues to flow through the lower layers toward the UE.

The NrUe module implements the full protocol stack from the physical layer up to the

application layer. Along with the Simu5G RAN layers, it uses the INET library to implement the

UDP and IP protocol layers in the stack. The dual connectivity feature in the NrUe is implemented

using a dual-stack with two PHY, two MAC, and two RLC layer submodules. NrUe has a single
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Figure 3.2: Simu5G NR-DC Deployment

NrPdcp module responsible for reordering and removing any incoming duplicate PDUs from the

dual-stack and sending them to the higher layers.

3.3.1.2 5G Core and Other Modules

As part of the 5G core implementation, Simu5G provides a UPF module responsible for

handling IP packet flow between the data network and the gNBs through GTP (GPRS Tunnelling

Protocol) tunnels. The UPF module is directly connected to a gNB resulting in the standalone

architecture deployment scenario, and each gNB is connected with its adjacent gNB through an

X2 link. The standalone deployment scenario was extended to implement the NR-DC deployment

in this work. During handovers, the source gNB buffers the received packets and sends them to

the destination gNB through these X2 links. The native version of Simu5G was extended for con-

ducting this study to include gNB to gNB handovers in single connectivity and multi-connectivity

architectures.

Simu5G also provides a carrierAggregation module that can be used for communication

on multiple carrier component frequencies. Using the parameters in the NED and INI files, we can

choose the carrier frequencies, bandwidths, number of resource blocks, etc. Through this module, we

can also adjust the numerology that varies the subcarrier spacing and the slot duration of 5G signals.

Simu5G also implements a Binder module that is visible to every other node in the simulation and

stores information about them. This can be used to find information such as finding the interfering

gNBs in order to compute the inter-cell interference perceived by a UE in its serving cell.
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3.3.1.3 Channel Model

In Simu5G, packets generated by the application flow down the protocol stack at the sender

to the MAC layer encapsulated as a MAC PDU. When this MAC PDU is sent from a sender to a re-

ceiver, an OMNeT++ message is exchanged between them. After receiving this message, the receiver

applies a channel model to compute the received power. The channel model has been configured to

incorporate fading, shadowing, path loss, etc., and can be made arbitrarily complex. The receiver

computes the SINR from the received power by querying the Binder module to know which other

nodes were interfering with the same resources. It then uses the Block Error Rate (BLER) curves

to compute the reception probability for each resource block used in the transmission. This allows

Simu5G to translate an SINR and a transmission format to a probability of correct reception of the

entire MAC PDU. Each MAC transport block (TB) is encapsulated within an AirFrame message

and sent to the receiver, which applies the air channel model to decide whether the AirFrame was

received successfully or not. Since a MAC TB is associated with a given component carrier (CC), the

corresponding AirFrame is subjected to channel effects, such as path loss, shadowing, etc., that de-

pend on that CC. This means that different channel models have to be applied to compute the SINR

on the receiving side. Thus, in Simu5G, each gNB/UE is equipped with a vector of channelModel

modules, and each of them is associated with one of the CCs available in the carrierAggregation

module.

To study and develop novel network architectures and protocols, it is critical to have an

accurate and reliable performance evaluation of a complex 5G network. It is important that channel

models used for simulating radio access networks characterize their behavior precisely. Standardiza-

tion bodies like the 3GPP alliance have worked on developing such models and evaluation method-

ologies. TR 36.873 presents a study on a 3D channel model for LTE and covers the modeling of

the physical layer of both the mobile UE and Access Network of 3GPP systems. However, for the

deployment of 5G networks, 3GPP NR specifications are being followed, which are the first to utilize

mmWave communications. 3GPP NR can operate on a wide range of the spectrum, which includes

the traditional sub-6 GHz bands as well as the mmWave frequency bands. These standards also

support high mobility in devices that can communicate while moving at different speeds of up to

500 km/h. 3GPP in TR 38.901 [4] describes the channel modeling framework for frequencies from

0.5 GHz up to 100 GHz. The model also characterizes various channel conditions, propagation loss,
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and small-scale fading due to the effect of Doppler and multipath.

Physical layer transmission characteristics are modeled via realistic and customizable chan-

nel models in Simu5G. The Simu5G release version has the channelModel module that uses the TR

36.873 [1] specification, which is applicable only for sub-6 GHz channels. To accurately evaluate our

proposed system, channel models from TR 38.901 have been incorporated into Simu5G in this work.

We use Simu5G to study the performance of 5G networks using multi-connectivity and conduct a

systematic evaluation of the system based on real application scenarios.

3.4 Evaluation

Systematic evaluation of the 5G network was conducted for both UDN and NR-DC deploy-

ments under various mobility scenarios for high throughput and reliable low latency communication.

We first evaluate the UDN deployment operating in the mmWave frequency range. We study differ-

ent UDN configurations under mobility and their impact on performance metrics. Next, we consider

an NR-DC system with the master node operating at 2 GHz and the secondary node operating in

the mmWave range at 28 GHz. All the end-to-end 5G simulation networks shown in this section

are designed and implemented using Simu5G. The simulation considers a scenario where a remote

server application sends packets regularly to a mobile UE running the client application. The server

is connected to the 5G core represented by the UPF via a router. The UPF then sends these data

packets to the appropriate gNB in the network, which then delivers the packet to the UE. Three

user mobility patterns are considered for the experiments. In high mobility cases, the speed of the

users is set to 40 m/s. The speed of the users in the medium mobility pattern is set to 20 m/s and

30 m/s. For the slow mobility scenario, the speed of the users is set to 10 m/s.

3.4.1 Performance Metrics

To evaluate the performance of the system, the following metrics are used:

1. Throughput: Throughput is a measure of how much data can be transferred from source to

destination within a given time frame and is represented in bits per second (bps).

2. Latency: Latency is the time it takes for a data packet to be transferred from its source to

the destination and is measured in seconds (s). In our experiments, we measure the one-way
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Table 3.1: Positions of gNBs in UDN deployments for the 500 m simulation scenario

Number of gNBs x-Coordinates

One 0 m

Two 0 m, 500 m

Three 0 m, 250 m, 500 m

Four 0 m, 166 m, 333 m, 500 m

Five 0 m, 125 m, 250 m, 375 m, 500 m

Six 0 m, 100 m, 200 m, 300 m, 400 m, 500 m

latency at the application level between the server and the UE.

3. Packet Loss: Packet loss is the ratio of the lost data packets not reaching their destination to

the total number of packets transmitted across a network. It is usually denoted in percentages.

3.4.2 UDN Deployment

The first set of experiments was designed to understand better the effects of mmWave-based

UDN deployment in mobility scenarios. To study this, we simulate a 5G network where a varying

number of gNBs are connected to the UPF in the 5G core network. The UE would initially camp

on the gNB with the best signal strength value for that UE. As the UE moves, the signal strength

would vary, and the UE may be asked by the current serving gNB to perform a handover to another

target gNB with a better signal strength value. Each handover procedure introduces some delay in

the system as it requires an exchange of control signals needed to carry out the handover, and also

time is spent on the transfer of buffered data received during the process. Also, as the UE moves, it

may cross regions of low or no coverage, which would further add to the latency of the system and

could lead to packet loss.

Throughput, latency, and packet loss were used as metrics to evaluate the system’s perfor-

mance. The throughputs are measured based on the packets that successfully arrive over time at the

receiver and the time it took for the packet to reach there. The latency reported in the simulation

is the average application-level end-to-end latency of the received packets.

Experiments are conducted with a single gNB at (0 m, 300 m), and the UE moves from (0
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Table 3.2: Positions of gNBs in UDN deployments for the 1000 m simulation scenario

Number of gNBs x-Coordinates

One 0 m

Two 0 m, 1000 m

Three 0 m, 500 m, 1000 m

Four 0 m, 333 m, 666 m, 1000 m

Five 0 m, 250 m, 500 m, 750 m, 1000 m

Six 0 m, 200 m, 400 m, 600 m, 800 m, 1000 m

Table 3.3: Positions of gNBs in UDN deployments for the 1500 m simulation scenario

Number of gNBs x-Coordinates

One 0 m

Two 0 m, 1500 m

Three 0 m, 750 m, 1500 m

Four 0 m, 500 m, 1000 m, 1500 m

Five 0 m, 375 m, 750 m, 1125 m, 1500 m

Six 0 m, 300 m, 600 m, 900 m, 1200 m, 1500 m

Table 3.4: Simulation parameters for UDN deployments

Parameter Value

Carrier frequency 28 GHz

Bandwidth 100 MHz

UDP Packet Size 1024 B

UDP Packet Inter-arrival Time 1 ms, 10 ms

m, 350 m) to a distance of 500 m, 1000 m, and 1500 m, respectively, along the X-axis. The number

of gNBs is then increased by one in every step to increase the network density, and the UE mobility
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Figure 3.3: 5G Ultra-Dense Network Deployment

pattern is studied. The x-coordinates of the gNB placement for the various UDN scenarios are given

in Tables 3.1, 3.2, and 3.3 for the 500 m, 1000 m, and 1500 m simulation scenario respectively. The

y-coordinates for the gNBs in each scenario were fixed at 300 m. An example of the system model

with six gNBs is shown in Figure 3.3. Additional simulation parameters for the experiments are

shown in Table 3.4. The scenarios not only allow us to compare the improvement in throughput as

we increase the density of gNBs but also let us observe the improvement in latency and packet loss

of the system. As discussed earlier, such a study is critical as we see more and more use cases that

expect lower latency and higher reliability along with higher throughputs.

3.4.2.1 Impact of gNB density on the performance

The gNB density is one of the primary factors that affect the performance of mmWave

frequency-based dense deployments. In our experiments, we therefore, study the impact of gNB

density on the throughput, packet loss, and latency. We consider a linear deployment of mmWave

41



gNBs and increase the number of gNBs by one in each step for the 500 m, 1000 m, and 1500 m

deployment scenarios, thus resulting in different density deployments. For a linear deployment, we

can express these gNB densities as the distance between two gNBs. In other words, as the inter-gNB

distance decreases, the gNB density increases. Thus, to study the impact of gNB density on the

network performance metrics, we present results that show these metrics as a function of the inter-

gNB distances. In this experiment, we show the results for the UE speed at 10 m/s to accurately

observe the performance variation resulting from the change in gNB density.

Throughput and packet loss: We present the results for throughput with varying inter-gNB

distance for packet inter-arrival times of 1 ms and 10 ms in Figures 3.4a and 3.4b, respectively. The

packet loss results for these scenarios are shown in Figures 3.5a and 3.5b.

We observe from the throughput results in Figures 3.4a and 3.4b that the throughput

increases as the gNB density increases or the inter-gNB distance decreases. For a packet inter-

arrival time of 1 ms and UE speed of 10 m/s, it is observed that as the inter-gNB distance decreases

from 1500 m to 100 m, the throughput increases from 4.60 Mbps to 8.18 Mbps. Similarly, in the case

of a packet inter-arrival time of 10 ms, the throughput rises from 0.56 Mbps to 0.82 Mbps. Both 8.18

Mbps and 0.82 Mbps represent the maximum possible throughputs for their corresponding packet

inter-arrival times. Thus, we observe that for the 1 ms case, we are able to achieve near maximum

throughput at around 200 m inter-gNB distance, and for the 10 ms case, this distance is seen as

375 m. Decreasing the inter-gNB distance further shows small improvements in throughput. This

is because these distances provide the optimum mmWave coverage to successfully deliver all the

packets in time. We also note that the network load has an impact on the optimum gNB density, as

seen from the difference in optimum inter-gNB distances for 1 ms and 10 ms cases. The reason we

can have lower gNB densities in lower load scenarios is that the network has more time to deliver

the packets stored in its buffers before running out of buffer space and having to drop them.

The packet loss results with varying inter-gNB distance for packet inter-arrival times of 1

ms and 10 ms are shown in Figures 3.5a and 3.5b, respectively. We observe that the packet loss

decreases from 43.82% to 0.16% as the inter-gNB distance decreases from 1500 m to 100 m in the

case of 1 ms packet inter-arrival time. Similarly, in the case of packet inter-arrival time of 10 ms, the

packet loss decreases from 32.37% to 0%. The increase in the gNB density has a positive effect on the

packet loss experienced in the system. We observe that the packet loss decreases as the inter-gNB
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Figure 3.4: Throughput results for different inter-gNB distances and packet inter-arrival times of 1
ms and 10 ms in a UDN deployment

distances decrease. With larger gNB density, we get better mmWave coverage for the UE, and the

network is able to deliver the packets more consistently. After the optimum inter-gNB distance, any

further decrease in the inter-gNB distance shows small improvements in packet loss. This is a result

of the additional resources that are available with the network to handle the packets. The MAC

buffer at each gNB will hold onto the undelivered packets till its buffer is full. If the UE is moving

uniformly among gNBs, then these packets will be spread uniformly across the gNBs. When we

have more gNBs, we would thus have more buffer available to store undelivered packets, and these

packets eventually get delivered to the UE, leading to lower packet loss and higher throughput.
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Figure 3.5: Packet loss results for different inter-gNB distances and packet inter-arrival times of 1
ms and 10 ms in a UDN deployment

Latency: Figures 3.6a and 3.6b show the latency results with varying inter-gNB distance for packet

inter-arrival times of 1 ms and 10 ms, respectively. It is observed from the results that as the number

of gNBs increases up to a certain density, the latency of the network improves. This is because of the

improved mmWave coverage due to an increase in the gNB density. However, the latency reaches a

minimum after a certain level of density is reached and then starts to increase again. For a packet

inter-arrival time of 1 ms and UE speed of 10 m/s, it is observed that as the inter-gNB distance

decreases from 1500 m to 100 m, the latency keeps decreasing from 28.03 ms at 1500 m to 6.43 ms

at 333 m and then increases up to 7.28 ms at 100 m. Thus, from our experiments, where the gNBs

are aligned linearly, we see that an inter-site distance of around 333 m provides the best latency.
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Figure 3.6: Latency results for different inter-gNB distances and packet inter-arrival times of 1 ms
and 10 ms in a UDN deployment

Beyond this, as the gNB density is increased, we start seeing an increase in latency. This increase

is a result of unnecessary handovers that happen with an increased gNB density and adds to the

overall delay.

3.4.2.2 Impact of speed on the performance

One of the key aspects of this study is evaluating the network performance under UE

mobility. Hence, experiments are conducted to measure and compare the network performance

for various mobility scenarios. In the experiments, four different UE mobility cases are considered

with UE speeds at 10 m/s, 20 m/s, 30 m/s, and 40 m/s. As mentioned earlier, we present results
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for three linear deployment scenarios, and the UE movement traverses a distance of 500 m, 1000

m, and 1500 m. To best represent the effect of speed on the network performance, we plot each

performance metric against the UE speeds. As packet inter-arrival times of 1 ms and 10 ms represent

two different network load scenarios, we plot results for these two cases side-by-side. As expected,

each deployment scenario performs differently based on the gNB density used for the experiment.

To best show the effect of UE speed on the performance, we plot the optimum results from each

of the 500 m, 1000 m, and 1500 m scenarios for comparison. Thus, for the throughput and packet

loss, the results for the six gNB deployment are provided as it gives the optimal performance for all

three deployment distance scenarios. Whereas, for the latency, the results of the three, four, and five

gNB deployments are provided for the 500 m, 1000 m, and 1500 m scenarios, respectively, as these

deployments give the optimal latency results. Figures 3.7a and 3.7b show the throughput results at

different speeds for the 500 m, 1000 m, and 1500 m scenarios for packet inter-arrival times of 1 ms

and 10 ms, respectively. Figures 3.8a and 3.8b show the packet loss results for packet inter-arrival

times of 1 ms and 10 ms, respectively. Finally, Figures 3.9a and 3.9b show the latency results for

packet inter-arrival times of 1 ms and 10 ms, respectively.

Throughput and packet loss: Figure 3.7 shows that the throughput decreases with speed for

all the three deployment scenarios for both packet inter-arrival times of 1 ms and 10 ms. It is also

seen in Figure 3.8 that the packet loss increases with speed for all the three deployment scenarios.

Fading and factors like the Doppler effect at higher speeds lead to this decrease in performance. For

the throughput and packet loss, the performance improves as the deployment area decreases or the

gNB density increases. So, the throughput increases, and the packet loss decreases as we decrease

the deployment area from 1500 m to 500 m. This is because as the deployment area decreases

with the number of gNBs remaining constant at six, the inter-gNB distance decreases, which results

in an increase in the throughput and a decrease in packet loss. The throughput and packet loss

performance in the 500 m and 1000 m scenarios are close to each other and show a small change

in speed. However, in the 1500 m scenario, we see significantly higher packet loss and, thus, lower

throughputs. The effect of UE mobility is also higher because as the UE speed increases from 10

m/s to 40 m/s, there is a large change in the performance. This happens because at lower inter-gNB

distances (100 m in the case of the 500 m scenario and 200 m in the case of the 1000 m scenario),

the factors that impact performance at higher speeds, like fading, are less pronounced because of
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Figure 3.7: Throughput results at different speeds for the 500 m, 1000 m, and 1500 m scenario in a
UDN deployment

greater signal strength.

Latency: It is observed from Figure 3.9 that the latency increases with speed for all the three

deployment scenarios due to higher fading. From the latency results shown in Figure 3.9, we observe

that the latency value decreases as the deployment area decreases from 1500 m to 1000 m and then

increases as we go from 1000 m to 500 m. This is because as the deployment scenario changes from

1500 m with five gNBs to 1000 m with four gNBs, the inter-gNB distance decreases from 375 m to

333 m, which results in better mmWave coverage and thus leads to a decrease in the latency. But,

as the inter-gNB distance decreases from 333 m to 250 m in the case of the 500 m scenario with

47



10 20 30 40

Speed of UE (m/s)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

P
a
c
k
e
t 
L
o
s
s
 (

%
)

500 m Scenario

1000 m Scenario

1500 m Scenario

(a) Packet inter-arrival time of 1 ms

10 20 30 40

Speed of UE (m/s)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
a
c
k
e
t 
L
o
s
s
 (

%
)

500 m Scenario

1000 m Scenario

1500 m Scenario

(b) Packet inter-arrival time of 10 ms

Figure 3.8: Packet loss results at different speeds for the 500 m, 1000 m, and 1500 m scenario in a
UDN deployment

three gNBs, it leads to faster unnecessary handovers resulting in an increase in the latency. We must

also note that these results represent the optimum latency performance in each scenario, and other

gNB deployments for any of the three scenarios will result in larger latency either because of worse

mmWave coverage or more unnecessary handovers adding to the latency.

3.4.2.3 Impact of packet inter-arrival time on the performance

The performance of the network, to a large extent, depends on the resources that are

available to it. With limited spectrum availability and fixed buffers at the gNBs, the performance

of the network could widely change from one scenario to another. Therefore, this study presents
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Figure 3.9: Latency results at different speeds for the 500 m, 1000 m, and 1500 m scenario in a UDN
deployment

experimental results for two different packet inter-arrival times that allow us to observe the network

performance under two different load conditions. Figures 3.10, 3.11, and 3.12 show the results for

the throughput, packet loss, and latency, respectively, for packet inter-arrival times of 1 ms and 10

ms in a 1500 m deployment scenario. We plot the performance metric results against the number

of gNBs deployed in the 1500 m scenario. This allows us to see the performance change as the gNB

density is increased for both 1 ms and 10 ms packet inter-arrival times. The 1500 m deployment

scenario was chosen as this provides the largest range of results for each of the performance metrics.

In Figures 3.10, 3.11, and 3.12, each data point represents the averaged result of the four UE

mobility scenarios for that corresponding metric. We also show the maximum and minimum values
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Figure 3.10: Throughput results with varying number of gNBs for a packet inter-arrival times of 1
ms and 10 ms for the 1500 m simulation scenario

for each metric at that point. This allows us to not only view the variation of each metric under

the two different load scenarios as the number of gNB increases but also shows us the variation we

observe in performance because of UE mobility.
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Figure 3.11: Packet loss results with varying number of gNBs for a packet inter-arrival times of 1
ms and 10 ms for the 1500 m simulation scenario

Throughput and packet loss: Figure 3.10 shows that the throughput is higher for the 1 ms

scenario as compared to the 10 ms scenario as more packets are transmitted, filling the network pipe

available. This also leads to a higher packet loss for the 1 ms scenario, as shown in Figure 3.11.

This is because as the number of transmitted packets increases, the buffer is not able to store all the

packets, resulting in packet drops. Also, we observe that for one gNB deployment, due to very poor

51



1 2 3 4 5 6

Number of gNBs

5

10

15

20

25

30

35

40

L
a

te
n

c
y
 (

m
s
)

1 ms

10 ms

Figure 3.12: Latency results with varying number of gNBs for a packet inter-arrival times of 1 ms
and 10 ms for the 1500 m simulation scenario

coverage, a lot of packets are lost, as seen in Figure 3.11, and this also resulted in poor throughput.

As the gNB density increases, the rise in throughput is larger for the 1 ms case as more packets are

available to fill the data pipes of the wireless link. It is also observed that there is a decrease in the

packet loss with an increase in the gNB density. We also notice that as the network load is lower in

the 10 ms case, the throughput variations observed in this case are also minimal.
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Latency: Figure 3.12 shows that the latency is higher for the 1 ms scenario as compared to the

10 ms scenario. In the 1 ms scenario, more packets are transmitted, leading to longer wait times in

the buffer and hence higher latencies. At lower gNB densities, the latency we see in Figure 3.12 is

also quite high. This latency decreases as the number of deployed gNBs is increased and reaches a

minimum latency in the case of five gNBs for both the 1 ms and 10 ms cases. We also notice the

rise in latency under both load scenarios as the gNB density is increased beyond the optimum level.

Also, under low coverage situations, we see a more considerable variation in the latency compared

to when we have an optimum deployment. Such large variations would lead to a higher jitter and

could be a critical factor in the operation of many applications.

3.4.2.4 Performance Comparison of mmWave-based UDN Deployment

In this section, we present and compare the results of our experiment conducted on the 28

GHz mmWave-based dense deployment. We plot the network performance metrics for varying UE

speeds with different gNB deployments for each scenario and packet inter-arrival time. Thus, each

figure shows the comparison of performance under different gNB densities. We present the results

for the throughput with packet inter-arrival times of 1 ms and 10 ms for the 1000 m scenario in

Figures 3.13a and 3.13b, respectively. The packet loss results are shown in Figure 3.14a and 3.14b,

and the latency results for these scenarios are shown in Figures 3.15a and 3.15b. We present here

the results of our experiments with the 1000 m distance deployment scenario. Experiments were

also performed for the 500 m and the 1500 m deployment scenario, and the results are provided in

Appendix A.

We observe that as the gNB density increases, the throughput increases, and the packet

loss decreases. From Figure 3.13a in the 1000 m scenario with a packet inter-arrival time of 1 ms

for UE speed of 10 m/s, it is observed that as the number of gNBs increases from one to six, the

throughput increases from 3.51 Mbps to 8.16 Mbps. Similarly, as shown in Figure 3.14a, the packet

loss decreases from 57.18% to 0.41% as the number of gNBs increases from one to six.

From Figures 3.15a and 3.15b, we see that the optimum performance in terms of latency is

achieved for a four gNB deployment. For the 1000 m scenario with a packet inter-arrival time of 1

ms and speed of 10 m/s, we see that the four gNB case gives the best latency performance of around

6.43 ms. We see a similar trend in the latency for results with a packet inter-arrival time of 10 ms

and also in the 500 m and 1500 m scenarios. For the 500 m and 1500 m scenarios, minimum latency
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Figure 3.13: Throughput results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 1000 m simulation scenario

is obtained using three and five gNBs, respectively. Further, the throughput, latency, and packet

loss for the 10 ms packet inter-arrival time is seen to be less as compared to a packet inter-arrival

time of 1 ms. For example, in the 1000 m with four gNBs scenario and a speed of 10 m/s, we observe

throughput of 0.82 Mbps, latency of 5.01 ms, and 0.52% packet loss when the packet inter-arrival

time is 10 ms. But, the throughput increases to 7.85 Mbps, the latency is increased to 6.43 ms, and

packet loss to 4.2% for the packet inter-arrival time of 1 ms.
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Figure 3.14: Packet loss results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 1000 m simulation scenario

3.4.2.5 Impact of SINR on the throughput

We also perform an experiment to provide a better insight into how these gNB placements

impact the performance metrics. In the previous experiments, the packet size and packet inter-

arrival time were chosen to load the system just enough to observe its performance in a use case

that needed reliable low-latency communication with good throughput. In this experiment, to better

understand how mmWave coverage and large bandwidths impact the observed throughput, we take

a packet size of 1024 B but with a packet inter-arrival time of 0.1 ms and a UE speed of 20 m/s.

This allows the system to achieve a maximum of up to 80 Mbps throughput. The experiment is

conducted in the 1000 m distance deployment scenario for 50 s such that the UE goes through the
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Figure 3.15: Latency results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 1000 m simulation scenario

entire simulation area length.

Figure 3.16 shows the results for the received throughput and the measured SINR at the UE

for each of the six gNB density scenarios with a packet inter-arrival time of 0.1 ms. As the number

of gNBs increases, the network density increases, and we see a steady improvement in the system’s

throughput. We also see an increase in the throughput and a decrease in the packet loss with an

increase in network density. The SINR plots in Figure 3.16 show the signal strength as measured by

the mobile UE and also show the strong correlation it bears with the received throughput at the UE.

It is observed that in mmWave communication, the signal power decays quite rapidly, and thus, in

the single gNB scenario, the UE is unable to even maintain a connection with the gNB after around
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Figure 3.16: Throughput and SINR with varying number of gNBs in a 5G UDN network

25 s or 500 m. However, when another gNB is added at 1000 m, a slight improvement in the SINR

is seen and, thus, in the UE’s throughput. But, it is also clear that a 1000 m inter-cell distance for

a mmWave base station operating at 28 GHz is not ideal. We see that a steady throughput in this

scenario is achieved by deploying four gNBs or at an inter-gNB distance of 333 m. As the number

of gNBs is increased to up to 6, the throughput increases slightly. The minor dips at the 5s point in

the throughput for the five and six-cell scenarios could possibly be attributed to the first handover

happening too quickly. As the throughput is calculated using a running sum of bytes received by

the UE, an early handover would delay the arrival of packets, thereby decreasing the throughput

momentarily until the packet transfers resume using the second gNB.

We provide the results for the throughput, latency, and packet loss in Table 3.5 with a

packet inter-arrival time of 0.1 ms and a speed of 20 m/s for the 1000 m simulation scenario. It is
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Table 3.5: Throughput, latency, and packet loss with varying number of gNBs and a packet inter-
arrival time of 0.1 ms with a UE speed of 20 m/s for the 1000 m simulation scenario in a UDN
deployment

Number of gNBs Throughput Latency Packet Loss

(Mbps) (ms) (%)

1 18.56 40.61 53

2 39.76 26.93 32

3 51.49 17.09 27

4 73.91 16.59 11

5 77.28 17.73 7

6 79.68 18.64 3

observed that the system with six gNBs is able to achieve throughputs of up to 79.68 Mbps with

a latency of 18.64 ms and a packet loss of 3%, as shown in Table 3.5. The throughput and packet

loss improve with an increase in the deployment density, and the latency is minimum for the four

gNBs case. Thus, it is seen that for achieving the high throughputs expected of 5G networks, a

dense deployment of gNBs, as in UDNs, is necessary. If the number of mmWave gNBs deployed is

less, then a significant dip in the performance is seen not only in the observed throughput but also

in the latency and packet loss.

The low throughput, large packet loss, and high latency that we observe in the results for

one gNB and two gNB deployment cases, especially for the 1000 m and 1500 m scenarios in our

experiments, highlight the challenges for networks operating in the mmWave frequency range. We

also note that this performance can be improved by increasing the gNB deployment density, but

the ideal density also varies and depends on various factors. Larger gNB density also comes with

additional challenges like resource distribution, higher energy consumption, complex interference

patterns, etc. Thus, we next study the results of the NR-DC deployment in the next section.

3.4.3 NR-DC Deployment

The simulations conducted for the UDN-type deployment show that although they are

capable of delivering on the promise of high throughput, they would struggle to meet the latency and
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Table 3.6: Simulation parameters for NR-DC deployments

Parameter Value

mmWave Carrier Frequency 28 GHz

mmWave Bandwidth 100 MHz

Sub-6 GHz Carrier Frequency 2 GHz

Sub-6 GHz Bandwidth 20 MHz

UDP Packet Size 1024 B

UDP Packet Inter-arrival Time 1 ms, 10 ms

reliability bounds of the 5G applications. This is primarily due to the propagation characteristics

in the mmWave frequency range and the fact that UDN deployments are subjected to repeated

handovers that lead to the poor performance. Further, achieving the level of performance expected

of modern 5G networks requires significant investment in new infrastructure and could also lead to

issues like inefficient radio resource sharing. Thus, this section looks into multi-connectivity as a

more effective deployment option that could meet the performance levels expected of 5G networks

without an ultra-dense deployment.

Simulations were conducted to perform a systematic evaluation of our proposed NR-DC

system. The performance of the NR-DC system was evaluated for varying deployment patterns.

We implement the split bearer architecture in our NR-DC deployment. Throughput, latency, and

packet loss were used as metrics to evaluate the performance of the system. In our split bearer

implementation, incoming data packets are split equally among the two bearers, where half of the

packets travel through the master gNB, and the other half uses the secondary gNB. The data is sent

from the core network to the master node first. The master node, based on the splitting policy or

criteria, takes the decision to either pass the packet down to its own sublayers or forward the packet

to the secondary node. The UE has a dual NR stack with two instances of the PHY, MAC, and

RLC layers. The common PDCP layer at the UE is responsible for removing the duplicates and

reordering the PDUs coming from the two RLC layers.

In the NR-DC deployment, the master gNBs operate at a carrier frequency of 2 GHz with a

bandwidth of 20 MHz to provide a more reliable link, especially for mobility scenarios. The secondary
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Figure 3.17: Throughput comparison of NR-DC vs. UDN deployment at different speeds for the 500
m, 1000 m, and 1500 m simulation scenario

gNBs operating at a mmWave carrier frequency of 28 GHz are used to provide a high bandwidth link

of 100 MHz. The path loss scenario considered for our experiments is urban macrocell. The UDP

packet size is 1024 B, and the packet inter-arrival time is 1 ms and 10 ms in the simulations. Three

simulation scenarios are considered for the experiments to show the improvement in performance

by using NR-DC with a sub-6 GHz link in a mmWave deployment that is not dense. In the first

scenario, the coordinates for the master gNBs are (100 m, 300 m) and (400 m, 300 m), and the

coordinates for the secondary gNBs are (100 m, 301 m) and (400 m, 301 m). In this case, the UE

moves from (0 m, 350 m) to a distance of 500 m along the X-axis at varying speeds. In the second

scenario, the coordinates for the master gNBs are (100 m, 300 m) and (900 m, 300 m), and the
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Figure 3.18: Packet loss comparison of NR-DC vs. UDN deployment at different speeds for the 500
m, 1000 m, and 1500 m simulation scenario

coordinates for the secondary gNBs are (100 m, 301 m) and (900 m, 301 m). In this case, the UE

moves from (0 m, 350 m) to a distance of 1000 m along the X-axis at varying speeds. In the third

scenario, the coordinates for the master gNBs are (100 m, 300 m) and (1400 m, 300 m), and the

coordinates for the secondary gNBs are (100 m, 301 m) and (1400 m, 301 m). In this scenario,

the UE moves from (0 m, 350 m) to a distance of 1500 m along the X-axis at varying speeds. The

simulation parameters for NR-DC deployments are shown in Table 3.6.
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Figure 3.19: Latency comparison of NR-DC vs. UDN deployment at different speeds for the 500 m,
1000 m, and 1500 m simulation scenario

3.4.3.1 Performance Comparison of NR-DC with mmWave-based UDN deployment

We conduct experiments to compare the performance of the NR-DC deployment with the

mmWave-based UDN deployment. Figures 3.17a and 3.17b present the throughput results for the

NR-DC and the UDN deployment for mobile UE at different speeds for the 500 m, 1000 m, and

1500 m simulation scenario for packet inter-arrival times of 1 ms and 10 ms, respectively. Figures

3.18a and 3.18b present the packet loss results for packet inter-arrival times of 1 ms and 10 ms,

respectively. Figures 3.19a and 3.19b present the latency results for packet inter-arrival times of 1

ms and 10 ms, respectively.

It is observed that NR-DC gives higher throughput with lower packet loss and lower latency
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than the UDN system due to the simultaneous availability of a mmWave link with a more reliable

sub-6 GHz link. As shown in Figure 3.17a, the NR-DC deployment provides a higher throughput

of 8.18 Mbps in a 1000 m scenario for a UE at 10 m/s with a packet inter-arrival time of 1 ms. For

the same case, the UDN deployment provides a throughput of 8.16 Mbps. It is also observed from

Figures 3.18a and 3.19a that the NR-DC system is able to achieve 0.2% packet loss and a latency

of 3.97 ms for the UE at a speed of 10 m/s with a packet inter-arrival time of 1 ms. In comparison,

the UDN deployment provides a packet loss of 0.41% and a latency of 6.43 ms for a UE at the same

speed. Thus, the system using NR-DC can achieve higher throughput with lower latency and packet

loss as compared to UDN. The NR-DC deployment uses four gNBs, whereas the UDN deployment

uses six gNBs. Thus, using NR-DC, the BS density is lowered by one-third. It is observed from the

simulations that in a single link system operating in the mmWave band, the signal power decays

quite rapidly, and thus, the UE is unable to maintain a steady connection with the mmWave gNBs.

But, when the master gNB in the sub-6 GHz range is used along with the secondary gNB in the

mmWave range, a reliable connection to the UE is ensured throughout the simulation. Thus, NR-DC

enables 5G NR networks to meet the requirements of high throughput as well as reliable low latency

applications. It is seen in the NR-DC system that as the deployment area decreases, the throughput

increases, and the packet loss and latency decrease due to improved coverage. We also observe that

the throughput decreases while the packet loss and the end-to-end latency increase with an increase

in speed. Thus, it is seen that using NR-DC, high throughput with low latency can be achieved for

different levels of UE mobility.

3.4.3.2 Real-world NR-DC deployment Scenario

Along with the linear deployment scenarios, we also conduct simulations for more realistic

city deployment scenarios. The goal of these sets of experiments is to analyze and evaluate the NR-

DC deployment architecture in environments with more complex signal propagation characteristics

and interference patterns. As a result, to simulate such conditions, we use the urban macrocell path

loss model from 3GPP specifications that have been created specifically for such scenarios. We also

aim to study the variation in the performance of NR-DC deployment as we increase the number

of master and secondary cells. Thus, six simulation scenarios are considered for the experiments

using NR-DC deployment. Like in the earlier deployments, the master gNBs operate in the sub-6

GHz range, and the secondary gNBs operate in the mmWave range. We list the six scenarios in
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detail below and can classify them into two broad deployment strategies. In the first three scenarios,

we deploy two master gNBs with two secondary gNBs, whereas, in the next three scenarios, three

master gNBs with three secondary gNBs are considered. The positions of the gNBs are chosen to

provide a uniform deployment based on the simulation area and the number of gNBs that are being

deployed. The UDP packet size is 1024 B, and the packet inter-arrival time is 1 ms and 10 ms in

the simulations.

1. In the first scenario, the coordinates for the master gNBs are (125 m, 125 m) and (375 m, 375

m), and the coordinates for the secondary gNBs are (125 m, 126 m) and (375 m, 376 m). In

this scenario, the UE moves from (0 m, 250 m) to a distance of 500 m along the X-axis at

varying speeds.

2. In the second scenario, the coordinates for the master gNBs are (250 m, 250 m) and (750 m,

750 m), and the coordinates for the secondary gNBs are (250 m, 251 m) and (750 m, 751 m).

In this case, the UE moves from (0 m, 500 m) to a distance of 1000 m along the X-axis at

varying speeds.

3. In the third scenario, the coordinates for the master gNBs are (375 m, 375 m) and (1125 m,

1125 m), and the coordinates for the secondary gNBs are (375 m, 376 m) and (1125 m, 1126

m). In this scenario, the UE moves from (0 m, 750 m) to a distance of 1500 m along the X-axis

at varying speeds.

4. In the fourth scenario, the coordinates for the master gNBs are (83 m, 125 m), (250 m, 375

m), and (416 m, 125 m), and the coordinates for the secondary gNBs are (83 m, 126 m), (250

m, 376 m), and (416 m, 126 m). In this case, the UE moves from (0 m, 250 m) to a distance

of 500 m along the X-axis at varying speeds.

5. In the fifth scenario, the coordinates for the master gNBs are (166 m, 250 m), (500 m, 750 m),

and (833 m, 250 m), and the coordinates for the secondary gNBs are (166 m, 251 m), (500 m,

751 m), and (833 m, 251 m). In this case, the UE moves from (0 m, 500 m) to a distance of

1000 m along the X-axis at varying speeds.

6. In the sixth scenario, the coordinates for the master gNBs are (250 m, 375 m), (750 m, 1125

m), and (1250 m, 375 m), and the coordinates for the secondary gNBs are (250 m, 376 m),
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Figure 3.20: Throughput comparison for NR-DC deployments at different speeds for the 500 m,
1000 m, and 1500 m simulation scenarios

(750 m, 1126 m), and (1250 m, 376 m). In this case, the UE moves from (0 m, 750 m) to a

distance of 1500 m along the X-axis at varying speeds.

Figures 3.20a and 3.20b show the throughput results for mobile UE at different speeds in

NR-DC deployment using two master gNBs with two secondary gNBs and using three master gNBs

with three secondary gNBs, for a packet inter-arrival times of 1 ms and 10 ms, respectively. The UE

traverses a distance of 500 m, 1000 m, and 1500 m. Figures 3.21a and 3.21b show the packet loss

results, and Figures 3.22a and 3.22b show the latency results for a packet inter-arrival times of 1 ms

and 10 ms, respectively. It can be consistently seen that NR-DC performs very well in a city-style

environment as well, given the tougher operational conditions that are not ideal for mmWave-based
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Figure 3.21: Packet loss comparison for NR-DC deployments at different speeds for the 500 m, 1000
m, and 1500 m simulation scenarios

wireless networks. Even when the simulation area is expanded to 1500 m, a deployment of just four

gNBs (two sub-6 GHz combined with two mmWave) is able to provide consistent throughput with

a maximum latency of around 11.95 ms for a packet inter-arrival time of 1 ms and 10.35 ms for a

packet inter-arrival time of 10 ms. Similarly, packet loss is observed to be around 5.57% for a packet

inter-arrival time of 1 ms and around 4.44% for a packet inter-arrival time of 10 ms. We observe

that when the NR-DC deployment density is increased, there is an improvement in the performance

as well. A deployment of six gNBs (three sub-6 GHz combined with three mmWave) is able to

provide consistent throughput with an improved maximum latency of around 11.14 ms for a packet

inter-arrival time of 1 ms and 9.93 ms for a packet inter-arrival time of 10 ms. Similarly, packet loss
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Figure 3.22: Latency comparison for NR-DC deployments at different speeds for the 500 m, 1000
m, and 1500 m simulation scenarios

is observed to have decreased to 4.42% for a packet inter-arrival time of 1 ms and 3.89% for a packet

inter-arrival time of 10 ms.

Thus, NR-DC significantly improves the performance of next-generation 5G networks with

lesser resources and shows great potential for achieving high throughput and ultra-reliable low

latency communication, which are critical for emerging applications.
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Chapter 4

Reliable Network Design using

Multi-connectivity

In this chapter, we discuss reliable network design using multi-connectivity by looking into

the architecture and protocol stacks. Section 4.1 describes the problems and challenges in achieving

high reliability and low latency in 5G networks. Section 4.2 discusses the specifics of the proposed

NR-DC architecture that supports packet duplication and its optimization. Section 4.3 presents

the performance metrics and evaluates the performance of the system using multi-connectivity with

packet duplication.

4.1 The Reliability Problem

Ultra-reliable low latency communication needs to fulfill the stringent requirements for high

reliability with low latency for supporting mission-critical applications. However, research so far has

not been to fully meet these requirements, and achieving these demanding needs remains an open

challenge. Although mmWave bands have the potential to provide high data rates, they suffer from

high path losses and are subject to blockages. Moreover, current handover mechanisms designed

for sub-6 GHz frequency-based networks suffer from interruptions and may also fail during the

procedure. On the other hand, 5G URLLC applications demand high reliability and cell handover

latency very close to zero milliseconds. In comparison, LTE system-based cellular networks have
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an allowed handover latency of about 30-60 milliseconds. The complexity of the problem further

increases for mobility scenarios due to the occurrence of frequent handovers, link establishments, etc.,

in dense network deployments. Thus, it results in lower reliability and higher latency in mmWave-

based 5G networks. Hence, it is critical to develop techniques that satisfy these requirements without

increasing the network complexity.

The 5G NR supports flexible numerology with various sub-carrier spacings and mini-slots

for achieving URLLC. The reliability requirements in cellular networks are traditionally satisfied at

the RLC and MAC layers using the ARQ and HARQ retransmission techniques. Although these

techniques help in achieving a certain reliability level, the resulting latency due to retransmissions ex-

ceeds the sub-millisecond latency requirements for most of the URLLC use cases. Multi-connectivity

involving simultaneous connectivity to multiple radio access technologies or multiple bands provides

a way to improve the reliability for 5G deployments [67]. The system performance is enhanced as

there are multiple simultaneous links between the UE and the base stations for data transfer. It

also improves the latency as the number of handovers decreases along with the time needed for link

establishment, etc. The aim is to decrease the packet failure probability by generating multiple

instances of a packet and transmitting them simultaneously over different uncorrelated channels.

4.1.1 Reliability Enhancement using Packet Duplication

There has been a lot of research work done, and many different packet duplication strate-

gies have been explored. Packet duplication at the physical layer is not effective as using CoMP

or multi-TRP-based approaches like joint transmission requires a high degree of synchronization

between transmission-reception points that make the network deployment costlier. Similarly, MAC

layer aggregation requires synchronization in time, and frequency domain between the gNBs [35],

which leads to higher network complexity. RLC layer integration is also challenging due to the

lack of synchronicity across PHY and MAC layers as well as between RLC layers of the different

gNBs. For duplication at the RLC layer, segmentation and reassembly of data units must be per-

formed. However, this is difficult as this requires the RLC layer to know PHY layer information,

like scheduling decisions in terms of resource blocks for the next upcoming TTI. Further, applying

common synchronized scheduling functions to get around this would only result in an additional

processing delay.

Packet duplication at the PDCP layer undergoes independent processing at each base station
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and requires lesser coordination between TRPs, leading to lower network deployment and computa-

tional costs. The duplicated packets may be transmitted at different time instants, using different

radio resources, and with different modulation and coding schemes. Packet duplication provides

high reliability with no additional latency when compared to other techniques like HARQ, CoMP

transmissions, multi-TRP schemes, etc.

Multi-connectivity technique has been extended as a reliability enhancement solution using

packet duplication by 3GPP in 5G NR standards [8]. The new duplication function has been incor-

porated at the PDCP layer that performs the duplication and detection of PDUs [12]. Reliability can

be improved by allowing data or packet duplication in which the same data packet is independently

transmitted through two different base stations using two different radio links. The PDCP layer

performs the duplication of PDUs, and the duplicate PDUs are detected based on common sequence

numbers and removed at the receiving PDCP entity in the UE.

4.1.2 Optimizing Packet Duplication for Efficient Radio Resource utiliza-

tion

Even though packet duplication improves the reliability of the system, it also increases the

radio resource usage due to the transmission of redundant packets. Sending multiple instances of

the data message on different links occupies more radio resources as compared to sending only one

instance using a single link. Balancing the trade-offs between reliability and radio resource utilization

in these cellular networks is an open challenge. To achieve this, it is necessary to dynamically

control the activation of packet duplication in certain scenarios when channel conditions are typically

unfavorable. Thus, it is critical to enhance the system for achieving high reliability along with good

radio resource utilization. In this work, we propose an enhancement to the packet duplication feature

for efficient radio resource utilization by looking into different UE parameters. These parameters

are the distance of the UE from the gNB, the velocity of the UE, and the RSSI levels.
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Figure 4.1: System Model for 5G NR-DC Deployment with Packet Duplication

4.2 System Model for the NR-DC Architecture with Packet

Duplication

Our proposed architecture of an NR-DC deployment with packet duplication is shown in

Figure 4.1. We deploy an NR-DC architecture with the master node as a 5G NR macrocell operating

in the sub-6 GHz frequency and the secondary node as a 5G NR small cell operating in the mmWave

range. The UE is capable of simultaneously connecting to both the master node and the secondary

node, which are interconnected via an Xn/X2 interface. The master nodes are connected to the core

network and facilitate the secondary node selection and the dual connectivity configuration based

on the reported UE channel measurements. In this work, we have set up packet duplication in an

NR-DC deployment and consider a downlink scenario.

Figure 4.2 and Figure 4.3 show the packet duplication process and its optimization at the

sender and the receiver, respectively. When a packet from the 5G core network arrives at the master

gNB, the gNB checks if packet duplication is enabled. The decision to perform packet duplication is

handled by the network and can potentially be based on many factors. These factors could include
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Figure 4.2: Packet Duplication Process at the Sender

distance, velocity, RSSI, type of data traffic, network capacity, UE location, and UE eligibility based

on policy, among others. If duplication is not enabled, then the gNB handles the packet like any

other and passes it down its protocol stack for transmission.

However, if packet duplication is enabled, the gNB next checks whether packet duplication

optimization is being done. In this work, three types of packet duplication optimization are con-

sidered. In the first case, the distance of the UE from the gNB is considered for optimization, and

packet duplication is done if the distance exceeds the distance threshold. For the second case, the

velocity of the UE is used for optimization, and packet duplication is done if the velocity exceeds the
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Figure 4.3: Packet Duplication Process at the Receiver

velocity threshold. In the third case, the RSSI level reported by the UE to the gNBs is considered

for optimization, and packet duplication is done if the RSSI level is below the RSSI threshold. If

packet duplication optimization is not being done, then the gNB duplicates the packets. But, if

packet duplication optimization is being done, the master gNB compares the relevant statistic with

the pre-set threshold. If the duplication criteria are not met, then it implies that based on the set

threshold, it can be assumed that the link between the secondary gNB and the UE is good enough for

data transmission. In such a case, our design uses only the high throughput, low latency mmWave

link at the secondary node, assuming the link is strong and can sustain these transmissions. But if

the duplication criteria is met, then the master node starts duplicating the incoming PDUs to be

sent using both the master node and the secondary node. Apart from sending one of the incoming

PDUs to its own RLC layer, the PDCP layer of the master node sends the duplicate PDU to the

secondary node via the X2/Xn interface. The duplicated PDUs go through independent scheduling

and transmissions at the lower layers on each node.
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At the receiver side, the dual-connectivity capable UE must be informed by the network

whether packet duplication has been enabled and active during that PDU session. When active,

the PDCP layer in the UE is responsible for in-order delivery and forwards the first successfully

received PDU to the higher layers while discarding any duplicates that arrive later. The duplication

process is implemented using PDCP sequence numbers where the duplicate of a PDU carries the

same sequence number as the original. The receiving PDCP entity uses these sequence numbers to

detect and remove any duplicates.

4.3 Evaluation

5G networks face challenges to meet the stringent latency and reliability bounds of emerging

applications. Thus, this section looks into multi-connectivity with packet duplication as a solution

to meet the performance levels expected of 5G networks. We evaluate the performance of the

NR-DC system with packet duplication under various mobility scenarios for high throughput and

reliable low latency communication. We consider an NR-NR-DC system with the master node

operating at 2 GHz and the secondary node operating in the mmWave range at 28 GHz. We

conduct experiments to study and evaluate the performance of the proposed network architecture and

protocols. Throughput, latency, and packet loss are used as metrics to evaluate the performance of

the system. To highlight the improvement, we compare the performance of the NR-DC architecture

using packet duplication with the single-connectivity architecture operating at 2 GHz and 28 GHz

and the NR-DC split bearer architectures. Finally, we evaluate the different optimization techniques

for performing selective duplication. Along with the performance metrics such as the throughput,

latency, and packet loss, we also consider a novel statistic that represents the level of redundancy

introduced in the system to achieve that performance. We use the packet duplication ratio (PDR)

as a metric to evaluate the packet duplication optimization feature and measure the improvement

in radio resource utilization. PDR is measured as the ratio of the number of extra packets that the

master and the secondary gNBs transmit to the number of packets that the server generates for

transmission. We conduct experiments with different threshold values and speeds to evaluate our

packet duplication and optimization schemes. Three user mobility patterns are considered for the

experiments. In high mobility cases, the speed of the users is set to 40 m/s. The speed of the users

in the medium mobility pattern is set to 20 m/s and 30 m/s. For the slow mobility scenario, the
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speed of the users is set to 10 m/s. The end-to-end 5G simulation networks shown in this section are

designed and implemented using Simu5G. We study the performance of this system by simulating

the data plane of an end-to-end 5G network that transmits packets from a remote server to a mobile

UE that is running the client application. The server is connected to the 5G core represented by the

UPF via a router, as shown in Figure 4.1. The UPF then sends these data packets to the connected

master gNB in the network, which then delivers the packet to the UE.

4.3.1 NR-DC with Packet Duplication

Simulations were designed to perform a systematic evaluation of our proposed system. Per-

formance comparisons were conducted between systems using single-connectivity (SC) sub-6 GHz

link at 2 GHz, single-connectivity mmWave link at 28 GHz, NR-DC with split bearer (NR-DC SB),

and NR-DC with packet duplication (NR-DC PD).

In the NR-DC deployment, the master gNBs operate at a carrier frequency of 2 GHz with a

bandwidth of 20 MHz to provide a more reliable link, especially for mobility scenarios. Additionally,

the secondary gNBs operating at a mmWave carrier frequency of 28 GHz are used to provide a

high bandwidth link of 100 MHz. The path loss scenario considered for our experiments is urban

macrocell. The UDP packet size is 1024 B, and the packet inter-arrival time is 1 ms and 10 ms

in the simulations. The packet size allows us to measure the performance of the network for an

application type that requires a steady throughput along with high reliability and low latency. The

two packet inter-arrival times of 1 ms and 10 ms allow us to measure performance for two different

network load scenarios. Two simulation scenarios with linear deployment distances of 1000 m and

1500 m are considered for the experiments to show the improvement in reliability and latency by

using NR-DC PD with a sub-6 GHz link and a mmWave deployment that is not dense. In the first

scenario, the coordinates for the master gNBs are (100 m, 300 m) and (900 m, 300 m), and the

coordinates for the secondary gNBs are (100 m, 301 m) and (900 m, 301 m). In this case, the UE

moves from (0 m, 350 m) to a distance of 1000 m along the X-axis at varying speeds. In the second

scenario with the 1500 m deployment, the coordinates for the master gNBs are (100 m, 300 m) and

(1400 m, 300 m), and the coordinates for the secondary gNBs are (100 m, 301 m) and (1400 m, 301

m). In this scenario, the UE moves from (0 m, 350 m) to a distance of 1500 m along the X-axis at

varying speeds. The simulation parameters for NR-DC PD deployments are shown in Table 4.1.

We use a similar and comparable deployment architecture for the other deployments. In
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Table 4.1: Simulation parameters for NR-DC PD deployments

Parameter Value

mmWave Carrier Frequency 28 GHz

mmWave Bandwidth 100 MHz

Sub-6 GHz Carrier Frequency 2 GHz

Sub-6 GHz Bandwidth 20 MHz

UDP Packet Size 1024 B

UDP Packet Inter-arrival Time 1 ms, 10 ms

the 2 GHz deployment and the 28 GHz deployment, we deploy two gNBs each at the points where

we deploy the master gNB in the NR-DC PD deployment. Similarly, the bandwidth for the 2

GHz deployment was taken as 20 MHz, and for the 28 GHz mmWave deployment, it was taken as

100 MHz. These settings basically allow us to measure the effect of a master-only and secondary-

only deployment. For the NR-DC split bearer deployment, the gNB placements, frequencies, and

bandwidths were the same as the NR-DC PD deployment described in the previous paragraph.

4.3.1.1 Results for the 1000 m scenario

Figures 4.4a and 4.4b show the throughput results for a mobile UE at different speeds in

single-connectivity (single link at 2 GHz and single link at 28 GHz), NR-DC with split bearer, and

NR-DC with packet duplication architectures when the UE traverses a distance of 1000 m for packet

inter-arrival times of 1 ms and 10 ms. Similarly, Figures 4.5a and 4.5b show the packet loss results

for packet inter-arrival times of 1 ms and 10 ms, respectively. Figures 4.6a and 4.6b show the latency

results for packet inter-arrival times of 1 ms and 10 ms, respectively.

Throughput: The throughput results in Figure 4.4 show that using only a 28 GHz link gives

significantly lower throughput compared to all other deployments. As shown in Figure 4.4a, the

NR-DC PD architecture provides a higher throughput of 8.19 Mbps when compared to the single

mmWave link, which provides 5.99 Mbps for a UE at 40 m/s with a packet inter-arrival time of 1

ms. The reason for this dip is the amount of packets that were lost in transmission due to the poor

propagation characteristics of the mmWave frequency range. Even though the mmWave link, when
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Figure 4.4: Throughput comparison of single link at 2 GHz, single link at 28 GHz, NR-DC SB, and
NR-DC PD at different speeds for the 1000 m scenario

strong, is able to deliver the incoming packets fast but once the UE goes out of the mmWave gNB

coverage area, it struggles to deliver.

We also observe that the throughput results for the other three deployments are similar and

close to each other. Out of these three, the split bearer deployments perform the worst, followed

by the 2 GHz deployment, and the packet duplication-based deployment gives the best throughput.

This is because the split bearer architecture tries to utilize the 28 GHz mmWave channel to deliver

half of the packets. Some of these packets are lost during low coverage, and this leads to the low

throughput. We see similar trends for throughput in Figure 4.4b for the 10 ms scenario as well.
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Figure 4.5: Packet loss comparison of single link at 2 GHz, single link at 28 GHz, NR-DC SB, and
NR-DC PD at different speeds for the 1000 m scenario

Packet Loss: It is observed from Figure 4.5 that the packet loss for the single link at 28 GHz is

very high. We see that for a UE at 40 m/s, there is a packet loss of 26.93% as shown in Figure 4.5a

for the packet inter-arrival time of 1 ms, whereas it is 0.002% for NR-DC PD. The reason for the

high packet loss for the single link at 28 GHz is the poor propagation characteristic of the mmWave

range. However, we see that the split bearer architecture is able to perform better even though

we set up the experiment to transfer half of the packets through either channel. The reason for

such results is that in the split bearer architecture, the mmWave link is used only when there is a

secondary attached to the UE. This means that only the packets that arrive at the secondary node

just after UE enters a poor coverage area and prior to the UE detaching itself from the secondary
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node are in danger of being dropped. Moreover, some of these packets are stored in the buffers and

eventually delivered.

Also, even though we see that the throughputs for the NR-DC PD and 2 GHz deployments

are comparable, the packet loss for the 2 GHz deployment is comparatively larger, as seen in the 1 ms

packet inter-arrival time scenario. For the 10 ms scenario, the packet loss for both the deployments

is zero as the network load is lower in the case of 10 ms. The spectrum at sub-6 GHz is limited,

and hence only 20 MHz bandwidth is assigned to the 2 GHz deployment, which results in a lack of

resources to schedule packets and eventually leads to buffer overflow and drops during low coverage.

On the other hand, due to the availability of large swaths of spectrum in the mmWave range, 100

MHz is assigned to the 28 GHz frequency in NR-DC PD. The result of this is that mmWave channels

are able to schedule more packets in each transmission, and hence if there are packets in the MAC

buffer waiting to be scheduled, then they are cleared much faster, which results in a decrease in the

latency and packet loss.

Latency: The latency results are shown in Figure 4.6. It is observed that the system using packet

duplication is able to achieve a latency of 2.48 ms for the UE at a speed of 40 m/s with a packet

inter-arrival time of 1 ms. In comparison, the single link at 28 GHz provides a latency of 26.99 ms

for a UE at the same speed. The poor propagation statistics of mmWave frequencies lead to longer

delivery delays for packets that have to wait in the mmWave gNB buffers before getting delivered.

As a result, we see the worst latency for the single link at 28 GHz deployment. We see that the

next worst latency is observed in the single link at 2 GHz deployment. However, the reason for this

is the lack of resources in the 2 GHz range. Even though the coverage is better in this range but

occasionally, in low coverage areas, packets are backed up in the buffer leading to delays. This is

especially seen when the network load is higher, like in the case of the packet inter-arrival time of 1

ms.

The split bearer deployments result in lower latency than the single link at 2 GHz because

when the mmWave link is strong, packets are delivered faster. But, in low coverage areas, some

of the packets that were being attempted to be delivered using the mmWave link get stuck in the

secondary gNB buffer, which results in higher latency. However, the latency improves in NR-DC

PD deployments as these packets can now be transmitted using the 2 GHz link.
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Figure 4.6: Latency comparison of single link at 2 GHz, single link at 28 GHz, NR-DC SB, and
NR-DC PD at different speeds for the 1000 m scenario

4.3.1.2 Results for the 1500 m scenario

Figures 4.7, 4.8, and 4.9 show the corresponding performance metric results for the 1500 m

simulation scenario.

Throughput: With a larger coverage area, the throughput of the single link at 28 GHz is degraded

further, as can be seen in Figures 4.7a and 4.7b. We see a significant drop in throughput which is

also reflective of the packet loss that we observe. Similarly, we also observe a dip in the throughput

in the split bearer deployment, which is a result of the poorer mmWave coverage. The throughput

numbers for the single link at 2 GHz deployment are very similar for 1500 m and 1000 m. The
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Figure 4.7: Throughput comparison of single link at 2 GHz, single link at 28 GHz, NR-DC SB, and
NR-DC PD at different speeds for the 1500 m scenario

NR-DC PD deployment, thus, is able to take advantage of both the links and delivers the best

throughput overall.

Packet Loss: We see a similar trend in packet loss as well from Figures 4.8a and 4.8b. However,

the loss for 28 GHz deployment and split bearer deployment are worse for the 1500 m scenario as

compared to the 1000 m scenario. We see a minor increase in loss for the 2 GHz deployment and the

NR-DC PD deployment. This is expected as the larger simulation area leads to more low coverage

spots and, thus, higher losses.
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Figure 4.8: Packet loss comparison of single link at 2 GHz, single link at 28 GHz, NR-DC SB, and
NR-DC PD at different speeds for the 1500 m scenario

Latency: It is seen from Figures 4.9a and 4.9b that latency increases for the single link at 28 GHz

deployment and split bearer deployment in the 1500 m scenario as compared to the 1000 m scenario.

This is caused by the low mmWave coverage due to poor propagation characteristics. The rise in

latency is not as pronounced in the case of the single link at 2 GHz and NR-DC PD deployments.

Overall we notice that NR-DC PD gives higher throughput with lower packet loss and lower

latency than both the SC links and the NR-DC SB architecture due to the simultaneous availability

of a mmWave link with a more reliable sub-6 GHz link. The adverse effect of mmWave propagation

issues is mitigated by duplicating the same packets and transmitting them using the sub-6 GHz link.

NR-DC PD is also able to utilize the benefits of larger available bandwidths in the mmWave range
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Figure 4.9: Latency comparison of single link at 2 GHz, single link at 28 GHz, NR-DC SB, and
NR-DC PD at different speeds for the 1500 m scenario

when the link is strong.

4.3.1.3 Impact of low coverage on packet Duplication

Figures 4.10a and 4.10b present the comparison of NR-DC PD at different speeds with

packet inter-arrival times of 1 ms and 10 ms for the 1000 m and 1500 m scenarios. It is observed

that the latency and packet loss increase with speed. We observe that by using the same number

of gNBs in a larger 1500 m area leads to a much larger latency. We see that the latency for the

1000 m scenario for a packet inter-arrival time of 1 ms is smaller than the latency observed for the

1500 m scenario for a packet inter-arrival time of 10 ms. We also notice that the packet loss for the
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Figure 4.10: Comparison of NR-DC PD at different speeds with packet inter-arrival times of 1 ms
and 10 ms for the 1000 m and 1500 m scenario

low network load scenario is zero in NR-DC PD. This increases as the load is increased and is even

larger for the 1500 m scenario. We also observe that the packet loss and the end-to-end latency for

SC, NR-DC PD, and NR-DC SB architectures increase with an increase in speed. Thus, it is seen

that using NR-DC PD, very low latency for different levels of UE mobility can be achieved while

maintaining high reliability.

Thus, the system using packet duplication is able to achieve higher throughput with lower

latency and packet loss as compared to a single link or split bearer architecture. It is observed

from the simulations that in a single link system operating in the mmWave band, the signal power

decays quite rapidly, and thus, the UE is unable to maintain a steady connection with the mmWave
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Table 4.2: Simulation parameters for NR-DC PD deployments using packet duplication optimization

Parameter Value

mmWave Carrier Frequency 28 GHz

mmWave Bandwidth 40 MHz

Sub-6 GHz Carrier Frequency 2 GHz

Sub-6 GHz Bandwidth 10 MHz

UDP Packet Size 1024 B

UDP Packet Inter-arrival Time 10 ms

gNBs. But, when the master gNB in the sub-6 GHz range is used with packet duplication, a reliable

connection to the UE is ensured throughout the simulation. Thus, NR-DC PD enables 5G NR

networks to meet the requirements of high throughput as well as reliable low latency applications.

4.3.2 Optimization of Packet Duplication

This section looks at ways to minimize the effect of packet duplication on radio resource

utilization and identifies ways of improving it without sacrificing the performance. System evaluation

of the NR-DC packet duplication model is conducted for full duplication (FD), where each and every

packet is duplicated and then compared with results obtained from different optimization techniques.

As UEs current position would be one of the important metrics to collect for any gNB, we first

evaluate a distance-based optimization. The distance information collected over time can be used

by the gNB to calculate the velocity of the UE, which is the basis of our second form of optimization.

Finally, the RSSI level reported from the UE is used by the gNB to decide if duplication should

be done as part of the third RSSI-based optimization method. Experiments are conducted with

different duplication thresholds for a mobile UE using simulation parameters as shown in Table 4.2.

As the primary goal of analysis in this section was to evaluate the optimization methods and how

they impact the reliability of the network, 1024 B UDP packets arriving every 10 ms are considered.

The performance of RSSI-based optimization is also shown with a packet inter-arrival time of 1 ms.
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Table 4.3: Latency, packet loss, and PDR using distance-based optimization for a packet size of
1024 B and packet inter-arrival time of 10 ms for the 1000 m simulation scenario

Threshold Latency Packet Loss PDR

(m) (ms) (%) (%)

Speed (m/s) Speed (m/s) Speed (m/s)

10 20 30 40 10 20 30 40 10 20 30 40

FD 4.58 4.59 4.60 4.63 0.00 0.00 0.00 0.00 100 100 100 100

150 4.82 4.89 4.98 4.99 0.00 0.00 0.00 0.00 51.69 51.79 51.72 51.60

200 4.98 5.00 5.05 5.14 0.00 0.00 0.00 0.00 41.25 41.43 41.33 41.18

250 5.29 5.39 5.51 5.57 0.00 0.00 0.01 0.01 31.10 30.98 31.10 30.80

300 5.49 5.58 5.64 5.65 0.00 0.01 0.01 0.01 20.87 21.98 20.91 24.03

350 5.57 5.70 5.80 5.84 0.01 0.01 0.02 0.01 10.69 13.55 14.14 15.13

400 5.87 5.95 6.02 6.24 0.01 0.01 0.02 0.03 1.31 5.19 7.22 10.08

4.3.2.1 Distance-based Optimization

The performance of a mmWave network, to a large extent, is dependent on the distance of

the UE from serving gNB due to the high path loss characteristics of high frequency signals. Hence,

there is a higher probability that the UEs that are farther away from the gNB would be more in need

of a secondary connection. As a result, the first level of optimization in the simulation was based

on the distance of the UE from the gNB. Tables 4.3 and 4.4 give the performance of the system

using distance-based optimization for simulation scenarios of 1000 m and 1500 m, respectively.

Latency, packet loss, and PDR results are shown for various distance thresholds and at different

mobility speeds. We start with a minimum threshold of 150 m as our previous study has shown

that mmWave links stay strong at least for up to 150 m. As we perform the experiment for a linear

deployment in the 1000 m scenario, we use a threshold from 150 m up to 400 m. A threshold of 450

m with gNBs placed at 100 m and 900 m points on the x-axis would always result in zero duplication.

Similarly, for the 1500 m scenario, we use a distance threshold from 150 m up to 650 m.

From the results, we observe that as the distance threshold decreases, the latency and
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Table 4.4: Latency, packet loss, and PDR using distance-based optimization for a packet size of
1024 B and packet inter-arrival time of 10 ms for the 1500 m simulation scenario

Threshold Latency Packet Loss PDR

(m) (ms) (%) (%)

Speed (m/s) Speed (m/s) Speed (m/s)

10 20 30 40 10 20 30 40 10 20 30 40

FD 4.75 4.84 4.91 4.93 0.00 0.00 0.00 0.01 100 100 100 100

150 4.86 4.96 5.04 5.15 0.00 0.00 0.01 0.01 67.78 67.84 67.79 67.72

200 5.28 5.45 5.64 5.89 0.00 0.00 0.01 0.03 60.90 60.92 60.97 60.78

250 5.48 5.77 6.10 6.34 0.00 0.01 0.14 0.19 54.06 53.98 54.19 53.88

300 5.81 6.03 6.37 6.82 0.01 0.11 0.35 0.45 47.27 47.36 47.38 47.45

350 6.25 6.65 6.92 7.37 0.33 0.41 0.64 0.73 40.47 40.37 40.60 40.51

400 6.81 7.15 7.52 7.89 0.68 0.86 1.04 1.22 33.80 33.69 33.83 33.60

450 7.76 8.25 8.49 8.76 0.90 1.09 1.59 1.94 27.02 27.06 27.13 27.20

500 8.51 8.90 9.06 9.17 1.43 1.62 1.89 2.08 21.65 21.33 21.81 21.80

550 9.03 9.32 9.52 9.87 2.35 2.70 3.26 3.43 13.68 13.74 13.83 13.94

600 9.27 9.98 10.08 10.53 2.45 2.88 3.84 3.90 8.96 9.23 10.28 10.74

650 9.99 10.32 11.10 11.91 2.65 3.15 4.16 4.29 2.73 2.92 3.08 3.26

reliability of the system improve. We see very low packet loss from Table 4.3 for the 1000 m scenario

irrespective of the threshold, as the UE stays within the mmWave base station range. The effect

of packet duplication and the optimization can be more clearly seen by looking at the packet loss

results in Table 4.4 because in the 1500 m scenario, there is a significant loss of mmWave coverage

in the UE’s path. We also notice as the set threshold is decreased, more packets are duplicated, as

is reflected in the PDR values, and this, in turn, results in an improvement in both the latency and

reliability of the system.

We also show the distance-based optimization results of packet duplication in the form of

latency, packet loss, and packet duplication ratio plots. We plot the results for the 1000 m scenario
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Figure 4.11: Comparison of results for distance-based optimization in NR-DC PD with packet inter-
arrival time of 10 ms for the 1000 m scenario (0 m point on the x-axis represents full duplication)
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Figure 4.12: Comparison of results for distance-based optimization in NR-DC PD with packet inter-
arrival time of 10 ms for the 1500 m scenario (0 m point on the x-axis represents full duplication)

in Figure 4.11 and for the 1500 m scenario in Figure 4.12. In each of the figures, we plot the average

of the corresponding metric that has been taken over all the four UE mobility cases. We also show

in the figures the maximum and minimum of that metric for the corresponding threshold value. We

observe that as the threshold is increased, we duplicate less, as is reflected in the decrease in PDR

values. We note here that the 0 m distance threshold is used to represent full duplication. We

observe that by simply using a distance threshold of 150 m, we can reduce the duplication of packets

by almost 50% in the case of the 1000 m scenario and by around 32% in the 1500 m scenario. More
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importantly, we note that in the 1000 m scenario, this reduction does not affect the packet loss when

compared to full duplication, and the packet loss stays at 0% with only a slight rise in latency. We

observe similar results for the 1500 m scenario as well. If a system is capable of handling the minor

increase in the latency, then by using a distance-based optimization, the network could save up to

50% radio resources.

4.3.2.2 Velocity-based Optimization

An important factor that impacts the path loss and interference in high frequency mmWave

signals is the velocity of the UE. High velocity also could mean that the UE has a greater probability

of moving out of the mmWave base station’s coverage area. Thus, the second form of optimization

is based on the UE velocity. The velocity of the UE is calculated in regular intervals by the gNB

using the distance and time information provided to it by the UE. The results for the simulation

using velocity-based optimization for simulation scenarios of 1000 m and 1500 m are shown in

Tables 4.5 and 4.6, respectively. Latency, packet loss, and PDR results are shown for various

velocity thresholds in each scenario. UE mobility pattern for this experiment is chosen based on

the RandomWaypointMobility model, where the UE moves in random line segments. For each line

segment, a random destination position is selected that is distributed uniformly over the simulation

constraint area. For our simulations, the Y-axis constraint was taken as 500 m. The model also

chooses a random speed for the UE to reach this randomly selected destination. For this simulation,

the speed is taken as a uniform random variable between 1 m/s and 50 m/s. As a result, the velocity

thresholds were selected to be from 5 m/s to 45 m/s at intervals of 10 m/s.

Results shown in Tables 4.5 and 4.6 show that more packets are duplicated at lower velocity

thresholds, but this also improves the latency and packet loss. It is observed that duplication results

in significant improvements in the network’s performance for both scenarios. We also show the

velocity-based optimization results of packet duplication in the form of latency, packet loss, and

packet duplication ratio plots for the 1000 m and 1500 m scenarios in Figure 4.13. The results of

the velocity-based optimization and the distance-based optimization show that techniques based on

these UE attributes could significantly improve the performance.
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Table 4.5: Latency, packet loss, and PDR using velocity-based optimization for a packet size of
1024 B and packet inter-arrival time of 10 ms for the 1000 m simulation scenario

Threshold Latency Packet Loss PDR

(m/s) (ms) (%) (%)

FD 4.75 0.00 100.00

5 5.64 0.00 96.73

15 6.47 0.24 28.92

25 7.94 3.35 22.89

35 9.54 4.25 12.69

45 10.52 4.50 2.23

Table 4.6: Latency, packet loss, and PDR using velocity-based optimization for a packet size of
1024 B and packet inter-arrival time of 10 ms for the 1500 m simulation scenario

Threshold Latency Packet Loss PDR

(m/s) (ms) (%) (%)

FD 5.71 0.00 100.00

5 6.27 0.22 64.83

15 7.47 0.45 21.72

25 8.39 3.49 15.53

35 10.21 5.77 8.00

45 11.77 7.13 0.73
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Figure 4.13: Comparison of results for velocity-based optimization in NR-DC PD with packet inter-
arrival time of 10 ms for the 1000 m and 1500 m scenario (0 m point on the x-axis represents full
duplication)

4.3.2.3 RSSI-based Optimization

It is clear from the results in the previous sections that for ideal performance, UE charac-

teristics need to be used that incorporate multiple variables. One approach to do this would be to

use all these variables together with weights assigned to each variable. Finding the correct weights

would be complex and unnecessary, as we could use the periodic UE measurement reports to per-

form duplication. These reports are necessary for the serving cell to make decisions on handovers

but are only sent selectively by the UE based on the event conditions assigned by the network. In

our implementation, the UE only sends the serving cell measurements at regular intervals for the

gNB to make a decision about packet duplication. In our simulation, the packets are duplicated

only when the RSSI level drops below the specified threshold. Figures 4.14 and 4.15 show the per-

formance of the system at different RSSI thresholds for the 1000 m simulation scenario when the

packet inter-arrival time is 1 ms and 10 ms, respectively. Figures 4.16 and 4.17 present the results for

the 1500 m simulation scenario when the packet inter-arrival time is 1 ms and 10 ms, respectively.

Each figure shows result comparisons for the latency, packet loss, and PDR metric. Further, each

metric’s results are shown for UE velocity of 10 m/s, 20 m/s, 30 m/s, and 40 m/s and color-coded

for different threshold values.

It is observed that the packet loss and latency results are better at higher RSSI thresholds

when more packets are duplicated, which is also reflected in the higher PDR values at those thresh-
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Figure 4.14: Latency, packet loss, and packet duplication ratio vs. UE speed at different RSSI
thresholds for the 1000 m simulation scenario with a packet size of 1024 B and packet inter-arrival
time of 1 ms
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Figure 4.15: Latency, packet loss, and packet duplication ratio vs. UE speed at different RSSI
thresholds for the 1000 m simulation scenario with a packet size of 1024 B and packet inter-arrival
time of 10 ms
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Figure 4.16: Latency, packet loss, and packet duplication ratio vs. UE speed at different RSSI
thresholds for the 1500 m simulation scenario with a packet size of 1024 B and packet inter-arrival
time of 1 ms
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Figure 4.17: Latency, packet loss, and packet duplication ratio vs. UE speed at different RSSI
thresholds for the 1500 m simulation scenario with a packet size of 1024 B and packet inter-arrival
time of 10 ms
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olds. This highlights the trade-off that exists between performance improvement and radio resource

utilization when using packet duplication. As shown in Figure 4.15, for a packet inter-arrival time

of 10 ms, when no threshold is used, all the packets are duplicated, and the system provides zero

packet loss with a latency below 5 ms for all velocity levels. However, the system also performs

well at an RSSI threshold level of 50, where a lot fewer packets are duplicated, resulting in zero

packet loss with a small increase in latency compared to a full duplication scenario. Thus, with

the proper threshold value, the system can provide good performance with a lesser percentage of

duplicated packets. We have a similar observation for the 10 ms packet inter-arrival time in the 1500

m scenario. However, due to larger low coverage areas in this simulation, the PDR values seen for

an RSSI threshold level of 50 are higher compared to the 1000 m scenario. This also results in some

packet loss when optimization is done as compared to zero loss in case of full duplication. Also, the

latency in the 1500 m scenario is higher than in the 1000 m scenario.

For the RSSI-based optimization, experiments were performed to study the results when

more packets are transmitted using the same radio resources by reducing the UDP packet inter-

arrival time to 1 ms. As expected, we see an increase in the average latency and packet loss of the

system compared to the results with a 10 ms packet inter-arrival time. However, it is interesting to

note that these increases are smaller for the 1000 m scenario and more pronounced for the 1500 m

scenario. This can again be attributed to the fact that this scenario has a larger low coverage area,

which leads to packets spending more time at the MAC buffer waiting to be scheduled, and with a

larger number of packets arriving, there are more drops.

The NR-DC system with packet duplication performed well for all the scenarios and achieved

high throughput and reliability with low latency. The optimization solutions can be seen to further

improve the radio resource utilization while maintaining good levels of performance. Network and

service providers could optimize their deployment strategies in terms of base stations deployed and

radio resource allocations in their networks based on the levels of performance that they expect of

the network. Thus, the proposed 5G system improves the performance of next-generation networks

significantly and shows great potential for achieving the stringent requirements of emerging use

cases.
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Chapter 5

Multilink Scheme with Efficient

Radio Resource Management

In this chapter, we discuss the approaches to study, develop, and evaluate multilink schemes

with efficient radio resource management. Section 5.1 describes the problems and challenges in

achieving the performance requirements of 5G networks during uplink transmission. Section 5.2

discusses the specifics of the proposed system. Section 5.3 presents the performance metrics and

evaluation of the proposed system.

5.1 The Uplink Problem

The 5G networks need to meet the increasing demands of uplink data traffic at mobile

user devices. Modern-day applications like autonomous driving, IoT applications, live video, etc.,

are much more uplink intensive as compared to the traditional wireless networks and applications,

which have been more downlink intensive. All these require an outstanding 5G performance in

terms of uplink capacity, latency, and reliability. For example, performance requirements for remote

driving are 25 Mbps uplink data rate with 99.999% reliability and 5 ms latency. However, the uplink

performance is lacking compared to the downlink performance. Thus, it is critical for 5G to improve

uplink performance to achieve a better user experience and lower deployment costs.

In the uplink, 5G uses grant-based (GB) scheduling transmission mode, which is initiated
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by the UE for requesting access to radio resources through the transmission of Scheduling Requests

(SR) [41]. The base stations assign the radio resources to the UEs and notify them using grant

messages. UEs must wait to receive these grant messages before transmitting any data. These

scheduling-request-based transmissions would take some time before starting the data transmission

and cannot meet the URLLC latency requirements [40]. Grant-free (GF) scheduling, also referred to

as Configured Grant, has been proposed to meet the URLLC requirement where a UE can transmit

data along with required control information in the first step of the transmission. As the scheduling

request and grant issuing steps are removed, it reduces the latency. Grant-free scheduling also

improves the energy consumption of the UEs, reduces their complexity, and decreases the signaling

overhead compared with grant-based scheduling [22]. Here, the network pre-configures the radio

resources and assigns them to UEs without waiting for UEs to request resources. UEs can utilize

the pre-assigned resources as soon as they have data to transmit.

Grant-free scheduling can assign dedicated or shared resources to the UEs. The base station

decides whether resources are dedicated to specific UEs or are shared by a group of UEs [38].

Reserving dedicated resources is more suitable for periodic traffic with a fixed pattern, whereas

contention-based GF transmission over the shared resource is more suitable for sporadic traffic, as it

provides more efficient and flexible resource utilization. However, contention-based GF transmission

affects the reliability as it is subjected to potential collisions with other neighboring UEs transmitting

simultaneously over the shared resources.

HARQ retransmission is a standard technique to improve transmission reliability, which has

been adopted in various wireless standards [69]. Conventional HARQ allows for retransmissions

when there is a failure in the previous transmission resulting in a Negative ACKnowledgement

(NACK). The base station first receives the packet for detection and then issues the feedback, which

increases the latency, as the UE needs to wait for the feedback before performing a retransmission.

This depends on the HARQ round-trip-time (RTT), which is the time duration from the beginning

of the transmission until processing its feedback. In the K-repetition scheme supported in NR, a

pre-defined number of consecutive replicas of the same packet are transmitted without waiting for

the feedback, and then the base station performs soft combining of these repetitions to improve

the reliability [51]. However, using these techniques, it is difficult to meet the stringent latency

requirement of URLLC applications and hence motivates more research for advanced schemes to

satisfy these requirements.
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Millimeter wave bands offer large swaths of spectrum and hence can provide massive data

rates in uplink as well. However, these bands suffer from high propagation loss and are subject

to blockages by buildings, foliage, people, etc. These challenges place limitations on mmWave

deployments. Multi-connectivity provides a way to increase the reliability of ongoing 5G deployments

[67]. However, multi-connectivity schemes increase the UE complexity as multiple stacks must

operate in parallel at the PHY, MAC, and RLC layers. In the uplink direction, this also leads to

higher power consumption at the UE as two independent transmissions must happen to the dual-

connected base stations. Hence, there is a critical need to explore flexible network architecture to

meet the stringent requirements of 5G systems. We propose a novel uplink technique where the

UE performs only a single transmission on a common channel, and every base station that can

receive this signal would accept and process it. In a dense deployment, with multiple mmWave base

stations around the UE, this further removes the need to perform frequent handovers and allows

high mobility. The duplicate removal of redundant packets is performed at the PDCP layer of the

central unit. The implementation of this technique makes use of the 5G CU-DU split architecture

[13], which is discussed in Section 5.1.2.

5.1.1 Radio Resource Management

Radio resource management involves functions such as packet scheduling, resource alloca-

tion, link adaptation and control, radio admission and removal, and handover management [17].

Resource allocation among small cells and macro cells is critical and depends on factors such as the

number of users, available resources, buffer size, interference, etc. Packet scheduling is done at the

MAC layer, at each TTI, where RBs are allocated to the UEs. The number of RBs that are allocated

depends upon the QoS requirement of the applications.

The scheduling decisions are based on parameters such as channel state information, QoS

requirements of UEs, channel quality indicator (CQI), interference, etc. Link adaptation is man-

aged at the MAC layer for improving user throughput at the targeted block error rate and includes

functions such as transmission power control and adaptive modulation coding (AMC). Radio ad-

mission control decides if a radio bearer will become part of the network or not, depending on the

radio bearer’s requirement of resources and availability. The goal is to achieve maximum resource

utilization and meet the UE’s QoS requirements. The radio resource control layer is responsible for

user handover and mobility management. The gNB decides if a handover will take place based on
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Figure 5.1: Overall Architecture of NG-RAN CU-DU Split [13]

the signal measurements from the UE.

Thus, there can not be one standard solution, and network operators usually decide on re-

source allocation based on the traffic profiles and their resource block utilization strategy. The mobile

operators should consider data flow and scheduling algorithms to fulfill the stringent throughput,

latency, and reliability demands of various use cases in the emerging 5G network [58].

5.1.2 CU-DU Architecture

The logical 5G CU-DU architecture of a gNB, as shown in Figure 5.1, consists of a Central

Unit (CU) and one or more Distributed Units (DUs) called gNB-Central Unit and gNB-Distributed

Units, respectively. The fronthaul (F1) interfaces, F1-C and F1-U, provide control plane and user

plane connectivity, respectively. The central unit is a logical node that includes the gNB functions

like transfer of user data, mobility control, radio access network sharing, positioning, session man-

agement, etc., except those functions allocated exclusively to the DU. CU controls the operation of

DUs over the fronthaul interface. Distributed Unit is a logical node that includes a subset of the

gNB functions, depending on the functional split option, and its operation is controlled by the CU.

The NG and Xn-C interfaces for a gNB terminate in the gNB-CU [13]. The internal structure
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Figure 5.2: System Model for 5G CU-DU Split Architecture

of the gNB is not visible to the core network and other RAN nodes, so the gNB-CU and connected

gNB-DUs are only visible to other gNBs and the 5GC as a gNB. The F1 interface supports sig-

naling exchange and data transmission between the endpoints, separates the radio network layer

and transport network layer, and enables the exchange of UE-associated and non-UE-associated

signaling. Based on scenarios and performance requirements, RAN functions can be optimized to

be present at different locations. Thus, the gNB-CU can be further separated into its control plane

(CP) and user plane (UP) parts which are the gNB-CU-CP and gNB-CU-UP, respectively. The

interface between gNB-CU-CP and gNB-CU-UP is called E1, which is purely a control plane inter-

face. The gNB-CU-CP hosts the RRC and the control plane part of the PDCP protocol. It also

terminates the E1 interface connected with the gNB-CU-UP and the F1-C interface connected with

the gNB-DUs. The gNB-CU-UP hosts the user plane part of the PDCP protocol and the SDAP

protocol of the gNB-CU for a gNB. The gNB-CU-UP similarly terminates the E1 interface connected

with the gNB-CU-CP and the F1-U interface connected with the gNB-DU.

5.2 System Model for the Multilink Scheme

Our proposed system, as shown in Figure 5.2, consists of a gNB-CU that is connected

to multiple mmWave capable gNB-DUs. The RRC layer in the gNB-CU-CP is responsible for

configuring the uplink grants for a given UE. The RRC layer will provide this UL grant information

to all the gNB-DUs via the F1-C interface such that all the distributed units in the range of the
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(a) Multilink Process at the Sender (b) Multilink Process at the Receiver

Figure 5.3: Multilink Process at the Sender and the Receiver

UE’s uplink communication are able to receive and accept the transmission. The UE uses this UL

grant to perform a single transmission that can be received by multiple base stations. Each base

station independently receives and processes these packets. The packet travels up through the PHY,

MAC, and RLC layers on the gNB-DU stack. Each receiving distributed unit’s RLC layer would

then send the PDUs to the common PDCP layer in the gNB-CU-UP, where sequence numbering-

based duplicate removal is performed. Only the earliest arriving packet is processed by the PDCP

layer and passed on to the upper layers, whereas the copies of the PDU from other distributed units

bearing the same sequence number that arrive at a later time are discarded.

Figure 5.3a and Figure 5.3b show the multilink process flow at the sender and the receiver,

respectively. At the sender, when a packet from the application layer of the UE arrives at the

cellular protocol stack, it first checks if multilink transmission is enabled for the packet. If en-

abled, the corresponding MultiLinkGroup ID is added to the packet before being transmitted. The

MultiLinkGroup ID must be communicated to the UE by the network as part of the PDU session
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establishment procedure and would indicate which gNB-DUs would be participating in the scheme.

Further, the gNB-CU can decide to change the MultiLinkGroup ID through a PDU session update or

could choose to dynamically add and remove gNB-DUs from the group based on traffic and conges-

tion in the network. At the receiver side, the gNB checks the packet to see if multilink was enabled

for the transmission. If multilink is not enabled, the packet is delivered to the higher layers. Else,

the gNB checks if it is part of the MultiLinkGroup and deletes the packet if it is not. Otherwise, it

checks if the packet sequence number is already present in the list of delivered packets. If the packet

sequence number is present, meaning the packet was already delivered, it deletes the packet. Else,

it adds the packet sequence number to the list of delivered packets and delivers the packet to the

higher layers. The PDCP layer in the gNB is responsible for in-order delivery and forwards the first

successfully received PDU to the higher layers while discarding any duplicates that arrive later.

In the deployment scenario, we consider a dense deployment of gNB-DUs such that at any

given time, at least one gNB-DU is expected to be in the range of the UE. As the UE moves,

it continues transmission using the same UL grant that was provided by the gNB-CU-CP RRC

layer, and thus all the distributed units connected to this central unit are aware of the transmission

and can receive it. Therefore, the protocol increases the probability of successful transmission and

hence, increases the reliability and throughput of the network. Additionally, it also improves the

latency by decreasing the number of handovers between densely deployed mmWave base stations.

Furthermore, the introduction of this form of transmission redundancy does not adversely affect the

spectrum resource utilization. The proposed system was implemented and evaluated using Simu5G.

5.3 Evaluation

Systematic evaluation was conducted for the single link (SL) and the proposed multilink

(ML) system at 28 GHz under various mobility scenarios using the Simu5G simulator. A server is

connected to the UPF via a router and receives data packets from the UE in our system. In the single

link system, packets from a UE are received by a single base station, and in the multilink system,

the packets are received by multiple base stations. Throughput, latency, and packet loss were used

as metrics to evaluate the system and compare the performance of the different architectures. We

study the performance of this system by simulating the data plane of an end-to-end 5G network

that transmits packets from a UE to a remote server. Figure 5.4 shows the multilink deployment
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Figure 5.4: Simu5G Multilink Deployment

Table 5.1: Simulation Parameters for Multilink Deployment

Parameter Value

URLLC eMBB

mmWave Carrier Frequency 28 GHz 28 GHz

mmWave Bandwidth 10 MHz 100 MHz

UDP Packet Size 32 B 1024 B

UDP Packet Inter-arrival Time 1 ms, 10 ms 0.1 ms, 1 ms

using Simu5G.

The performance of the system using our proposed multilink system was compared to a

system using a single link for URLLC and eMBB-type applications. In our deployment, the gNBs

operate at a mmWave carrier frequency of 28 GHz. The path loss scenario considered for our

experiments is the urban microcell. There are three gNBs considered in the simulation at coordinates

of (100 m, 300 m), (250 m, 300 m), and (400 m, 300 m). The UE moves from (0 m, 350 m) to

a distance of 500 m along the X-axis at varying speeds. In the experiments, three user mobility

patterns are considered for the experiments. For high mobility cases, the speed of the users is set

to 40 m/s, and for medium mobility cases, it is set to 20 m/s and 30 m/s. The speed of the users

is set to 10 m/s for the slow mobility scenarios. The 5G networks support flexible numerology that

enables it to vary the sub-carrier spacing and transmission time interval. We conduct experiments to

104



10 20 30 40

Speed (m/s)

0.22

0.225

0.23

0.235

0.24

0.245

0.25

0.255

0.26

T
h
ro

u
g
h
p
u
t 
(M

b
p
s
)

Multilink (Numerology: 0) Single Link (Numerology: 0)

Multilink (Numerology: 3) Single Link (Numerology: 3)

(a) Packet inter-arrival time of 1 ms

10 20 30 40

Speed (m/s)

0.0253

0.02535

0.0254

0.02545

0.0255

0.02555

0.0256

0.02565

0.0257

0.02575

0.0258

T
h
ro

u
g
h
p
u
t 
(M

b
p
s
)

Multilink (Numerology: 0) Single Link (Numerology: 0)

Multilink (Numerology: 3) Single Link (Numerology: 3)

(b) Packet inter-arrival time of 10 ms

Figure 5.5: Throughput results of ML and SL system at different speeds and numerologies for a
packet size of 32 B

evaluate the performance of our system with numerology 0 and 3. Additional simulation parameters

used in our experiments are shown in Table 5.1.

The throughput results for mobile UE at different speeds in single link and multilink systems

for a packet size of 32 B are shown in Figures 5.5a and 5.5b for packet inter-arrival times of 1 ms

and 10 ms, respectively. Figures 5.6a and 5.6b show the packet loss results for packet inter-arrival

times of 1 ms and 10 ms, respectively. Figures 5.7a and 5.7b show the latency results for packet

inter-arrival times of 1 ms and 10 ms, respectively.

Multilink gives higher throughput with lower packet loss and lower latency than the single

link system due to the availability of multiple links, which provide higher reliability. It is observed
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Figure 5.6: Packet loss results of ML and SL system at different speeds and numerologies for a
packet size of 32 B

that the system using multilink is able to achieve a latency of 7.28 ms and 0.18% packet loss when

the UE is at a speed of 40 m/s with a packet inter-arrival time of 1 ms and numerology 0. In

contrast, the single link at 28 GHz provides a latency of 12.17 ms and a packet loss of 14.08% for

a UE at the same speed. Thus, the latency improves by 40.18%, and the packet loss decreases by

98.72% with multilink compared to the single link system. In the single link case, the signal power

in the mmWave band decreases rapidly, and the UE is unable to maintain a steady connection with

the mmWave gNBs and needs to perform repeated handovers. But, using multiple links, we are

able to ensure a reliable connection to the UE throughout the simulation. It is observed that the

throughput decreases with an increase in speed due to fading and factors like the Doppler effect at
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Figure 5.7: Latency results of ML and SL system at different speeds and numerologies for a packet
size of 32 B

higher mobility speeds, but the decrease is lower in the case of the multilink system as compared

to a single link system. We also observe that as the speed increases, the packet loss and end-to-end

latency increase for both the single link and the multilink systems. However, with the multilink

system, it is observed that the increase in latency and packet loss is lower than in a single link

system. Additionally, for a multilink system, the packet loss reduces to zero, for a packet inter-

arrival time of 1 ms with numerology three and for a packet inter-arrival time of 10 ms with both

the numerologies.

It can be seen that the throughput increases with an increase in numerology. This is because

as the numerology increases from 0 to 3, the sub-carrier spacing increases from 15 kHz to 120 kHz, and
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Table 5.2: Throughput, latency, and packet loss of ML and SL for a packet size of 1024 B and packet
inter-arrival time of 1 ms

Speed Throughput Latency Packet Loss

(m/s) (Mbit/s) (ms) (%)

ML SL ML SL ML SL

Numerology: 0

10 7.71 6.66 8.82 40.61 5.93 18.69

20 7.65 6.27 9.56 51.42 6.64 23.44

30 7.61 5.92 10.29 59.34 7.07 27.70

40 7.19 5.88 10.73 63.11 12.26 28.23

Numerology: 3

10 8.15 7.17 1.26 2.54 0.47 12.49

20 8.14 7.13 1.27 2.66 0.64 12.97

30 8.13 7.09 1.27 2.77 0.81 13.52

40 8.11 7.02 1.28 2.85 1.01 14.28

the slot duration decreases from 1 ms to 0.125 ms. Thus, the transmission time interval decreases,

which results in an increase in the throughput. It is also observed that the packet loss decreases

with an increase in numerology because as the packets are transmitted faster, they don’t have to be

stored in the buffer for a long time resulting in lower packet drops. The latency also decreases with

an increase in numerology due to a decrease in the transmission time interval.

Table 5.2 shows the performance of the system for a packet size of 1024 B and packet inter-

arrival time of 1 ms. The multilink system is able to achieve a throughput of up to 8.15 Mbps with

1.26 ms latency and 0.47% packet loss with numerology 3. On the other hand, the single link system

is able to achieve a throughput of up to 7.17 Mbps with 2.54 ms latency and 12.49% packet loss

with numerology 3. Thus, the multilink system outperforms the single link system for all the three

metrics: throughput, latency, and packet loss. In the single link case, as the UE moves farther away

from the gNB, there is a rapid decrease in the signal power of the mmWave band, and the UE needs
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Figure 5.8: Performance comparison of ML and SL system at different speeds for a packet size of
1024 B, packet inter-arrival time of 0.1 ms, and numerology 3

109



to perform repeated handovers. This results in a decrease in the throughput and an increase in the

latency and packet loss. It is observed that by using the multilink system, we are able to ensure a

reliable connection to the UE throughout the simulation. Similar performance is also seen in Figure

5.8, which shows the performance of the system for a packet size of 1024 B and packet inter-arrival

time of 0.1 ms. The throughput improves by up to 53.88%, the latency improves by up to 27.61%,

and the packet loss improves by up to 91.36%.

Thus, multilink enables 5G networks to meet the requirements of high throughput and

reliable low latency communication for different levels of UE mobility. The system is able to achieve

high throughput with low packet loss and low latency. The proposed multilink system performs well

for all the scenarios and shows great potential for next-generation applications and services.
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Chapter 6

Conclusions and Future Work

The 5G networks and beyond need to fulfill the exponentially increasing demands of next-

generation services for high throughputs, low latencies, and reliable communication under various

mobility scenarios. However, there are critical gaps that need to be filled before they can be fully

realized for mobile applications in complex environments. Thus, it is of prime importance to develop

novel network architectures and protocols to meet the stringent requirements of 5G systems. In this

dissertation, we present and evaluate the solutions in three key areas for enabling high throughput

along with reliable low latency communication, especially for mobility scenarios in next-generation

cellular networks. First, we study and evaluate multi-connectivity to enhance the performance

of next-generation cellular networks. Next, we discuss and design a reliable network using multi-

connectivity. Finally, we develop and evaluate a multilink scheme with efficient radio resource

management for achieving the high performance levels expected of 5G networks.

Despite the technological advances made in the design and evolution of 5G networks, emerg-

ing services impose stringent requirements which have not been fully met by 5G networks so far.

In this work, we develop a solid understanding of the 5G network and design novel network ar-

chitecture and protocols that will be capable of handling the diverse and increasing requirements

of next-generation services. The work in this dissertation aims to explore the challenges of future

networks and address the needs in the three areas listed above. The results of the study open

opportunities to resolve real-world 5G network issues.
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6.1 Multi-connectivity for Enhancing Network Performance

The 5G networks need to meet the stringent demands for achieving high throughputs, low

latencies, and reliable communication simultaneously under various mobility scenarios. We identify

significant gaps in 5G networks that need to be filled before they can achieve the expected perfor-

mance requirements. Even though the sub-6 GHz bands can provide reliable and larger coverage,

they cannot provide high data rates with low latencies due to a scarcity of spectrum available in

these bands. On the other hand, we observed that the limited range of high bandwidth mmWave

links leads to poor reliability, especially for mobility scenarios. Network densification was shown as

a potential solution to fulfill the 5G requirements, but the densification gains are achieved at the

expense of higher handover rates, frequent link establishments, increased complexity and cost of

deployment, etc. Thus, such performance limiting factors must be carefully considered in network

densification. To address these challenges in high-density base station deployments, we studied and

evaluated new deployment strategies using multi-connectivity, specifically NR-DC, to ensure that

these 5G networks are able to meet these demanding requirements. We show that NR-DC can be a

key enabler in improving the performance of 5G networks.

In the proposed NR-DC deployment, the UE was connected simultaneously to two gNBs,

with the gNB in the sub-6 GHz range as the master node and the gNB in the mmWave range as the

secondary node to improve the performance of the 5G system. The master node operating at the sub-

6 GHz bands provides high reliability, and the secondary node using the high bandwidth mmWave

bands provides the high throughputs expected of 5G networks. The proposed technique using NR-

DC addresses the stringent requirements for high throughputs and reliable communication with

lesser resources. This deployment also improved the latency by decreasing the number of handovers

and link establishments. Thus, in this dissertation, we proposed and evaluated a 5G deployment

strategy with multi-connectivity, which can be used to develop a practical strategy to configure and

deploy 5G networks.

6.2 Reliable Network Design using Multi-connectivity

The 5G and beyond networks must support ultra-reliable low latency communication, which

refers to using the network for mission-critical communication that requires high reliability and low

latency. However, technological advancements so far have not been able to fully meet all these
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requirements. In this work, we proposed a reliable 5G network using multi-connectivity, which can

simultaneously support high throughputs along with ultra-reliable low latency communication. We

show that deployments using mmWave bands only are highly susceptible to channel fluctuations and

blockages. The dissertation highlights the importance of considering new techniques and approaches

that must address these needs and can be implemented practically. Thus in this work, we proposed

and implemented a novel approach using packet duplication and its optimization in an NR-DC

system to improve the system’s performance.

We designed and developed a system to implement NR-DC with packet duplication, where

multiple instances of a packet could be generated and transmitted simultaneously over different

uncorrelated channels between the UE and the base stations, thereby decreasing the packet failure

probability. The UE implementation consisted of a dual-stack of the lower layers with a common

PDCP layer and was simultaneously connected to both the master and the secondary nodes. The

PDCP layer performed the packet duplication on the sender side and was responsible for duplicate

detection and removal on the receiver side. We also proposed an enhancement to the packet du-

plication feature for efficient radio resource utilization by looking into the distance of the UE from

the base station, the velocity of the UE, and the RSSI levels. The proposed system significantly

improved the performance in terms of throughput, latency, and reliability under various mobility

scenarios, while the optimizations helped to improve the radio resource utilization in the system.

6.3 Multilink Scheme with Efficient Radio Resource Man-

agement

The 5G and next-generation networks need to meet the increasing demands of uplink data

traffic for applications such as autonomous driving, IoT applications, live video, etc. Traditionally,

the uplink performance has been lower compared to the downlink, and hence, it is critical for

5G to improve the uplink performance. Thus, in this dissertation, we propose novel techniques to

enhance the performance of the uplink and explore network architectures with efficient radio resource

utilization to meet the stringent requirements for mobility scenarios. We proposed a novel uplink

scheme where the UE performs only a single transmission on a common channel, and every base

station that can receive this signal would accept and process it.

In our implementation of this novel uplink strategy, the UE was connected to multiple
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mmWave capable distributed units, which in turn were connected to a single central gNB unit. The

RRC layer in the gNB-CU configured the uplink grants for a UE and provided that information to

all the gNB-DUs. As a result, all the DUs in the range of the UE’s uplink communication were able

to receive and accept the UE’s transmission. In our implementation, the DUs processed the received

packet and sent it to a common PDCP layer in the gNB-CU that was responsible for the removal

of the duplicate packets. The proposed system was shown to improve the probability of successful

transmission and hence, increase the throughput and reliability of the network. It also removed the

need to perform frequent handovers and allowed high mobility with reduced latency.

Thus, the proposed techniques and strategies are able to fulfill the exponentially increasing

demands of next-generation networks and will be a key enabler for future applications. The systems

were shown to significantly improve the throughput, latency, and reliability simultaneously. Our

work focuses on developing novel solutions for addressing the challenges involved in building next-

generation cellular networks. In the future, we plan to further develop our system for real-world

city-scale deployments.
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Appendix A

Additional Results of

mmWave-based UDN Deployment

We present and compare the additional results of our experiment conducted on the 28 GHz

mmWave-based UDN deployment. We plot the network performance metrics for varying UE speeds

with different gNB deployments for the 500 m and the 1500 m deployment scenario with packet

inter-arrival times of 1 ms and 10 ms. Thus, each figure shows the comparison of performance under

different gNB densities. We present the results for the throughput with packet inter-arrival times

of 1 ms and 10 ms for the 500 m scenario in Figures A.1a and A.1b, respectively. The packet loss

results for these scenarios are shown in Figures A.2a and A.2b, and the latency results are shown

in Figures A.3a and A.3b. We present the results for the throughput with packet inter-arrival times

of 1 ms and 10 ms for the 1500 m scenario in Figures A.4a and A.4b, respectively. The packet loss

results for these scenarios are shown in Figures A.5a and A.5b, and the latency results are shown in

Figures A.6a and A.6b.
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Figure A.1: Throughput results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 500 m simulation scenario
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Figure A.2: Packet loss results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 500 m simulation scenario
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Figure A.3: Latency results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 500 m simulation scenario
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Figure A.4: Throughput results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 1500 m simulation scenario
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Figure A.5: Packet loss results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 1500 m simulation scenario
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Figure A.6: Latency results at different speeds with varying number of gNBs for a packet inter-
arrival times of 1 ms and 10 ms for the 1500 m simulation scenario
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[60] Valentin Poirot, Mårten Ericson, Mats Nordberg, and Karl Andersson. Energy Efficient Multi-
Connectivity Algorithms for Ultra-Dense 5G Networks. Wireless Networks, 26(3):2207–2222,
2020.

[61] Michele Polese, Marco Mezzavilla, and Michele Zorzi. Performance Comparison of Dual Con-
nectivity and Hard Handover for LTE-5G Tight Integration. In Proceedings of the 9th EAI
International Conference on Simulation Tools and Techniques, pages 118–123, 2016.

[62] Jaya Rao and Sophie Vrzic. Packet duplication for URLLC in 5G: Architectural enhancements
and performance analysis. IEEE Network, 32(2):32–40, 2018.

[63] Azad Ravanshid, Peter Rost, Diomidis S Michalopoulos, Vinh V Phan, Hajo Bakker, Danish
Aziz, Shreya Tayade, Hans D Schotten, Stan Wong, and Oliver Holland. Multi-connectivity
functional architectures in 5G. In 2016 IEEE international conference on communications
workshops (ICC), pages 187–192. IEEE, 2016.

[64] SoAEI SAE. J3016-Taxonomy and definitions for terms related to on-road motor vehicle auto-
mated driving systems. Surface Vehicle Recommended Practice, 2016.

[65] Hang Shen, Qiang Ye, Weihua Zhuang, Weisen Shi, Guangwei Bai, and Geng Yang. Drone-
small-cell-assisted resource slicing for 5G uplink radio access networks. IEEE Transactions on
Vehicular Technology, 70(7):7071–7086, 2021.

[66] Xuemin Shen, Jie Gao, Wen Wu, Kangjia Lyu, Mushu Li, Weihua Zhuang, Xu Li, and Jaya
Rao. AI-assisted network-slicing based next-generation wireless networks. IEEE Open Journal
of Vehicular Technology, 1:45–66, 2020.

[67] Marie-Theres Suer, Christoph Thein, Hugues Tchouankem, and Lars Wolf. Multi-connectivity
as an enabler for reliable low latency communications—An overview. IEEE Communications
Surveys & Tutorials, 22(1):156–169, 2019.

[68] Marie-Theres Suer, Christoph Thein, Hugues Tchouankem, and Lars Wolf. Comparison of
Multi-Connectivity Schemes on Different Layers for Reliable Low Latency Communication.
In 2021 IEEE 32nd Annual International Symposium on Personal, Indoor and Mobile Radio
Communications (PIMRC), pages 1357–1362. IEEE, 2021.

[69] Lorenzo Vangelista and Marco Centenaro. Performance evaluation of harq schemes for the
internet of things. Computers, 7(4):48, 2018.

[70] Xianzhong Xie, Xiaoyu Ou, Huabing Lu, and Qian Huang. Joint Uplink and Downlink Re-
source Allocation in NOMA for End-to-End URLLC Services. IEEE Communications Letters,
25(12):3942–3946, 2021.

[71] Hong Yang and Erik G Larsson. Can massive MIMO support uplink intensive applications? In
2019 IEEE Wireless Communications and Networking Conference (WCNC), pages 1–6. IEEE,
2019.

[72] Hao Yin, Lyutianyang Zhang, and Sumit Roy. Multiplexing URLLC traffic within eMBB
services in 5G NR: Fair scheduling. IEEE Transactions on Communications, 69(2):1080–1093,
2020.

[73] Long Zhang, Guobin Zhang, Xiaofang Zhao, Yali Li, Chuntian Huang, Enchang Sun, and Wei
Huang. Resource allocation for energy efficient user association in user-centric ultra-dense
networks integrating NOMA and beamforming. AEU-International Journal of Electronics and
Communications, 124:153270, 2020.

127


	Enabling High Throughput and Reliable Low Latency Communication over Vehicular Mobility in Next-Generation Cellular Networks
	Recommended Citation

	Title Page
	Abstract
	Dedication
	Acknowledgments
	List of Tables
	List of Figures
	Introduction
	Multi-connectivity for Enhancing Network Performance
	Reliable Network Design using Multi-connectivity
	Multilink Scheme with Efficient Radio Resource Management
	Problems and Objectives

	Background
	5G Network
	Multi-connectivity for Enhancing Network Performance
	Reliable Network Design using Multi-connectivity
	Multilink Scheme with Efficient Radio Resource Management

	Multi-connectivity for Enhancing Network Performance
	The 5G Network Deployment Problem
	System Model for the Multi-Connectivity Architecture
	Simulation Environment
	Evaluation

	Reliable Network Design using Multi-connectivity
	The Reliability Problem
	System Model for the NR-DC Architecture with Packet Duplication
	Evaluation

	Multilink Scheme with Efficient Radio Resource Management
	The Uplink Problem
	System Model for the Multilink Scheme
	Evaluation

	Conclusions and Future Work
	Multi-connectivity for Enhancing Network Performance
	Reliable Network Design using Multi-connectivity
	Multilink Scheme with Efficient Radio Resource Management

	Appendices
	Additional Results of mmWave-based UDN Deployment
	Bibliography

