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## Abstract

In this work we study the impact of wireless network impairment on the performance of VANET applications such as Cooperative Adaptive Cruise Control (CACC), and other VANET applications that periodically broadcast messages. We also study the future of VANET application in light of the evolution of radio access technologies (RAT) that are used to exchange messages. Previous work in the literature proposed fallback strategies that utilizes on-board sensors to recover in case of wireless network impairment, those methods assume a fixed time headway value, and do not achieve string stability. In this work, we study the string stability of a one-vehicle look-ahead CACC platoon under different network loss scenarios, and propose to adapt the time headway parameter of the model according to a network reliability metric that we defined based on packet burst loss length to maximize traffic flow efficiency while maintaining a string stable platoon. Our findings show that careful adjustment of headway value according to the wireless network reliability allows the platoon to maintain string stable operation while maximizing traffic flow. We also study the impact that evolving wireless technology can have on VANET applications such as CACC, where we study the performance when using DSRC and 5G NR V2X.

In addition, we study the evolution of RATs used in VANET application, and we propose DSRC + , as a possible enhancement to traditional DSRC, that utilizes modern modulation/coding schemes and performs random blind retransmission to improve packet delivery ratio. We finally study the trade-offs in the choice of RAT in VANET applications such as CACC, concluding that RATs with time-division channel access can be reliable with lower packet loss, but performs poorly when needing to disseminate messages over longer CACC platoons.
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## Chapter 1

## Introduction

### 1.1 Background

Recent technological developments in wireless technologies lead to the advent of Vehicular Ad hoc NETworks (VANETs). VANETs are a special type of Mobile Ad hoc NETworks (MANETs), in which network nodes are vehicles equipped with wireless communication devices. Wireless Access in Vehicular Environment (WAVE) was specified by IEEE 802.11p in 2010 to add Dedicated ShortRange Communication (DSRC) between vehicles in the 5.9 GHz band. It reserves a 75 MHz band consisting of seven 10 MHz channels for use in vehicular communication.

VANETs have attracted significant research interest from academicians and corporations, with a particular focus on Cooperative Adaptive Cruise Control (CACC) applications due to its potential in improving traffic flow, and therefore reduction in traffic congestion, fuel costs and emissions. Automobile manufacturers have been recently offering drivers the ability to engage an Adaptive Cruise Control (ACC) mode. In a traditional cruise control driving, a driver sets a desired speed, and the vehicle maintains that speed. In a vehicle equipped with ACC , the driver would set a desired cruise speed, and the vehicle attempts to maintain that speed, but uses on-board sensors to estimate distance to the preceding vehicle, and reduces speed to avoid a collision. The availability of DSRC in vehicles allows them to share information, such as acceleration, with one another. CACC leverages information shared by vehicles to achieve more optimal traffic flow by forming a platoon of
vehicles on the road with smaller separation margins. CACC is particularly interesting to transport companies because it can reduce the operating costs of trucks on the highways.

DSRC-equipped vehicles do not typically have a centralized access coordinator. The IEEE802.11 standard[2] specifies the process by which channel access is regulated. The standard specifies a contention-based medium access control procedure called Carrier-Sense Multiple Access with Collision Avoidance (CSMA-CA). Since this process is somewhat random, it is possible that two vehicles may attempt to transmit a frame at the same time, resulting in loss of data due to frame collision. This channel access mechanism offers no performance guarantees, or bounded delays. Vehicular applications such as CACC involve vehicles broadcasting periodic beacon messages with relevant information, and broadcast frames do not get acknowledgment of reception in order to minimize channel congestion. When the number of vehicles in the vicinity increases, the probability of packet loss due to wireless frame collision increases. In addition, it is possible for a malicious node to perform a denial-of-service attack, rendering the channel useless. Failure of delivery of data can have adverse effect on the performance and safety of vehicular applications, and therefore, it is important to study these applications in light of network condition.

CACC applications aim to improve traffic flow, which can be defined as the number of vehicles passing through a point on the road per unit of time. A CACC application can be parameterized with a desired time headway value between vehicles. A higher headway value could mean safer operation at the expense of improved traffic flow. We would like to have this value as low as possible, while maintaining a safe and stable operation.

In addition, several emergent changes to V2X communication technologies would add uncertainty to the future of 802.11-based V2X communication. We performed simulation analysis of the performance of VANET applications such as CACC, and applications that periodically broadcast data, comparing current DSRC standard with the cellular-based 5G NR V2X sidelink communication.

In this work, we study the effect of network degradation on CACC operation, propose a metric for measuring the communication network reliability for CACC application, and use that metric to adapt the time headway parameter, $h$, according to that reliability metric to maximize traffic flow while maintaining string stability (defined in Section 3.1.1). Network impairment can be the result of denial-of-service attacks, total network outage, or congestion as defined in Section 3.5. The goal is to operate the platoon with the lowest $h$ without breaking string stability. We also study the
performance of VANET applications when using the currently available radio access technologies (RATs): DSRC and 5G NR V2X, and propose DSRC+ as an enhancement to DSRC to improve the performance for VANET applications. Finally, we investigate the trade-offs of the choice of these RATs by studying how they impact the performance of CACC platoons in cases of emergency, where an emergency message needs to be disseminated to all vehicles of the platoon to indicate emergency braking. We use the time needed to notify all vehicles of that emergency, and the level of exposure to risk of collision as two metric to evaluate the two technologies.

### 1.2 Dissertation Outline

Chapter 2 presents an outline of the literature related to our work. We describe DSRC/WAVE in Section 2.1, with focus on the CSMA channel access mechanism, followed by a description of the Cellular-V2X channel access mechanism in 2.2. In Section 2.3 we briefly discuss safety applications in VANETs, followed by an outline of emergent technologies that would support VANETs in Section 2.4. Section 2.5 briefly outlines related work in development of CACC controllers, and a description of typical loss exhibited in VANETs.

Chapter 3 provides details of the implemented CACC controller, and we discuss the fallback strategy during network impairment in Section 3.2. We also provide a detail of simulation implementation, and present a reliability metric and time headway adaptation in Section 3.4.

Chapter 4 presents the results from our time headway adaptation algorithm. It also presents a comparison of the performance of the two wireless technologies in CACC in Section 4.2, where we compare traffic flow achievable with the minimum string stable headway when these technologies are used. In Section 4.3, we compare the packet delivery ratio (PDR) achieved with the two technologies in a scenario with stationary vehicles within proximity of each other, where these vehicles periodically broadcast messages every 100 ms . Our results show that 5 G NR V2X outperforms DSRC as it can achieve higher PDR in congested networks.

In Chapter 5, we implemented a Kalman filter that enhances the estimation of acceleration of a preceding vehicle in Section 5.1. In Section 5.2 we propose DSRC+, an enhancement to DSRC that utilizes modern modulation/coding schemes that would be introduced by IEEE 802.11bd, where DSRC+ employs blind retransmission to improve the performance of VANET applications.

In Chapter 6, we study the trade-offs in the choice of RAT for CACC applications, between a channel access technology that uses contention-based channel access mechanism represented by DSRC, against a technology that utilizes a mixture of time-division and carrier-sensing channel access mechanism, represented by 5G NR V2X.

## Chapter 2

## Literature Review

### 2.1 Wireless Access in Vehicular Environment (WAVE)

IEEE added Wireless Access in Vehicular Environment as an amendment to the IEEE 802.11 standard, known then as 802.11 p. The 802.11 p amendment has been merged with the main 802.11 standard in 2012. IEEE 802.11 p reserved a 75 MHz band in the 5.9 GHz band ( $5.850-5.925 \mathrm{GHz}$ ), and hence, it is commonly referred to as "Dedicated Short-Radio Communication" (DSRC). The band is divided into seven 10 MHz channels, with channel 178 being the control channel (CCH) and the other six channels being service channels (SCH). All channels support the same modulation and coding schemes, allowing for data rates of up to 27 Mbps . IP traffic is only allowed on service channels. The standard also suggest that it is possible to create channel 175 by combining channels 174 and 176 into a 20 MHz channel, which would support modulation and coding schemes allowing for data rates up to 54 Mbps . Similarly, channels 180 and 182 can be combined into a 20 MHz channel 181 as shown in Figure 2.1. It is common to refer to the 5.9 GHz band as the Intelligent Transport Systems (ITS) band.

In Europe, the channelization is slightly different, where channel 180 is designated as CCH. The spectrum is divided into ITS-G5A, for use in safety applications, and ITS-G5B for general-purpose use as shown in Figure 2.2.

The IEEE 802.11 standard [2] specifies that the 10 MHz channels support modulation coding schemes


Figure 2.1: DSRC channel allocation in the United States


Figure 2.2: DSRC channel allocation in Europe.
supporting data rates of $3,4.5,6,9,12,18,24$, and 27 Mbps . The 20 MHz channels would support double the data rate of the 10 MHz channels as shown in Table 2.1.

| Modulation | Coding Rate | Data rate (10 MHz <br> channel) in Mbps | Data rate (20 MHz <br> channel) in Mbps |
| :---: | :---: | :--- | :--- |
| BPSK | $1 / 2$ | 3 | 6 |
| BPSK | $3 / 4$ | 4.5 | 9 |
| QPSK | $1 / 2$ | 6 | 12 |
| QPSK | $3 / 4$ | 9 | 18 |
| 16-QAM | $1 / 2$ | 12 | 24 |
| 16-QAM | $3 / 4$ | 18 | 36 |
| 64-QAM | $2 / 3$ | 24 | 48 |
| 64-QAM | $3 / 4$ | 27 | 54 |

Table 2.1: Modulation Coding scheme and supported data rate for 10 and 20 MHz channels

A device supporting WAVE operates in a mode called Outside Context of Basic service set (OCB), which is an ad-hoc network mode that does not require the exchange of management frames for authentication and association with an access point (AP). OCB devices support all the modulation coding scheme in Table 2.1, and can choose to transmit packets at any given modulation since receivers detect the modulation from the 802.11 frame's preamble. In addition, the transmission power used can be set individually on per-frame basis to one of seven power levels between a lower bound called TxPowerStart and an upper end called TxPowerEnd. The maximum permitted transmission power is 33 dBm for non-government users such as On-Board Units (OBU), and 44.8
for government use such as in Road-Side Units (RSU). Packets transmitted at a higher modulation (i.e. with higher data rate) would require higher transmission power to travel the same distance as packets transmitted with a lower modulation.

Without the presence of an AP, devices operating in OCB mode contend for channel access using Carrier-Sense Multiple Access (CSMA) in a distributed manner. A wireless station (STA) is capable of sensing whether the wireless channel is busy or idle. STAs wanting to transmit frames would have to defer the transmission if they sensed that the wireless medium is busy. Then, if a STA senses that the medium is idle for a specific amount of time called Distributed Inter-Frame Spacing (DIFS), it generates a random backoff counter, and start counting down as long as the wireless channel remains idle. If the channel became busy during the countdown, the countdown process is stopped until it senses that the channel is idle again for a DIFS, and then it resumes counting down without generating a new backoff value. When a STA's counter reaches zero, it starts transmitting over the wireless channel. This process is illustrated in Figure 2.3. The random backoff value is in unit of slots, where each slot is $13 \mu \mathrm{~s}$. The random value is generated as an integer between $C W_{\min }$ and $C W_{\max }$ which vary depending on the access category of the frame as shown in Table 2.2 .


Figure 2.3: Distributed Channel Access in 802.11p

| Access Category | $\boldsymbol{C W}_{\min }$ | $\boldsymbol{C W}_{\max }$ |
| :--- | :---: | :---: |
| Background (BK) | 15 | 1023 |
| Best Effort (BE) | 15 | 1023 |
| Video (VI) | 7 | 15 |
| Voice (VO) | 3 | 7 |

Table 2.2: Contention Window values for different QoS access categories in 802.11

It is possible that two or more contending nodes would have their backoff timers expire at the exact time, and then attempt to transmit their frames over the wireless channel that is assumed to be
idle, causing collisions that lead to packet loss. In a congested network, this can result in excessive packet loss events, which can happen in relatively long bursts.

DSRC devices with a single physical entity (PHY) would typically tune to CCH channel in a single channel operation. Multi-channel operation [42] can be achieved by using an alternating scheme, where a 100 ms synchronization interval is divided into two intervals, a CCH interval where the device is tuned to channel 178 , and an SCH interval where the device is tuned to one of the SCH channels as shown in Figure 2.4. Multi-channel access can be configured to alternate between CCH and SCH every 50 ms , or by giving SCH immediate access when it has data to transmit over SCH interval. Some DSRC devices are equipped with a dual-PHY radio, which can be tuned independently to any of the available channels.


Figure 2.4: Multi-Channel Operation as defined by IEEE 1609.4

The typical Vehicular Ad-hoc Network (VANET) based on 802.11 p is a flat broadcast network, where vehicles would broadcast data frames over the wireless medium to their immediate neighbors. Recipients of broadcast frames do not acknowledge their reception to reduce channel usage. The standard also supports unicast messages which requires acknowledgments.

In Japan, the band utilized for Intelligent Transport Systems is the 700 MHz band, which is specified by the Japanese Association of Radio Industries and Businesses (ARIB) in the standard "ARIB STD-T109" [65]. ARIB STD-109 uses a single 10 MHz channel centered at 760 MHz , and inherits its physical layer implementation from the 802.11 standard. However, it classifies traffic into base station (RSU) traffic and mobile traffic (vehicles), so it employs a basic time-division multiple access (TDMA) strategy where time is divided into a roadside-to-vehicle period, and inter-vehicular period that uses contention-based CSMA.

In [45], the performance of ARIB STD-T109 was compared to 802.11 p, and was shown to offer increased communication range. However, although it suffered no loss in RSU traffic, it suffers a higher rate of frame collision for vehicle-to-vehicle (V2V) traffic than 802.11p due to having a smaller time window to contend for channel access.

### 2.2 Cellular-Vehicle-to-Everything (C-V2X)

Cellular communication is widely available in commercial deployments. The 3rd Generation Partnership Project (3GPP) standardizes cellular communication in what is known as Releases. User devices such as cell phones are referred to as User Equipment (UE), whereas the point of contact with the cellular network (i.e. the cellular tower) is known as E-UTRAN Node B, which is commonly shortened as eNodeB or eNB. Between a UE and an eNodeB, channels are designated for uplink and downlink traffic. For uplink, there are the Physical Uplink Control Channel (PUCCH), and Physical Uplink Shared Channel (PUSCH), and similarly for downlink we have Physical Downlink Control Channel (PDCCH) and Physical Downlink Shared Channel. Channel access can follow FrequencyDivision Multiplexing (FDM), or Time-Division Multiplexing (TDM). In FDM, dedicated channels for uplink and downlink are used, whereas in TDM, time-division is used to specify uplink and downlink slots.

3GPP Release 12 standardized device-to-device (D2D) communication between UEs, which was intended for proximity services and public safety communication during disasters. It introduced the concept of sidelink communication mode that allowed UEs to communicate directly without going through the infrastructure's base station. In this mode, a UE can perform Discovery where it can detect UEs in its neighborhood with or without the help of the eNodeB, and Communication where
the UE communicates directly with another UE without going through an eNodeB.

Release 14 [4], extended D2D communication by introducing Cellular Vehicle-to-Everything (CV2X), which provides standardization of vehicle-to-vehicle communication through PC5 Sidelink channel. This is also referred to as LTE-V (LTE-Vehicular), and was 3GPP's response to DSRC. It allows communication between vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I) and vehicle-to-pedestrian (V2P) as shown in Figure 2.5.


Figure 2.5: Modes of PC5 Sidelink Communication

LTE-V can theoretically operate in any frequency band, but it is commonly deployed in the 5.9 GHz band, referred to as the Intelligence Transportation System (ITS) band. It designate Physical Sidelink Shared Channel (PSSCH) for data frames and Physical Sidelink Control Channel (PSCCH) for control frames. The wireless band is divided into sub-channels referred to as transport blocks (TB). In the time domain, the channel is organized into 10 ms frames, and each frame is divided into 101 ms sub-frames. The combination of frequency and time division, illustrated in Figure 2.6, creates resources that are to be used by vehicles that want to transmit data. LTE-V has two resource allocation modes [53]:

- Mode 3: UE transmitting on the sidelink receives a transmission grant from the eNB. This mode is also known as "eNB-scheduled mode". This mode is only possible when a UE is in coverage of an eNB.
- Mode 4 : UE selects the resource on its own, either randomly, or after sensing the medium.


Figure 2.6: Sensing-based Autonomous Resource Selection in the C-V2X

This can be performed when vehicles are out-of-coverage of an eNB.
For the sensing-based resource selection procedure, the sensing window is 1 second, where a UE listens to see which resources are free. The sensing process is very different from the IEEE 802.11 procedure as it is done with a subframe granularity, and is based on Sidelink Control Information (SCI) and energy measurements. To reserve the resource, the transmitting UE indicates in the SCI its message periodicity for receivers to expect, so that other UEs would exclude the resource when they perform their own resource selection. This process is known as semi-persistent scheduling because a UE will reserve resources for a future time window before it releases the resource and repeats the process of sensing and reservation.

3GPP Release 15 [5] introduced the 5G New Radio (NR) communication in cellular networks, and Release 16 [6] extended LTE-V to use 5G NR for V2X with NR sidelink channels. It offers comprehensive and advanced vehicular communication standards with the following significant improvements over LTE-V:

- Support for unicast service with a feedback channel, Physical Sidelink Feedback Channel or (PSFCH), from a receiver UE to the transmitting UE.
- Support for hybrid ARQ (HARQ) and full support for adaptive modulation/coding (AMC).
- Seamless integration with the older LTE-V, where an NR system can schedule traffic on LTE sidelink, and LTE systems can schedule traffic on NR sidelink.

NR V2X uses similar resource allocation modes for sidelink communication with mode 1 being guided by an eNodeB similar to mode 3 for LTE-V, and mode 2 being autonomous resource reservation similar to mode 4 for LTE-V. In addition, NR V2X can operate in frequency range 1 (FR1) from 410 MHz to 7.125 GHz , and frequency range 2 (FR2) from 24.25 GHz to 52.6 GHz . It can also operate with different channel bandwidths, and it supports 29 modulation coding schemes indexed form mcs-0 at the lowest end to mcs-28 at the highest end.

For the purpose of studying 5 G NR V2X alongside the 802.11 -based wireless technology, we focus our work on FR1 ( 5.9 GHz ) and channels of 10 MHz and 20 MHz bandwidth. In addition, since DSRC broadcast traffic is not acknowledged, we only consider 5G NR V2X that does not utilize a PSFCH for feedback, but rather uses a method called blind retransmission to increase the success of packet delivery ratio without waiting for feedback messages that introduce additional latency [7].

### 2.2.1 Performance Comparison with DSRC

DSRC was proposed over two decades ago in 1999, and is therefore considered older technology when compared to the more modern C-V2X which was proposed in the mid-2010s. There are extensive studies on the performance of LTE-V, 5G NR V2X compared to the IEEE 802.11-based DSRC. In [61], LTE-V is studied as a mechanism for short-range communication for vehicular networking, and concluded that LTE-V can represent an alternative to DSRC as it offers improved link budget, and can benefit from the existing cellular infrastructure for assistance. In [47], LTE V2X operating in the 5.9 GHz band is compared with DSRC to study the link-level performance. It concluded from simulations that LTE V2X can achieve the same BLER (Block Error Rate) with a lower SNR (Signal Noise Ratio) than DSRC. It also showed that LTE V2X provides a more reliable link with lower receiving power than DSRC.

In Sections 4.2, we present how 5G NR V2X can achieve improved traffic throughput with 5G NR V2X as opposed to DSRC.

### 2.3 Safety Applications \& Periodic Broadcast

European Telecommunications Standards Institute (ETSI) oversees the process of standardization of communication protocols in Intelligent Transport Systems (ITS) in Europe. IEEE provides the physical and data-link layer specification in Europe and United States, but ETSI provides additional specifications and recommendations for application services for use case scenarios as well. IEEE 802.11 wireless frames that implements ETSI services are designated with EtherType 0x8947, known as GeoNetworking. Packets that implement IEEE networking services exchange WSMP (WAVE Short Message Protocol) messages, distinguished by the EtherType 0x88DC.

It is very common to refer to periodic VANET broadcast messages as BSM, Basic Safety Message. However, BSM is specified by the US-based Society of Automotive Engineers (SAE) with SAE J2735 message set, which is a closed standard. ETSI's equivalent of BSM is Cooperative Awareness Messages (CAM), which are specified by [28]. Table 2.3 lists some use case scenarios and recommendations for CAM, where messaging frequency of 10 Hz is recommended for safety applications. A higher messaging frequency may lead to congestion in the network, leading to packet loss due to collision of wireless frames attempting to use the same channel at the same time.

| Use case | Messaging Frequency (per second) |
| :--- | :---: |
| Emergency Vehicle Warning | 10 |
| Slow Vehicle Indication | 2 |
| Intersection Collision Warning | 10 |
| Motorcycle Approaching Indication | 2 |
| Collision Risk Warning | 10 |
| Speed Limits Notification | 1 to 10 |
| Traffic Light Optimal Speed Advisory | 2 |

Table 2.3: Uses cases of CAM

VANET applications require the use of periodic broadcast applications in vehicles to announce their presence. We used the 100 ms time requirement for safety application as a baseline for evaluation. In Section 4.3, we present evaluation of the performance of periodic broadcast applications when using DSRC and 5G NR V2X.

### 2.4 Emergent Changes in the Technology

### 2.4.1 Coexistence with Wi-Fi and Unlicensed National Information Infrastructure (U-NII)

The U-NII radio band is part of the spectrum used by IEEE 802.11 radio devices as seen in Table 2.4. The U-NII-4 band was originally designated for DSRC in 1999. However, in 2020, the FCC decided to open up the lower 45 MHz of the band for Wi-Fi use after a long series of proposals for re-channelization. This would obviously impact legacy VANET applications that use the lower end of the 5.9 GHz band as many safety applications use channel 172 for "high availability, low latency" applications, which would overlap with Wi-Fi. This resulted in proposals to deal with the co-existence with Wi-Fi, where Wi-Fi would have to detect DSRC traffic and vacate the overlapping channel (Detect-and-Vacate), or use lower priority traffic (Detect-and-Mitigate) [24]. Re-Channelization (Re-Ch) of DSRC channels is another proposal, which would limit the band used for vehicular communication to 30 MHz .

| Band | Frequency | Bandwidth |
| :---: | :---: | :---: |
| U-NII-1 / U-NII Indoor | $5.150-5.250 \mathrm{GHz}$ | 100 MHz |
| U-NII-2A / U-NII Mid | $5.250-5.350 \mathrm{GHz}$ | 100 MHz |
| U-NII-2B / U-NII Indoor | $5.350-5.250 \mathrm{GHz}$ | 120 MHz |
| U-NII-2C / U-NII-2e | $5.470-5.250 \mathrm{GHz}$ | 255 MHz |
| U-NII-3 / U-NII Upper | $5.725-5.250 \mathrm{GHz}$ | 125 MHz |
| U-NII-4 / ITS / DSRC | $5.850-5.925 \mathrm{GHz}$ | 75 MHz |
| U-NII-5 | $5.925-6.425 \mathrm{GHz}$ | 500 MHz |
| U-NII-6 | $6.425-6.525 \mathrm{GHz}$ | 100 MHz |
| U-NII-7 | $6.525-6.875 \mathrm{GHz}$ | 350 MHz |
| U-NII-8 | $6.875-7.125 \mathrm{GHz}$ | 250 MHz |

Table 2.4: U-NII bands

### 2.4.2 IEEE 802.11bd and Millimeter Wave

Since the introduction of IEEE 802.11p in 1999, newer amendments to the IEEE 802.11 standard (Wi-Fi) have been proposed, namely 802.11 n , 802.11 ac and 802.11 ax , providing support for higher orders of modulation that allows much higher throughput in a 20 MHz channel than was possible at the time of the inception of 802.11 p. Table 2.5 shows data rates achievable with the newer standards. These advancements are on their way to influence vehicular communication when they are introduced by the upcoming 802.11bd amendment, which will provide enhancements for Next-Generation V2X
(NGV), and inherits the physical layer capabilities of 802.11ax. The newer enhancement aim to provide increased throughput and maintain interoperability with existing 802.11 p devices. To ensure compatibility, 802.11 bd must be able to decode at least one mode of 802.11 p's communication modes and vice versa.

The new IEEE standard 802.11ay specifies the use of Wi-Fi operations in the 60 GHz band [40], over a 14 GHz band (from 57 GHz to 71 GHz ), also known as millimeter wave frequencies. It is proposed to be divided into 6 non-overlapping channels, each occupying 2160 MHz of spectrum, and providing 1760 MHz of bandwidth as shown in Table 2.6. Such high bandwidth can achieve higher bit rates, and devices supporting 60 GHz are referred to as Directional Multi-Gigabit (DMG) stations. The 802.11bd amendment aims to support operation in the 60 GHz band, with proposals for possible support of OCB mode in the 60 GHz band as well, with the intention of using it to support very high throughput use cases in that band, and reserving the 5.9 GHz band for reliable communication, typically used by safety applications.

### 2.5 CACC \& Packet Loss Behavior

Longitudinal control of a platoon of vehicles has been extensively reported upon in the literature in the past decades. The objective of CACC is to set a spacing policy between vehicles of a CACC platoon using on-board sensors and a wireless communication network. The on-board sensors can measure the distance and relative velocity from another vehicle. Wireless communication is used to communicate information between vehicles, and it can follow various structures. Early designs

| Modulation | Channel <br> Width (Hz) | Highest data rate (Mbps) | Notes |
| :---: | :---: | :---: | :---: |
| High Throughput (HT) | 20 | 288.8 | 802.11n and newer |
|  | 40 | 600 |  |
| Very High Throughput (VHT) | 20 | 346.8 | 802.11ac and newer |
|  | 40 | 800 |  |
|  | 80 | 1733.2 |  |
|  | 160 | 3466.8 |  |
| High Efficiency (HE) | 20 | 1147 | 802.11ax and newer |
|  | 40 | 2294 |  |
|  | 80 | 4804 |  |
|  | 160 | 9608 |  |

Table 2.5: Newer Modulations for newer IEEE 802.11 standards

| Channel | Center Frequency (GHz) | Min. | Max. |
| :---: | :---: | :---: | :---: |
| 1 | 58.32 | 57.24 | 59.40 |
| 2 | 60.48 | 59.40 | 61.56 |
| 3 | 63.64 | 61.56 | 63.72 |
| 4 | 64.80 | 63.72 | 65.88 |
| 5 | 66.96 | 65.88 | 68.04 |
| 6 | 69.12 | 68.04 | 70.20 |

Table 2.6: IEEE 802.11ay in the 60 GHz band.
of CACC models such as [67] suggest a bidirectional communication topology, where each vehicle makes use of information receives from its direct preceding and following vehicles. More recent work, such as California's PATH program [92], suggests that the use of a bidirectional information flow structure is unnecessarily complicated, and simplified the problem with a unidirectional approach in which a vehicle within a platoon is only concerned with information received from preceding vehicles. With unidirectional information flow, several control models were proposed, such as multivehicle look-ahead controllers[81], where information received from multiple preceding vehicles are used in addition to information from the platoon leader. In [50], it was shown that a higher traffic throughput achieved by a reduced time headway is possible by only using information from two preceding vehicles, without the need of information from the platoon leader. In [69], a one-vehicle look-ahead CACC controller was proposed, showing that it is possible to reduce the time headway gap well below 1 seconds while maintaining string stability.

The technology used for vehicular communication, DSRC, does not offer performance guarantee, and therefore, attention was given to studying CACC under different network conditions. CACC makes use of acceleration information received from the preceding vehicle over the communication network. The work in [70] proposes that in case of network impairment, a CACC application shall fall back to a degraded CACC state, dCACC, in which vehicles estimate the acceleration of preceding vehicles from on-board sensors. While their work offers improvement over a traditional ACC system, it does not achieve string stability that a CACC controller with no loss can achieve.

It is important to understand the nature of packet loss events exhibited by a VANET. This allows us to create realistic packet loss scenarios that CACC applications may encounter. In [18], the authors characterized packet loss events in 802.11p/WAVE vehicular networks that uses multi-channel operations to derive a function to predict loss. They found that due to channel switching, packets might be dropped following a repeated pattern. In [33], the 802.11 p communication channel is modeled
based on Discrete Time Markov Chain (DTMC), where packet loss status is modeled with state machines of good states, where packet reception is uninterrupted, and loss states, where packet loss is expected to occur with high probability. In [16], packet loss in VANETs is assumed to be bursty, and use a two-state Markov model to predict probability of packet loss based on Signal-to-noise ratio.

There is a consensus in the literature that packet loss occurrences are not independent. That is, they do not follow a Bernoulli process in which packets would be dropped with a certain probability, but should rather be expressed in a way similar to the Gilbert-Elliott model. In VANETs, packet loss events exhibit temporal and spacial correlation. Therefore, we focused our testing on losses of bursty nature rather than assigning an independent probability of loss to each packet.

In order to study network impairment and fallback method performance, we implemented a simulation based one a one-vehicle look-ahead CACC controller. Since distance and relative velocity can be obtained using on-board sensors in case of network impairment, acceleration of the preceding vehicle can be estimated using a Kalman filter. In our study, we simulated several packet loss scenarios and their effect on string stability. We propose adapting the time headway value parameter of the CACC controller according to a network reliability metric.

VANETs can utilize different radio access technologies such as 802.11-based DSRC and Cellular Vehicle-to-Everything (C-V2X), and amendments are proposed to enhance the standards for use in VANETs, such as the P802.11bd that adds support to the 60 GHz band. Our proposed solution can be applied to any radio access technology that can achieve the required low latency for CACC.

### 2.6 Tracking Moving Objects Using a Kalman Filter

Vehicles are equipped with on-board LiDAR sensor to detect vehicles and objects on the road. A sensor reading involves a small amount of noise which is inherent to sensors' design. If we modeled sensor noise as a zero-mean Gaussian function with a variance $\sigma^{2}=0.1\left(\right.$ Generally, $\left.\mathcal{N}\left(\mu, \sigma^{2}\right)\right)$, then the sensor reading for distance alone is acceptable as it is within a variance of 0.1 meters (10 $\mathrm{cm})$. This error in measurement is referred to as measurement noise. The distance sensor reading is needed for developing a mitigation strategy, where CACC falls back to sensor-estimated acceleration when the network condition is impaired. If vehicle $i$ is following vehicle $i-1$, then the observed
relative velocity $\vec{v}_{i \mid i-1}$ can be obtained by the change in distance between two consecutive distance sensor readings over a sensor read interval time $\Delta_{m}$

$$
\begin{equation*}
\vec{v}_{i \mid i-1}(k)=\frac{d_{i-1}(k)-d_{i-1}(k-1)}{\Delta_{m}} \tag{2.1}
\end{equation*}
$$

Similarly, acceleration can be measured by computing the relative acceleration $\vec{a}_{i \mid i-1}$ can be obtained using three consecutive distance reading, or simply by using the last two relative velocity values

$$
\begin{align*}
\vec{a}_{i \mid i-1}(k) & =\frac{\vec{v}_{i \mid i-1}(k)-\vec{v}_{i \mid i-1}(k-1)}{\Delta_{m}}  \tag{2.2}\\
& =\frac{d_{i-1}(k)-d_{i-1}(k-1)}{\Delta_{m}}-\frac{d_{i-1}(k-1)-d_{i-1}(k-2)}{\Delta_{m}} \tag{2.3}
\end{align*}
$$

We can then find the acceleration of vehicle $i-1$ by adding vehicle $i$ 's acceleration to the relative acceleration observed of vehicle $i-1$

$$
\begin{equation*}
\ddot{x}_{i-1}(k)=\vec{a}_{i \mid i-1}(k)+\ddot{x}_{i}(k) \tag{2.4}
\end{equation*}
$$

A moving object changes its position, velocity and acceleration constantly. Therefore, the estimations using Equation 2.1 and 2.4 involve a small amount of error. This is known as Process Noise, as it would be present even if sensor readings were $100 \%$ perfect due to the object's changing velocity and acceleration between sensor readings.

The aforementioned measurement noise produces distance values with a variance of 0.1 meters. However, when we use those sensor readings to estimate relative velocity and acceleration, the error amplifies, producing unacceptable results as shown in Figure 2.7. Therefore, we need a better way to estimate a preceding vehicle's acceleration that simply uses three consecutive readings, and Kalman filters can offer significant improvement to the accuracy of acceleration estimation of a moving object.

Kalman filters [30] can be used to estimate the state of an object while taking into consideration the presence of measurement noise and process noise. It has been used extensively in the literature to track moving objects such as tracking for automated surveillance systems [66], robotic automation [19] and aircraft tracking [9]. In the area of vehicular networks, a Kalman filter is applied to predict the location of a vehicle accurately using real vehicles' mobility traces and model-driven traces [34]. In [39], an accurate algorithm was developed for vehicle positioning using a Kalman filter. For
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Figure 2.7: Unacceptable acceleration estimation due to measurement \& process noise

CACC platoons using wireless communication to exchange acceleration information, Kalman filters are applied to estimate a preceding vehicle's acceleration when communication is lost [70][89]. In this work, we study CACC platoons under varying network impairment scenarios, and we use a Kalman filter to estimate acceleration when communication is lost. In Section 5.1, we propose an improved Kalman filter that improves acceleration estimation when compared to Rayamajhi's implementation in [74], and only requires input from a single distance sensor.

## Chapter 3

## CACC Control Modeling

A CACC controller requires the presence of a wireless communication network over which vehicles can broadcast information periodically. This information can include acceleration, velocity and position. However, if vehicles rely solely on information received over a wireless network, there is no fallback strategy if the wireless network becomes unavailable. Therefore, vehicles can use local on-board sensors such as LiDAR to detect the distance and relative velocity of the preceding vehicle.

### 3.1 CACC Controller Model

We implemented an ns-3 simulation of a one-vehicle look-ahead CACC model as shown in Figure 3.1. The CACC model used is based on [69]. If we have a CACC platoon of $m$ vehicles, a spacing policy for vehicle $i$ can be defined with

$$
\begin{equation*}
d_{r, i}(t)=r_{i}+h v_{i}(t), \quad 2 \leq i \leq m \tag{3.1}
\end{equation*}
$$

where $h$ is the desired time headway. $r_{i}$ is the stand-still reference distance. The spacing error $e_{i}(t)$

$$
\begin{align*}
e_{i}(t) & =d_{i}(t)-d_{r, i}(t)  \tag{3.2}\\
& =\left(s_{i-1}(t)-s_{i}(t)-L_{i}\right)-\left(r_{i}+h v_{i}(t)\right)
\end{align*}
$$

where $s_{i}(t)$ is the position of vehicle $i$ at time $t$, and $L_{i}$ is the length of vehicle $i$.
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Figure 3.1: One-Vehicle Look Ahead CACC

The CACC controller for a following vehicle $i$ updates its acceleration every $t_{\mathrm{CACC}}$ period of 100 ms based on the following

$$
\begin{equation*}
\dot{u}_{i}(t)=-\frac{1}{h} a_{i}+\frac{1}{h}\left(k_{p} e_{1, i}+k_{d} e_{2, i}\right)+\frac{1}{h} u_{i-1} \tag{3.3}
\end{equation*}
$$

where $a_{i}$ is the current vehicle's acceleration, $e_{2, i}$ is the change in $e_{1, i}$, namely $\dot{e}_{1, i}$, and $k_{p}, k_{d}$ are gain parameters set to 0.66 and 0.7 respectively. The value of $u_{i-1}$ is the perceived acceleration of the preceding vehicle, which is either received over wireless communication or estimated from on-board sensor reading when the network is impaired. The CACC controller also limits the acceleration values to $\pm 12 \frac{\mathrm{ft}}{\mathrm{s}^{2}}$, which is equal to $\pm 3.6576 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$ to avoid harsh accelerations and deceleration for passengers' comfort.

The value $\dot{u}$ is the change in acceleration from a starting acceleration $a_{\text {start }}$ to a target acceleration $a_{\text {target }}$, which is performed linearly over a CACC update interval $t_{\text {CACC }}$. For example, at time $t_{\text {start }}$, vehicle $i$ computes a new target acceleration $a_{\text {target }}$, and changes its current acceleration linearly until it reaches the target acceleration at $t_{\text {target }}=t_{\text {start }}+t_{\mathrm{CACC}}$, where a new target acceleration would be computed again, and so on. The value $u_{i-1}$ that vehicle $i-1$ broadcasts over the wireless network can either be its current acceleration, or its target acceleration computed from Equation 3.3

Vehicles' absolute positions and velocities are updated accordingly as well, following a piecewise acceleration whose slope $j_{i}$ is computed, every time a new acceleration target is computed, as:

$$
\begin{equation*}
j_{i}=\frac{a_{\mathrm{target}}-a_{\mathrm{start}}}{t_{\mathrm{CACC}}} \tag{3.4}
\end{equation*}
$$

and then at a time $t \in\left[t_{\text {start }}, t_{\text {target }}\right]$, vehicle $i$ 's acceleration $a_{i}(t)$, velocity $v_{i}(t)$ and position $d_{i}(t)$
are updated continuously according to the following motion equations:

$$
\begin{align*}
a_{i}(t) & =a_{i}\left(t_{\text {start }}\right)+j_{i} \Delta t  \tag{3.5}\\
v_{i}(t) & =v_{i}\left(t_{\text {start }}\right)+a_{i}(t) \Delta t+j_{i} \frac{\Delta t^{2}}{2}  \tag{3.6}\\
d_{i}(t) & =d_{i}\left(t_{\text {start }}\right)+v_{i}(t) \Delta t+a_{i}(t) \frac{\Delta t^{2}}{2}+j_{i} \frac{\Delta t^{3}}{6} \tag{3.7}
\end{align*}
$$

where $\Delta t$ is $t-t_{\text {start }}$. The platoon leader follows an acceleration profile that is read from a text file, where the leader starts from a velocity and acceleration of 0 , and obtains a new target acceleration from the file every 100 ms , following the aforementioned motion equations.

### 3.1.1 String Stability

In order to evaluate the performance of a CACC deployment, we need to determine whether the platoon is string stable. For a string stable platoon, the amplification of disturbances in upstream direction of either distance error, velocity or acceleration is diminished before they reach the end of the platoon. In this section we review string stability from the perspective of [69, 71]. In Section II of both [69] and [71] the authors present a brief discussion of the concepts of string stability. They identify three general approaches that have been applied. The first is a formal approach based upon Lyapunov stability. This approach is said to suffer from constraints that make it lack practicality in real-world systems. Specifically, external disturbances, including speed variation of the lead vehicle, are said to be not supported. In a second approach, the Z-transform is used in analysis of infinite strings. The authors point out in [71] that "Unfortunately, the stability properties of finite-length strings, being practically relevant, might not converge to those of infinite-length strings as length increases. This can be understood intuitively by recognizing that in a finite-length platoon, there will always be a first and a last vehicle, whose dynamics may significantly differ from those of the other vehicles in the platoon, depending on the controller topology. Consequently, the infinite-length platoon model does not always serve as a useful paradigm for a finite-length platoon as it becomes increasingly long."

The third approach is referred to as a performance-oriented approach. A finite string of $N$ vehicles
is defined to be string stable if and only if

$$
\begin{equation*}
\left\|z_{i}(t)\right\|_{\mathcal{L}_{2}} \leq\left\|z_{i-1}(t)\right\|_{\mathcal{L}_{2}} \forall t \geq 0 \text { and } 2 \leq i \leq N \tag{3.8}
\end{equation*}
$$

where $z_{i}(t)$ can be (with equivalent results) the positional error $e_{i}(t)$ of vehicle $i$ with respect to vehicle $i-1$, its speed $v_{i}(t)$, or its acceleration $a_{i}(t)$.

This metric also includes an assumption that the initial state of the string is stationary. Consequently, it is not applicable to strings whose membership may dynamically change nor to analysis of sub-intervals of string behavior.

Nevertheless, for simulation studies, it is clear that this metric is readily applied to any finite length platoon with any combination of controller inputs and the required initial conditions present no obstacle. Therefore, in this work we also employ this specific characterization of string stability and use $v_{i}(t)$ in our computations.

This stability condition is a retrospective analysis of the platoon's stability, and can be expressed as a single value that must satisfy the following condition for a stable platoon:

$$
\begin{equation*}
\frac{\left\|v_{i}(t)\right\|_{\mathcal{L}_{2}}}{\left\|v_{i-1}(t)\right\|_{\mathcal{L}_{2}}} \leq 1 \tag{3.9}
\end{equation*}
$$

### 3.2 Fallback mitigation

The CACC controller uses periodic acceleration updates received over the wireless network. When the network becomes unavailable, these updates are lost, and therefore the model does not receive updated acceleration inputs. The CACC controller in each vehicle computes a new target acceleration every 100 ms , and it also expects to receive acceleration updates from the preceding vehicle every 100 ms . If acceleration updates were not received, the controller will use the last known acceleration value until it detects packet loss. In VANET based on DSRC/WAVE, packet loss is not explicitly detected, and it is possible to occasionally miss some acceleration updates due to frame collisions. The controller will use the last known acceleration from preceding vehicle as long as the last update received was less than 300 ms ago. If a vehicle does not receive an acceleration update after 300 ms , it assumes that the communication network is in a loss state, and switches to a fallback mode, where
acceleration of the preceding vehicle is estimated using on-board sensors.
The fallback mode works in the absence of the wireless network by using on-board sensors and a Kalman estimation filter to estimate the preceding vehicle acceleration as detailed in the work in [74]. In ns-3, we can obtain the exact distance and relative velocity between two simulation nodes. However, this is unrealistic as real-world sensors have inaccuracies within a certain margin of error. Therefore, we apply a zero-mean Gaussian noise to the actual distance between simulation nodes, such that distance error is within $\pm 0.3$ meters, and relative velocity accuracy is within +2 $\mathrm{km} / \mathrm{h}$ and $-3 \mathrm{~km} / \mathrm{h}$. These margins of errors are based on the accuracy requirement for approval by National Highway Traffic Safety Administration (NHTSA) [64]. We assume that the variance in distance error $\sigma_{d}^{2}$ and the variance in relative velocity error $\sigma_{v}^{2}$ to be 0.1 in our simulation. We assume that distance and velocity readings are obtained independently, and refer to the added distance and relative velocity sensor noises as $\mathcal{N}_{\text {dist }}$ and $\mathcal{N}_{\text {vel }}$ respectively. A Kalman filter has two sub-processes executing recursively in a loop: prediction phase which periodically predicts the state variables, and correction phase which attempts to correct the predicted state variable values using the measurement. If $x$ is the state of a system to be estimated, $u$ is control input, and $z$ is the measurements done periodically, then a Kalman filter is designed to address the general problem of estimating the state $x_{k} \in \mathcal{R}^{n}$ with measurements $z \in \mathcal{R}^{m}$ of a process defines by the discrete time equations:

$$
\begin{align*}
x_{k} & =\mathbf{A} x_{k-1}+\mathbf{B} u_{k-1}+w_{k-1}  \tag{3.10}\\
z_{k} & =\mathbf{H} x_{k}+v_{k} \tag{3.11}
\end{align*}
$$

The random variables $w_{k}$ and $v_{k}$ are assumed to be independent zero-mean Gaussian random variables that represent process and measurement noise respectively. The $n \times n$ matrix A relates the past estimate of the state $x_{k-1}$ to the current $x_{k}$ in the absence of noise and control input $u_{k}$. Similarly, the $n \times 1$ matrix $\mathbf{B}$ relates the control input $u_{k}$ to the state $x_{k}$. The $m \times n$ matrix $\mathbf{H}$ relates the state $x_{k}$ to the measurement variables $z_{k}$. In practice, the matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{H}$ vary with time, but we assume they remain constant for our study.

We also initialize $\mathbf{P}$ as a $4 \times 4$ matrix with all elements set to 1 . The Kalman filter's prediction phase:

$$
\begin{gather*}
\hat{x}_{k}^{-}=\mathbf{A} \hat{x}_{k-1}+\mathbf{B} \hat{u}_{k-1}  \tag{3.12}\\
\mathbf{P}_{k}^{-}=\mathbf{A} \mathbf{P}_{k-1} \mathbf{A}^{T}+\mathbf{Q} \tag{3.13}
\end{gather*}
$$

where $\hat{x}_{k}^{-}$is the priori estimate of the state $x_{k}$ at time step $k$ and $\hat{x}_{k}$ is the posteriori estimate of state $x_{k}$ at time step $k . \mathbf{P}_{k}^{-}$is the priori estimate error covariance and $\mathbf{P}_{k-1}$ is the posteriori estimate error covariance. The goal is to find an equation that computes a posteriori estimate $\hat{x}_{k}$ as a linear combination of an a priori estimate $\hat{x}_{k}^{-}$and a weighted difference between an actual measurement $z_{k}$ and a prediction $\mathbf{H} \hat{x}_{k}^{-}$. The Kalman correction phase is defined by:

$$
\begin{align*}
\mathbf{K}_{k} & =\mathbf{P}_{k}^{-} \mathbf{H}^{T}\left(\mathbf{H} \mathbf{P}_{k}^{-} \mathbf{H}^{t}+\mathbf{R}\right)^{-1}  \tag{3.14}\\
\mathbf{P}_{k}^{-} & =\mathbf{A} \mathbf{P}_{k-1} \mathbf{A}^{T}+\mathbf{Q}  \tag{3.15}\\
\hat{x}_{k} & =\hat{x}_{k}^{-}+\mathbf{K}_{k}\left(z_{k}-\mathbf{H} \hat{x}_{k}^{-}\right)  \tag{3.16}\\
\mathbf{P}_{k} & =\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{H}\right) \mathbf{P}_{k}^{-} \tag{3.17}
\end{align*}
$$

where the $n \times n$ matrix $\mathbf{K}_{k}$ is the gain that minimizes a priori error covariance $\mathbf{P}_{k}^{-}$at time step $k$. The relative distance from vehicle $i-1$ to preceding vehicle $i$ at time $k$ is computed with the addition of sensor noise as follows:

$$
\begin{equation*}
d_{i}[k]=x_{i-1}[k]-x_{i}[k]+\mathcal{N}_{d i s t} \tag{3.18}
\end{equation*}
$$

Similarly, the relative velocity between vehicles $i-1$ and $i$ at time $k$ is computed by adding the noise value for speed measurement as follows:

$$
\begin{equation*}
r_{i}[k]=v_{i-1}[k]-v_{i}[k]+\mathcal{N}_{v e l} \tag{3.19}
\end{equation*}
$$

Between two consecutive sensor readings, we will define distance traveled by vehicle $i$ as $s_{i}[k]$, and using two consecutive sensor readings, we can estimate the distance traveled by preceding vehicle $i-1$ as

$$
\begin{equation*}
\hat{s}_{i-1}[k]=s_{i}[k]+d_{i}[k]-\hat{s}_{i-1}[k-1] \tag{3.20}
\end{equation*}
$$

where $\hat{s}_{i-1}[k-1]$ is the prior estimate of distance traveled by the leading vehicle i-1. The velocity
of preceding vehicle $i-1$ is estimated from the relative velocity reading and the velocity of vehicle $i$ as follows

$$
\begin{equation*}
\hat{v}_{i-1}[k]=r_{i}[k]+v_{i}[k] \tag{3.21}
\end{equation*}
$$

The acceleration of the preceding vehicle $i-1$ is estimated using the change in estimated velocity between two sensor readings. Let $t_{\text {dme }}$ be the time between two sensor readings, acceleration is estimated as:

$$
\begin{equation*}
\hat{a}_{i-1}[k]=\frac{\hat{v}_{i-1}[k]-\hat{v}_{i-1}[k-1]}{t_{\mathrm{dme}}} \tag{3.22}
\end{equation*}
$$

We will use the term $\hat{m}_{i-1}[k]$ to denote the approximate rate of change of preceding vehicle's acceleration at time $k$, and therefore, we establish the state variable $x[k]$ as:

$$
x[k]=\left[\begin{array}{c}
m_{i-1}[k]  \tag{3.23}\\
s_{i-1}[k] \\
v_{i-1}[k] \\
a_{i-1}[k]
\end{array}\right] \quad \text { Denotes change in acceleration, or jerk }
$$

The Kalman filter model parameters at any time step $k$ are given by defining the matrices $\mathbf{A}, \mathbf{B}, \mathbf{H}$ and $u$ as follows:

$$
\begin{gathered}
\mathbf{A}=\left[\begin{array}{cccc}
1 & 0 & 0 & \frac{1}{t_{\mathrm{dme}}} \\
\frac{t_{\mathrm{dme}}^{3}}{6} & 0 & t_{\mathrm{dme}} & \frac{t_{\mathrm{dme}}^{2}}{2.0} \\
\frac{t_{\mathrm{dme}}^{2}}{2.0} & 0 & 1 & t_{\mathrm{dme}} \\
t_{\mathrm{dme}} & 0 & 0 & 1
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{H}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad u=\left[\begin{array}{l}
\end{array}\right]
\end{gathered}
$$

We also defined the measured estimated state of preceding vehicle $i-1$, denoted with $z$ as follows:

$$
z=\left[\begin{array}{c}
\hat{m}_{i-1}[k] \\
\hat{s}_{i-1}[k] \\
\hat{v}_{i-1}[k] \\
\hat{a}_{i-1}[k]
\end{array}\right]
$$

We use two covariance matrices $\mathbf{Q}$ and $\mathbf{R}$, which in practice would be provided by a sensor's manufacturers, but since our study is simulation-based, we derive $\mathbf{Q}$ and $\mathbf{R}$ to be in line with the error variance of 0.1 as follows:

$$
\begin{gathered}
\mathbf{Q}=\left[\begin{array}{cccc}
0.1^{-4} & 0 & 0 & 0 \\
0 & 0.1^{-5} & 0 & 0 \\
0 & 0 & 0.1^{-5} & 0 \\
0 & 0 & 0 & 0.1^{-5}
\end{array}\right] \\
\mathbf{R}=\left[\begin{array}{cccc}
0.2 & 0 & 0 & 0 \\
0 & 0.01 & 0 & 0 \\
0 & 0 & 0.01 & 0 \\
0 & 0 & 0 & 0.01
\end{array}\right]
\end{gathered}
$$

The estimated acceleration value of the preceding vehicle is extracted from the $\hat{x}_{k}$ vector, and is always calculated with every sensor reading. If a vehicle missed three consecutive acceleration updates through the wireless network, it will use the most recent acceleration estimated by the Kalman filter described here. Without using a Kalman filter, it is still possible to estimate the acceleration of the preceding vehicle, however our tests show that using a Kalman filter produces smaller error in estimation as shown in Figure 3.2.


Figure 3.2: An example of improvement in acceleration estimation when using a Kalman filter

### 3.3 Simulation Setup

We use ns-3 network simulator to create a one-vehicle look-ahead CACC application. We created 10 vehicles, a platoon leader and nine followers. The simulation starts with stationary nodes separated by a given stand-still reference distance. The platoon leader is controlled directly by feeding it new acceleration values every 100 ms from a preset acceleration profile. This simulates a real vehicle driven by a human driver, or an autonomous self-driving vehicle. The remaining vehicles in the platoon calculate their acceleration based on the perceived acceleration of the preceding vehicle, and the distance measured by on-board sensors. Every vehicle has two independent simulation loops that are repeated every 100 ms : the first loop broadcasts the vehicle's acceleration, and the second loop computes new target accelerations using Equation 3.3, where it uses the last known perceived acceleration of the preceding vehicle.

We can get exact distance and relative velocity between two simulation nodes in ns3, but we add noise to this data to simulate error in sensor readings. To study the effect of burst loss on platoon safety, we used synthetic acceleration profiles that follow linear, sinusoidal, and step function. We also used two profiles obtained from real vehicles, namely the us06 drive cycle which was obtained from the US Environmental Protection Agency (EPA), and $c 2 a$, a profile that was generated by driving a car from Clemson, SC to Anderson, SC. To study our proposed solution, we needed longer

| Beacon Interval | 100 ms |
| :--- | :---: |
| CACC Interval | 100 ms |
| Number of vehicles | 10 vehicles |
| Velocity range | 0 to $35 \mathrm{~m} / \mathrm{s}$ |
| Acceleration range | -3.6576 to $3.6576 \mathrm{~m} / \mathrm{s}^{2}$ |
| $K_{p}$ | 0.66 |
| $K_{d}$ | 0.7 |
| Sensor interval | 25 ms |

Table 3.1: ns-3 simulation parameters
drive cycle data, so we used five acceleration profiles obtained from real vehicles that we acquired from the National Renewable Energy Laboratory (NREL) [1].

A simulation stops if a vehicle collision occurred or when the specified total simulation time is reached. After a simulation concludes, the observed string stability and traffic flow is generated. To compute traffic flow for a platoon of $N$ vehicles, let $x_{1}(t)$ and $x_{N}(t)$ be the positions of the platoon leader and the $N$-th vehicle at time $t$ respectively. Let $t_{e}$ be the time at which the $N$-th vehicle passes the point $x_{1}(t)$. Traffic flow $\mathcal{F}\left(t_{e}\right)$ at time $t_{e}$ can be defined as:

$$
\begin{equation*}
\mathcal{F}\left(t_{e}\right)=\frac{N}{t_{e}-t} \quad \text { vehicles per second } \tag{3.24}
\end{equation*}
$$

We repeat traffic flow computation every time the $N$-th vehicle passes a position where the platoon leader once was until the end of a simulation run. Simulation results are acceptable only if they resulted in a string stable platoon, and did not cause a collision. It is common to express traffic flow in vehicles per hour, and therefore we will multiply the result by 3600 .

### 3.4 Network Reliability Assessment \& Time Headway Value

We studied how CACC platoons react to different packet loss processes. We noticed that when modeling loss events as a Bernoulli process, the CACC is resilient even with high packet loss ratios. However, since previous work provided solid evidence that packet losses are bursty, we needed to test how would CACC performs under these conditions. Not surprisingly, CACC performance is influenced by the length of bursts of packet loss. Smaller burst losses of 10 packets (lasting for 1 second) do not impact the stability of a CACC platoon, allowing us to set a lower time headway value $h$. As we tested with longer burst losses, the platoons became unstable, requiring the use of
higher values of $h$ to maintain string stability. We call the value of $h$ that ensures stable operation the minimum string stable headway. When burst length goes above 300 packets ( 30 seconds), the minimum string stable headway value remains more or less constant as the increase in headway is sufficient for the fallback method to work without causing instability as shown in Figure 3.3 .


Figure 3.3: Packet burst length effect on platoon stability for different synthetic acceleration profiles


Figure 3.4: Packet burst length effect on platoon stability for different real vehicle acceleration profiles obtained from NREL

We seek to assess the network reliability to base our decision of adapting the $h$ value in order to achieve string stable platoon operation and maximize traffic flow. Packet delivery ratio (PDR) would be feasible if the loss process followed a Bernoulli process where every single loss event is independent. However, we needed to devise a mechanism based on the bursts of packet losses. We devised a network reliability metric, which corresponds to the effect of long loss lengths on the minimum string stable headway value as follows

$$
\begin{equation*}
r(B)=1-\tanh \left(\frac{B \times M}{175}\right) \tag{3.25}
\end{equation*}
$$

where $B$ is the length of the maximum sustained burst of packet loss that the network experienced, tanh is the hyperbolic tangent function, and $M$ is a scaling multiplier that our algorithm can control to make the criteria more or less conservative in estimating reliability. The default value of $M$ is 1 , but can change during simulation. The choice of the tanh function in this manner provides a graph that is inversely proportional to the effect burst of packet losses, and therefore a good fit to assess reliability as it pertains to CACC platoon stability.

Vehicles of the CACC platoon start in a no loss state, where all packets are received as expected every 100 ms . If a loss is detected, a vehicle will enter into a burst loss state in which the maximum burst length $B$ is tracked and used as an input to the function $f(B)$, defined in Equation 3.26, to adapt the value of the time headway value $h$. When packet reception resumes, we could have multiple scenarios about the reception after loss event:

1. The reception is very short, meaning that network reliability has not improved significantly. As a result, subsequent losses are added to the maximum burst loss $B$.
2. The reception is moderate, so we will not add subsequent losses to the maximum burst loss $B$, and we will start a new counter, maintaining the value of $B$
3. The reception is long enough to assume that the network condition has improved, so we move to a recovery state.

This is illustrated in the state-machine in Figure 3.5, where $p$ and $q$ are used as constant parameters to define the thresholds that dictate the transitions. In our simulations, we set $p=2$ and $q=5$. This means that we have to receive consecutive packets in a burst that is five times the size of the largest burst before we assume that the network is back to perfect condition. In addition, if good burst between losses is two times the loss length, we will set the multiplier $M$ to 0.8 , since we observed that this kind of loss is more forgiving on CACC string stability. If good packet burst between loss bursts is shorter than $25 \%$ of $B$, we set the multiplier $M$ to 4 , and if it is less than $10 \%$, we set the $M$ to 20 as we have observed that short good bursts of packets between significantly longer burst losses have severe impact on the string stability of CACC operation. We use the value of $B$, which we define as the maximum burst loss length, to compute a new higher headway value to mitigate
packet loss events as follows:

$$
\begin{equation*}
h=f(B)=(L-U) r(B)+U \tag{3.26}
\end{equation*}
$$

Where $L$ and $U$ are the lower and upper bounds on the value of the time headway value $h$. We notice, as shown in Figure 3.3, that for all acceleration profile, an upper bound $U$ of 1.5 seconds is sufficient with very long packet burst loss, that is, it can be used when there is a total network outage while maintaining string stability. The experiments also show that $L=0.5$ can be used as a lower bound for time headway for the NREL acceleration profiles when the network is perfect, as shown in Figure 3.4. The value of $B$ is limited to a maximum of 300 , where we assume that network reliability is zero when $B=300$.


Figure 3.5: State-Machine for evaluating network reliability for CACC.

Once we reached recovery state, the value of the time headway $h$ is reduced. Our initial experiments determined that reducing $h$ too quickly could result in instability or a collision. Therefore, the process is performed gradually by $\delta$ over an update period $t$. We choose a value of $\delta=0.05$. In addition, we also reduce $h$ in a front-to-back order; that is, vehicles in the front of the platoon reduce their time headway earlier than the vehicles in the back, and over shorter interval of time, which we found helps maintain platoon's string stability.

### 3.5 Packet Loss Scenarios



Figure 3.6: Modeling Packet Loss Scenario

Packet loss is modeled using a state-machine was two states, a reception state where all packets are received, and a loss state where packets are lost as shown in Figure 3.6. The switching between a reception and loss state is stochastically controlled. If we use 0 and 1 denote the reception and loss states respectively, we can define $P_{i j}$ as the probability to transition to state $j$ when at state $i$. Those probabilities can be represented with a 2 x 2 matrix. We can parameterize the loss process with two parameters: the Mean Good Length (MGL), which represents the mean number of received packets in a reception state, and the Mean Burst Length (MBL), which represents the mean number of lost packets in a loss state, and we compute the values of $P_{00}, P_{01}, P_{11}, P_{10}$ as follows:

$$
P_{00}=\frac{M G L-1}{M G L}, \quad P_{01}=\frac{1}{M G L}, \quad P_{11}=\frac{M B L-1}{M B L}, \quad P_{10}=\frac{1}{M B L}
$$

We set up our CACC simulation to start with an ideal wireless network connectivity with no packet loss, and later we trigger a loss event to study the impact of different loss processes on the performance of CACC. We tested using three loss processes shown in Table 3.2. A denial-of-service (DoS) attack can take an on-off pattern [57], so we modeled it as a loss process with $M G L=50, M B L=50$. The network outage scenario represents a condition where communication is lost completely due to temporary malfunction in equipment, or a complete denial-of-service (DoS) attack. To model loss in a congested network, we performed simulation test with many vehicles using the same communication channel and broadcasting every 100 ms , and observed that loss takes patterns of longer bursts followed by shorter reception bursts.

In a simulation where there is no packet loss, the value of the time headway $h$ can be set very low, allowing for higher vehicular traffic throughput. If we chose a very small $h$ value, and then triggered packet loss, it is possible for instability or a vehicle collision to occur.

Therefore, when packet loss occurs, we use the reliability metric discussed earlier to renew the time headway with a higher value, which effectively increases the separation distance between vehicles, and consequently, reduces the risk of instability or collisions.

| Loss Process | MGL | MBL |
| :---: | :---: | :---: |
| Congestion | 10 | 40 |
| On/Off Denial of Service | 50 | 50 |
| Network outage | 1 | 10000 |

Table 3.2: Packet Loss Processes Used in Testing

The loss process can be applied to vehicles individually, and due to its stochastic nature, different vehicles would exhibit different loss lengths which would result in different reliability metric observed by different nodes, and hence different headway values chosen by the vehicles. To mitigate that, we make a simplifying assumption that every vehicle would broadcast its current observed network reliability metric value along with the acceleration. Moreover, it is possible to assume that since the communication range of conventional DSRC devices reaches 1000 meters, all vehicles are able to receive frames intended for other vehicles, and therefore, can compute the lowest reliability observed by a member of the platoon. Alternatively, CACC vehicles can also use an alternative WAVE channel to broadcast reliability or use cellular LTE connection to share the network reliability value. This allows every platoon member to have a global view of reliability. It is possible to consider only local reliability metrics, but that requires a more conservative network reliability to achieve string stability under loss.

### 3.6 Dynamic Adjustment of Headway Value

The idea of our work is to allow our CACC platoon to use the minimum string stable headway value when the network condition is perfect. Our tests with ten vehicles with platoon leader following a drive cycle obtained from NREL shows that the minimum string stable headway to use is $h=0.5$. When the network condition is degraded, vehicles resort to estimating the acceleration of their respective preceding vehicle using on-board sensors which is not as accurate as receiving acceleration updates over the wireless network. This has the potential of increasing the risk of instability or collision when a low time headway value is used. Our tests with ten vehicles showed that for $h \geq 1.5$, we can achieve stable platoon operation with sensor-estimated acceleration alone, i.e.
without a wireless network.

Our headway adaptation algorithm sets the headway value such that $h \in[0.5,1.5]$. In a trivial loss scenario where we run with a perfect network condition, followed by a period of total network outage before resuming perfect operation, one would assume that adjusting the value of $h$ from 0.5 to 1.5 and then back to 0.5 would suffice as a countermeasure. However, rapid reduction of $h$ after network condition resumes to a perfect condition can lead to instability or a collision.

Therefore, we opted to have the reduction of $h$ value to be gradual, and in a front-to-back manner: the second vehicle in the platoon (the direct platoon leader's follower) initiates the reduction first, followed by the second vehicle and so on. This process allowed us to change the headway value without breaking string stability of the platoon. In addition, when network condition degrades, headway values can be increased in an opposite direction, starting from the platoon's tail to front. Equation 3.26 is used to determine a target $h$ value when a loss occurs to increase the headway value, effectively increasing the separation between vehicles during less-than-ideal network condition. For every vehicle $i$, we increase the value of $h$ to the newly computed $h$ value gradually over a period of 2 seconds.

The algorithm we devised to reduce $h$ value when the network is back to perfect condition is listed in Algorithm 1. We assume that every vehicle $i$ knows its position within the platoon, which allows us to perform the reduction in a front-to-back manner. The inputs $i, h$, and $\delta$ correspond to the vehicle's index within the platoon, the current headway value and the decrement by which we reduce the headway value, respectively. Our idea relies on two concepts to minimize the change of instability: the reduction of headway value should be gradual, and the reduction should start at the front of the platoon. This idea can be achieved by exchanging extra information in the messages to achieve the desired outcome. However, to reduce the complexity, we simply use a node's index to determine the delay until the initiation of the gradual reduction process, and the duration of the gradual reduction process. The reduction algorithm is invoked periodically every 10 seconds when the network condition is perfect after a loss process.

```
    Algorithm 1: Reduction of \(h\) when network condition is perfect
    Input: \(i, h, \delta\)
    Output: Value of \(h\) is reducted gradually for vehicle \(i\)
    Function HeadwayReduction \((i, h, \delta)\) :
        while Network is perfect do
            \(t t u \leftarrow 2 \times i\) seconds
            \(h_{\text {new }} \leftarrow \max \{h-\delta, L\}\)
            slope \(\leftarrow \frac{h_{\text {new }}-h}{t t u}\)
            delay \(\leftarrow t t u\)
            call LinearReduction(slope, \(h_{\text {new }}\), delay)
```

    Function LinearReduction (slope, \(h_{\text {new }}\), delay):
        Wait for delay seconds
        while \(h \neq h_{\text {new }}\) do
            \(h \leftarrow h+0.1\) slope
            Wait for 100 ms
    
## Chapter 4

## Performance Evaluation

### 4.1 Dynamic Time Headway Adaptation Results

As mentioned earlier, we run several experiments to decide on the lower and upper bounds for $h$ since this is a necessary input to the dynamic headway assignment algorithms. The leader's acceleration profile shown in Table 4.1 and Figure 1 can achieve string stable platoon operation under no packet loss scenario using a minimum string stable headway value of 0.5 . We also observed that a maximum headway value of 1.5 would result in string stable operation under network outage scenario, and therefore our adaptation algorithm uses a value of $h \in[0.5,1.5]$.

| Acceleration Profile (Sample Name) | Simulation Time | Source |
| :---: | :---: | :---: |
| Sample1 (austin7) | 1918 seconds | Austin, TX |
| Sample2 (atlanta1) | 4457 seconds | Atlanta, GA |
| Sample3 (austin5) | 2614 seconds | Austin, TX |
| Sample4 (austin3) | 2870 seconds | Austin, TX |
| Sample5 (caltrans5) | 2400 seconds | CalTrans, California |

Table 4.1: Acceleration profiles used for the experiments

Acceptable results must have string stability and no collision. Therefore, our simulations compare the performance of using the fixed minimum string stable headway for a given loss process and
acceleration profile against our dynamic adjustment approach. The minimum string stable value of $h$ varies with acceleration profile, and the network loss process applied.

We used data obtained from NREL's website[1] that contains drive cycle data including acceleration, which is sampled every 1 second. Because our implementation of CACC relies on acceleration updates every 100 ms , we used a simple linear interpolation to fill in the data points between every two acceleration to make it a per-100ms acceleration profile.

### 4.1.1 Results for 50/50 Loss Process

For each acceleration profile in Table 4.1, we run multiple CACC experiments with a constant headway time value $h$, and we applied a loss process of $M G L=50, M B L=50$ for 300 seconds ( 5 minutes), applied between simulation times 500 up to 800 . The aim is to establish what is the minimum $h$ that can be used without causing a collision or breaking string stability under the loss process. We then compare the traffic flow achieved by using that minimum string stable $h$ with the adaptive approach as shown in Table 4.2, where traffic flow is quantified in units of vehicles per hour. In Figure 4.1, we observe that the overall traffic flow is increased for the simulation run with Sample1. The shaded area marks the time in which the loss process is applied. As we can see, the performance during the loss process matches the traffic flow of the scenario where the minimum string stable $h$ was used. In Figures 4.3, we observe that during the loss process, Sample3's traffic flow is slightly decreased when compared to the fixed headway scenario. However, the overall achieved traffic flow is $15.54 \%$ higher, as seen in Table 4.2 . The results from the remaining samples are shown in Figures 4.4, and 4.5.

| Acceleration Profile | Fixed $h$ | Adaptive $h$ | Improvement \% |
| :--- | :---: | :---: | :---: |
| Sample 1 | 2743.29 | 3385.45 | $+23.41 \%$ |
| Sample 2 | 2625.33 | 3284.89 | $+25.12 \%$ |
| Sample 3 | 2777.15 | 3208.74 | $+15.54 \%$ |
| Sample 4 | 2500.3 | 2807.37 | $+12.28 \%$ |
| Sample 5 | 2869.26 | 3286.39 | $+14.54 \%$ |

Table 4.2: Traffic throughput (vehicle/hour) achieved under a $50 / 50$ loss process with different acceleration profiles.


Figure 4.1: Sample 1 flow comparison under 50/50 process


Figure 4.2: Sample 2 flow comparison under 50/50 process


Figure 4.3: Sample 3 flow comparison under 50/50 process


Figure 4.4: Sample 4 flow comparison under $50 / 50$ process


Figure 4.5: Sample 5 flow comparison under 50/50 process

### 4.1.2 Network Outage

We tested our proposed adaptation on a scenario where total network outage occurs. Our early tests established that a minimum headway of $h=1.5$ is string stable under a total network outage scenario for the acceleration profiles we used. Therefore, in the case of a total network outage, the adaptation algorithm increases the headway to 1.5 during the loss process. Under this loss process, samples that can maintain string stable operation at fixed headway values $h<1.5$ will have higher traffic flow during loss since total network loss always sets the headway to 1.5 as can be seen in Figures 4.9 and Figures 4.10. In addition, recovering from a total network outage scenario is relatively slow over time, but the adaptive algorithm gradually increases the traffic flow after the network resumes, where it matches the fixed algorithm at about the 1100th seconds mark, and then increases the traffic flow afterwards.

| Acceleration Profile | Fixed $h$ | Adaptive $h$ | Improvement \% |
| :--- | :---: | :---: | :---: |
| Sample 1 | 1813.95 | 2621.93 | $+44.54 \%$ |
| Sample 2 | 1761.46 | 2916.65 | $+65.58 \%$ |
| Sample 3 | 1737.8 | 2652.07 | $+52.61 \%$ |
| Sample 4 | 1680.66 | 2374.74 | $+41.3 \%$ |
| Sample 5 | 1953.8 | 2588.77 | $+32.5 \%$ |

Table 4.3: Traffic throughput (vehicle/hour) achieved under a network outage scenario with different acceleration profiles.


Figure 4.6: Sample 1 flow comparison under network outage


Figure 4.7: Sample 2 flow comparison under network outage


Figure 4.8: Sample 3 flow comparison under network outage


Figure 4.9: Sample 4 flow comparison under network outage


Figure 4.10: Sample 5 flow comparison under network outage

### 4.1.3 Congested Network : $M G L=10, M B L=40$

We applied our approach to a network with a loss process of $M G L=10, M B L=40$, and we noticed that our platoon adapted to the loss process well as seen in Figure 4.11, 4.12 and 4.13. The remaining samples set $h$ slightly higher than the minimum string stable $h$, as our proposed solution is cautious when evaluation network quality. In the previous experiments with network outage, the adaptation algorithm assumes that the network is at its worse condition, and therefore, sets the $h$ value to 1.5 , its maximum value. We can apply that method to all loss processes on the expense of reduced traffic flow during loss. Therefore, the design of a platoon controller with adaptive $h$ value may need to have a trade-off between being too cautious when increasing $h$ value due to loss on the expense of reducing traffic flow during the loss event. It is also possible to incorporate factors such as degree of acceleration jerk and change to adapt the $h$ value as well, but that is beyond the scope of this work.


Figure 4.11: Sample 1 flow comparison under congestion


Figure 4.12: Sample 2 flow comparison under congestion


Figure 4.13: Sample 3 flow comparison under congestion


Figure 4.14: Sample 4 flow comparison under congestion


Figure 4.15: Sample 5 flow comparison under congestion

| Acceleration Profile | Fixed $h$ | Adaptive $h$ | Improvement \% |
| :--- | :---: | :---: | :---: |
| Sample 1 | 2121.77 | 2958.2 | $+39.42 \%$ |
| Sample 2 | 2046.14 | 3077.55 | $+50.41 \%$ |
| Sample 3 | 2018.25 | 2917.44 | $+44.55 \%$ |
| Sample 4 | 1946.37 | 2593.83 | $+33.27 \%$ |
| Sample 5 | 2318.36 | 2906.6 | $+25.37 \%$ |

Table 4.4: Traffic throughput (vehicle/hour) achieved under a network congestion with different acceleration profiles.

### 4.2 Evaluation of 5G \& DSRC in CACC

The following are results from comparing a CACC performance evaluation using 802.11-based DSRC and 5G NR V2X. We run our CACC simulation where vehicles are equipped with a DSRC/WAVE network device, as implemented in ns-3's built-in wave module. We ran CACC simulations with 10 vehicles to find the minimum string stable time headway for the given leader acceleration profile that satisfies Equation 3.9. Furthermore, we vary the value of $h$ by 0.1 seconds with each experiment, and we only consider simulations that are string stable. Each vehicle broadcasts its acceleration information every 100ms. Similarly, for 5G NR V2X, we used the 5G-LENA extension to ns-3 [10], which implements 5G V2X sidelink communication between vehicles, and uses the autonomous mode- 2 for resource allocation to use the wireless sidelink channel. For both scenarios, vehicles only use acceleration value received from the direct preceding vehicle to calculate their new target acceleration. We also randomized the starting time for the applications installed in vehicles to reduce the probability of broadcasting their data at the same time.

In Figure 4.16, we show traffic flow of experiments where the platoon leader follows a sinusoidal acceleration profile, which alternate between accelerating and braking. The platoon that uses 5G NR V2X can achieve slightly higher traffic flow over DSRC as it can use a time headway as low as 0.7 seconds compared to 0.8 seconds for DSRC.


Figure 4.16: CACC Performance using DSRC versus 5G NR V2X - Sinusoidal Profile


Figure 4.17: CACC Performance using DSRC versus 5G NR V2X - Step Profile

In Figure 4.17, we show traffic flow comparison on experiments where the platoon leader uses an acceleration profile that follows a step function, meaning that it would have sudden shifts between acceleration and braking. Again, the platoon that uses 5G NR V2X achieved slightly higher traffic throughput as it can operate at slightly lower time headway than the platoon using DSRC. We also observe similar results with the us 06 drive cycle profile shown in Figure 4.18. Figure 4.19 illustrates the results when using the $c \mathcal{L} a$ acceleration profile, showing significant performance advantage for 5 G NR V2X over DSRC, as it can operate at a minimum string stable headway of $h=0.7$, compared to $h=1.1$ for DSRC.


Figure 4.18: CACC Performance using DSRC versus 5G NR V2X - us 06 Profile


Figure 4.19: CACC Performance using DSRC versus 5G NR V2X - c2a Profile

We also used acceleration profiles from real vehicles that we obtained from NREL, and for sake of improving simulation speed, we only considered the first 600 seconds of each sample. We can see in Figure 4.20, 4.21 and 4.24 that using 5G NR V2X communication achieves significantly better traffic throughput as we can operate a string stable platoon at lower time headway values of $h$. The samples in Figures 4.22 and 4.23 show that 5G NR V2X have a slight advantage over DSRC.


Figure 4.20: CACC Performance using DSRC versus 5G NR V2X - Sample 1 Profile


Figure 4.21: CACC Performance using DSRC versus 5G NR V2X - Sample 2 Profile


Figure 4.22: CACC Performance using DSRC versus 5G NR V2X - Sample 3 Profile


Figure 4.23: CACC Performance using DSRC versus 5G NR V2X - Sample 4 Profile


Figure 4.24: CACC Performance using DSRC versus 5G NR V2X - Sample 5 Profile

We can attribute the performance variation to the fact that DSRC nodes use a relatively small backoff counter when the channel is sensed as "busy". The smaller value was implemented to improve the latency of DSRC applications, but we believe, based on our simulation results, that it comes at the expense of better packet delivery ratio as it would increase the chance of two or more nodes attempting to transmit at the same time. In addition, since applications' start up times and backoff numbers are random, we would expect varying degrees of performance, and it seems that 5 G NR V2X handles that better than DSRC. DSRC can enter into a severe loss state based that it does not react to, leading to degraded performance of VANET applications such as CACC.

### 4.3 Evaluation of Wireless Technologies in Periodic Broadcast Applications

We implemented ns-3 simulations to investigate packet delivery ratio (PDR) achieved with applications that periodically broadcast 500 -byte messages every 100 ms . We ran experiments with varying number of nodes to see the effect of congestion on PDR as it could potentially leads to collisions. The vehicles are placed in multiple lanes to simulate how they would be in a real-world scenario. For DSRC, we used 10 MHz and 20 MHz channels that are supported by the original 802.11p amendment, and the future 802.11bd amendment (Enhancement for Next-Generation V2X, or NGV), which introduces modern modulation/coding schemes to VANET applications. C-V2X supports channel widths of $10 \mathrm{MHz}, 20 \mathrm{MHz}, 30 \mathrm{MHz}$ and 40 MHz , but we only compare the 10 MHz and 20 MHz channels operating in the 5.9 GHz band to have a good comparison between the performance of C-V2X and DSRC.

### 4.3.1 DSRC and 802.11 PHY Modes

We ran ns-3 simulations with nodes equipped with 802.11-based network devices that are operating in OCB mode. We find the PDR that is achieved with the given number of nodes using different modulation/coding scheme (MCS). We repeat the experiments but with more nodes to study the effect of congestion on PDR. Using higher order of MCS means that a wireless frame's transmission and reception is completed in less time since the MCS supports a relatively higher data rate. We show the PDR from our experiments in Figure 4.25 using the highest MCSs supported by the 10 MHz channels of 802.11p and the highest MCSs that would be supported by the upcoming 802.11bd amendment in 20 MHz channels.


Figure 4.25: Packet Delivery Ratio for 802.11 -based $10 \mathrm{MHz} \& 20 \mathrm{MHz}$ channels - Highest MCSs

## Channel Busy Ratio for Different Modulations



Figure 4.26: Average Channel Busy Ratio for 802.11 -based $10 \mathrm{MHz} \& 20 \mathrm{MHz}$ channels - Highest MCSs

Using higher order of MCS translates to an increase in effective data rate used to transmit a frame, and therefore, lower Channel Busy Ratio (CBR). CBR is the ratio of the channel's non-idle time to the total time. We expect that the lower channel usage time achieved with higher MCS means fewer frame collisions since the channel would be used for less time. The highest MCS supported by DSRC, which is named OfdmaRate 27 MbpsBW 10 MHz mode in ns-3, achieves a low CBR of $14 \%$ in the case of a congested network with 500 vehicles within range. Other modulations supported by
802.11 in 20 MHz channels can achieve even lower CBR as shown in Figure 4.26, with HtMcs31, supported by 802.11 n and newer, having less than $5 \% \mathrm{CBR}$ in a congested network. However, it only achieves about $53 \%$ packet delivery ratio as shown in 4.25 . These lower values of CBR mean that higher orders of modulation/coding schemes result in less utilization of channel time.

However, our results in Figure 4.28 show that the MCS, OfdmaRate3MbpsBW10MHz, which is supported by DSRC, achieved the highest PDR of all other MCSs, with PDR value over $85 \%$, but a congested network with a CBR of about $70 \%$. We can attribute that to the fact that the longer channel usage time may introduce additional backoffs as nodes become more aware of other nodes' presence due to the extended channel usage times.

Figure 4.27 shows that the lowest MCSs of each 802.11 modes results in CBR values exceeding $60 \%$, where we notice that CBR achieved by future modulations offer similar average CBR to the modulations currently supported by DSRC. The rate of CBR becomes flat in the plots due to the experiment setup which places the nodes in three long lanes of vehicle because the effect of the distance becomes relevant to both CBR and PDR.


Figure 4.27: Average Channel Busy Ratio for 802.11 -based $10 \mathrm{MHz} \& 20 \mathrm{MHz}$ channels - Lowest MCSs


Figure 4.28: Packet Delivery Ratio for 802.11 -based $10 \mathrm{MHz} \& 20 \mathrm{MHz}$ channels - Lowest MCSs

The previous results were run by choosing the highest priority QoS traffic identifier (TID) as shown in Table 2.2. These access categories correspond to different backoff values generated during the distributed channel access process, so we ran another set of experiments using all four categories and the default MCS used in DSRC that corresponds to 6 Mbps data rate.

## Packet Delivery Ratio by different QoS TID

Using Modulation Coding Scheme of OfdmRate6MbpsBW10MHz


Figure 4.29: PDR Comparison of Different Access Categories using WAVE's OfdmRate6MbpsBW10MHz MCS

We observe in Figure 4.29 that generating larger backoff times in the cases of BE and BK access
categories that it is possible to achieve higher packet delivery ratio due to lower number of collisions.

### 4.3.2 C-V2X based on 5G NR

We obtained an extension to ns-3 that supports 5G NR communication from CTTC (in Barcelona, Spain), which also includes an extension to support sidelink V2X communication. We implemented simulations that follow the same procedure for DSRC, where we find the PDR achieved with increasing number of nodes.

We ran simulations where vehicles are equipped with 5G NR V2X devices, and we varied the number of vehicles with each experiment up to a heavily congested network of 250 vehicles within proximity of each other. Our results, shown in Figure 4.30, show that for some MCS, we can achieve packet delivery ratios that are higher than $90 \%$ when using a 10 MHz sidelink channel, which outperforms the 802.11 setup that uses 10 and 20 MHz channels with the same level of congestion. Figure 4.31 shows the results when using a 20 MHz sidelink channel, achieving PDR greater than $95 \%$ for some MCSs when the network is congested with 250 vehicles.

It is evident that the MAC protocol in 5G NR V2X, which is based on sensing-based semi-persistent scheduling, scales better than DSRC for congested networks of periodic VANET applications. We showed in Section 4.2 that using that mechanism in CACC applications can result in improved traffic flow as it would allow for smaller separation between a platoon's vehicles.


Figure 4.30: Packet Delivery Ratio 5G NR V2X-based 10 MHz Channel - Different MCSs


Figure 4.31: Packet Delivery Ratio 5G NR V2X-based 20 MHz Channel - Different MCSs

## Chapter 5

## Proposed Enhancements \&

## Suggestions

### 5.1 Improved Kalman Filter for Acceleration Estimation

In our CACC experiments, a vehicle uses on-board sensors to estimate the acceleration of the preceding vehicle in the absence of the wireless network. The Kalman filter that is based on [73] is used to improve the estimation of a moving vehicle's acceleration and distance, but it relies on two independent sensors for distance and relative velocity. The estimated acceleration suffers from what is known as phase lag error as illustrated in Figure 5.1. In this section we introduce an improved Kalman filter that estimates the state of a preceding vehicle. We are not interested in the relative velocity of the preceding vehicle since the CACC model only needs acceleration and distance. The proposed Kalman filter can work with only a distance sensor, making it more costeffective as it removes the need for two sensors. It assumes that the preceding vehicle being tracked has a constant-jerk, where jerk is the rate by which acceleration changes with respect to time.


Figure 5.1: Lag Error in the current Kalman filter estimator. us 06 Profile

### 5.1.1 Constant-Jerk Acceleration Estimator

The estimator that I developed for acceleration estimation uses a constant-jerk model, that is, the change in acceleration between two consecutive sensor reading is assumed to be constant. The 4-by-4 state transition matrix $A$ is defined as:

$$
A=\left[\begin{array}{cccc}
1 & \Delta t & \frac{(\Delta t)^{2}}{2} & \frac{(\Delta t)^{3}}{6}  \tag{5.1}\\
0 & 1 & \Delta t & \frac{(\Delta t)^{2}}{2} \\
0 & 0 & 1 & \Delta t \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The process noise covariance matrix $Q$ is

$$
Q=q\left[\begin{array}{cccc}
\frac{\Delta t^{7}}{252} & \frac{\Delta t^{6}}{72} & \frac{\Delta t^{5}}{30} & \frac{\Delta t^{4}}{24}  \tag{5.2}\\
\frac{\Delta t^{6}}{72} & \frac{\Delta t^{5}}{20} & \frac{\Delta t^{4}}{8} & \frac{\Delta t^{3}}{6} \\
\frac{\Delta t^{5}}{30} & \frac{\Delta t^{4}}{8} & \frac{\Delta t^{3}}{3} & \frac{\Delta t^{2}}{2} \\
\frac{\Delta t^{4}}{24} & \frac{\Delta t^{3}}{6} & \frac{\Delta t^{2}}{2} & \Delta t
\end{array}\right]
$$

The measurement noise, $R$ is a scalar defined as follows:

$$
\begin{equation*}
R=\frac{\frac{e_{r}^{2}}{4}+2 r}{3} \tag{5.3}
\end{equation*}
$$

where $e_{r}$ is the resolution of the digital encoder (sensor), $r$ is $E\left[\epsilon_{i}\right]$ and $\epsilon_{i}$ is the associated error in measurement. The values are chosen for $e_{r}$ to be $2.45 \mathrm{~mm} /$ count as per [72], and $r$ is set to 0 because we generate Gaussian error with zero mean.

In this model, the observation matrix $H$ is a 4 -by- 1 matrix with only the first element set to 1 because we assume that we can only observe the distance, and $P$ is identity matrix because we assume that the first observation is correct

$$
H=\left[\begin{array}{l}
1  \tag{5.4}\\
0 \\
0 \\
0
\end{array}\right], \quad P=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The measurement $z$ is a scalar denoting the current distance reading with added Gaussian noise. Notice that in this model, we are assuming that there is a single sensor that can measure distance from the preceding vehicle. The state of the system $\hat{x}[k]$ at time step $k$ is a four-component vector for distance, relative velocity, relative acceleration and relative jerk of the preceding vehicle.

$$
\hat{x}_{k}=\left[\begin{array}{c}
x  \tag{5.5}\\
\dot{x} \\
\ddot{x} \\
\dddot{x}
\end{array}\right], \text { and initialized to } \hat{x}_{0}=\left[\begin{array}{l}
3 \\
0 \\
0 \\
0
\end{array}\right]
$$

The $B$ matrix and $u$ (external input) are set to zeros because we do not consider external inputs in this model. Vehicles are initially separated by 3 meters and are stationary, and therefore, the initial state of the preceding vehicle is set to $3,0,0,0$. The Kalman filter takes as input $A, H, P, Q, \hat{x}$, and $z$ and outputs new values for $P$, and new state $\hat{x}$ that contains the estimated distance, relative velocity, relative acceleration and relative jerk of preceding vehicle.

The Kalman filter's process is then outlined as follows:

$$
\begin{array}{lr}
\hat{x}_{k} \leftarrow A \hat{x}_{k-1}+B u_{k-1} & \text { Predicted State Estimate } \\
P_{k} \leftarrow A P A^{T} & \text { Predicted Error Covariance } \\
y \leftarrow z_{k}-H \hat{x}_{k} & \text { Innovation of Measurement pre-fit Residual } \\
S \leftarrow R+H P H^{T} & \text { Innovation of Pre-fit Residual Covariance } \\
K \leftarrow P H^{T} \times S^{-1} & \text { Optimal Kalman Gain } \\
\hat{x}_{k} \leftarrow \hat{x}_{k}+K y & \text { Updated State Estimation } \\
P \leftarrow(I-K H) P & \text { Updated Estimation Covariance } \tag{5.12}
\end{array}
$$

So after each sensor reading $z_{k}$ at time step $k$, the Kalman filter updates the state variable $\hat{x}_{k}$ and estimation covariance matrix $P$. The components of the $\hat{x}$ vector are distance, relative velocity, relative acceleration and relative jerk of the preceding vehicle, and so to find the preceding vehicle's acceleration, vehicle $i-1$ adds its own acceleration to the value acquired from $\hat{x}$

### 5.1.2 Experiments and Analysis

We created a CACC simulation in ns-3 with two vehicles: a preceding vehicle that follows a preset acceleration profile, and a following vehicle that follows the CACC model to update its acceleration every 100 ms based on acceleration information that it receives from the leader. At each sensor interval of 25 ms , the following vehicle records the true distance, relative velocity and acceleration to the preceding vehicle using ns-3's mobility model, and also records the timestamp.

After a simulation concludes, we use the collected data in the proposed Kalman filter model to analyze its accuracy. The data reflect ideal sensor readings with no errors, and therefore, we add Gaussian noise with zero-mean and 0.1 m variance to every sensor reading to simulate real-world measurement noise, and pass the noisy measurement $z$ to the Kalman filter to estimate acceleration based on the noisy measurement. The true values of the preceding vehicle's state is used to compare how well the Kalman filter performed in estimating the preceding its state

Figure 5.2 and 5.3 shows the improved performance when the preceding vehicle follows synthetic acceleration profile. The proposed estimator has improved accuracy in estimating the acceleration
of the preceding vehicle, whereas the previous estimator follows the shape of the acceleration profile, but is not very accurate as it has noticeable lag error.

Acceleration Estimation using Kalman Filter - Profile: lin


Figure 5.2: Improvement in acceleration estimation using linear acceleration profile


Figure 5.3: Improvement in acceleration estimation using linear step profile

Another way we can observe the improvement is by looking at the histograms of acceleration estimation errors shown in Figures 5.4 and 5.5 for linear and step profiles respectively. The improved Kalman filter shows significant improvement in acceleration estimation over the previously used filter.


Figure 5.4: Histogram of acceleration estimation errors for linear acceleration profile


Figure 5.5: Histogram of acceleration estimation errors for step acceleration profile

We also tested with acceleration profiles obtained from real vehicles. We present a comparison of the estimations in Figure 5.6, and the histogram of the errors in Figure 5.7. The improvement in acceleration estimation is significant. We summarize the mean and variance of the error in acceleration estimation in Table 5.1. We observe that the improved constant-jerk Kalman filter consistently achieves lower mean error $\mu_{\text {error }}$, and lower error variance $\sigma_{\text {error }}$ for all the tested acceleration profiles. The remaining plots and histograms from the remaining acceleration profiles are shown in Appendix C.


Figure 5.6: Improvement in acceleration estimation using sample2 (atlanta1) acceleration profile


Figure 5.7: Histogram of acceleration estimation errors for sample2 (atlanta1) acceleration profile

| Sample | $\mu_{\text {error }}$ Rayamajhi | $\mu_{\text {error }}$ CJ | $\sigma_{\text {error }}^{2}$ Rayamajhi | $\sigma_{\text {error }}^{2}$ CJ |
| :--- | :--- | :--- | :--- | :--- |
| lin | -0.052452 | -0.002276 | 0.373566 | 0.067261 |
| sin | -0.075845 | $4.6 \mathrm{E}-05$ | 0.379348 | 0.049086 |
| step | -0.070327 | 0.003272 | 0.726041 | 0.115937 |
| c2a | -0.085197 | -0.000174 | 0.241007 | 0.095485 |
| us06 | -0.111913 | -0.003165 | 0.481373 | 0.085707 |
| austin3 | -0.07636 | -0.000198 | 0.213729 | 0.060402 |
| austin5 | -0.12228 | -0.000112 | 0.293334 | 0.053131 |
| atlanta1 | -0.087269 | $6.3 \mathrm{E}-05$ | 0.262485 | 0.060932 |
| caltrans5 | -0.091249 | -0.001144 | 0.277307 | 0.058064 |
| austin7 | -0.094606 | -0.000348 | 0.229802 | 0.057689 |

Table 5.1: Summary of mean and variance of acceleration estimation errors for all acceleration profiles

The CACC model also requires that vehicles estimate the distance from the preceding vehicle. The result from the improved Kalman filter estimator are compared to the previous filter for a synthetic linear profile, and an acceleration profile from a real vehicle in Figures 5.8 and 5.9 respectively. The improved Kalman filter achieves slightly better distance estimation than the previous work. In Figure 5.10, we notice the highest improvement in distance estimation because step acceleration profile exhibits a high degree of fluctuation between acceleration and deceleration. This means that the previously used Kalman estimator performs poorly when there are sudden changes in acceleration of the vehicle being tracked. Table 5.2 summarizes the error means and variance from distance estimation for all acceleration profiles tests. The remaining histograms for distance estimation are presented in Appendix D.


Figure 5.8: Distance error histogram. Linear profile


Figure 5.9: Distance error histogram. Sample 2 (atlanta1) profile


Figure 5.10: Distance error histogram. Step profile

| Sample | $\mu_{\text {error }}$ Rayamajhi | $\mu_{\text {error }} \mathbf{C J}$ | $\sigma_{\text {error }}^{2}$ Rayamajhi | $\sigma_{\text {error }}^{2}$ CJ |
| :--- | :--- | :--- | :--- | :--- |
| lin | 0.003948 | -0.00294 | 0.013164 | 0.007671 |
| sin | -0.004635 | -0.001289 | 0.020845 | 0.007643 |
| step | -0.001183 | 0.002125 | 0.022035 | 0.009814 |
| c2a | -0.004366 | $4.2 \mathrm{E}-05$ | 0.009221 | 0.008765 |
| us06 | -0.002796 | 0.000265 | 0.01396 | 0.008853 |
| austin3 | $-1.7 \mathrm{E}-05$ | 0.001694 | 0.009997 | 0.007954 |
| austin5 | -0.002715 | 0.001544 | 0.023263 | 0.008568 |
| atlanta1 | 0.001172 | $9.8 \mathrm{E}-05$ | 0.011406 | 0.00804 |
| caltrans5 | -0.001072 | 0.000469 | 0.01261 | 0.007892 |
| austin7 | -0.001067 | 0.000747 | 0.011027 | 0.007859 |

Table 5.2: Summary of mean and variance of distance estimation errors for all acceleration profiles

Since estimation errors can be positive and negative, the mean of estimation errors might not be very useful to give a clear picture of the accuracy of estimation. For a better analysis, we can look at the mean absolute error (MAE), which is the average of the absolute value of the errors in estimation, which would be more robust in this case as it measures the magnitude of deviation from the true value. Table 5.3 shows a summary of improvement in MAE in estimating distance and acceleration of the tracked vehicle for all acceleration profiles tested.

|  | MAE (Distance) |  | MAE (Acceleration) |  |
| :--- | :---: | :---: | :---: | :---: |
| Sample | Ryamajhi's work | Proposed Work | Ryamajhi's work | Proposed Work |
| lin | 0.093833 | 0.069956 | 0.52379 | 0.211568 |
| sin | 0.120335 | 0.070111 | 0.517802 | 0.181258 |
| step | 0.131642 | 0.077827 | 0.748546 | 0.232868 |
| c2a | 0.07533 | 0.074038 | 0.343471 | 0.238344 |
| us06 | 0.089323 | 0.074794 | 0.485172 | 0.232425 |
| austin3 | 0.078371 | 0.070916 | 0.328264 | 0.196697 |
| austin5 | 0.115738 | 0.073803 | 0.397497 | 0.167546 |
| atlanta1 | 0.08223 | 0.071536 | 0.347784 | 0.197594 |
| caltrans5 | 0.087605 | 0.070718 | 0.380639 | 0.194582 |
| austin7 | 0.081562 | 0.070689 | 0.345683 | 0.194339 |

Table 5.3: Mean Absolute Error (MAE) in estimation of distance (in meters) and acceleration (in $\mathrm{m} / \mathrm{s}^{2}$ )

For distance estimation, we achieved improved estimation up to 0.0538 meters ( 5.38 cm ) with an average improvement of 0.02316 meters $(2.316 \mathrm{~cm})$. For acceleration estimation, we achieve up to $0.515678 \mathrm{~m} / \mathrm{s}^{2}$ improvement in estimation with an average improvement of $0.2371 \mathrm{~m} / \mathrm{s}^{2}$.

### 5.2 DSRC+ : Employing Blind Retransmission in 802.11based VANET

We observed in the previous experiments that simulations using 802.11-based radio performs poorly in case of congestion, with the most congested scenario of 500 vehicles resulting in packet delivery ratio that falls below $70 \%$. We also observed that in such congested scenarios, the channel busy ratio (CBR) is below $20 \%$ for modern modulation/coding schemes that will be introduced with 802.11 bd . ETSI's Technical Specification document for Decentralized Congestion Control in the 5 GHz band [84] suggests that vehicles detecting a CBR value below $30 \%$ would be in a relaxed state where no congestion control is necessary. We believe that the abundance of channel's idle time can be exploited by allowing nodes to perform blind retransmission of their frames.

### 5.2.1 DSRC+ in Periodic Broadcast VANET Applications

### 5.2.1.1 Experiment Setup

We implemented ns-3 simulations where we placed vehicles in multiple $n$ lanes that have a longitudinal separation of $\Delta x$ and lateral separation of $\Delta y$. The vehicles are stationary and broadcast
packets every 100 ms , which is typical for VANET applications. The setup is illustrated in Figure 5.11.

We ran simulations for 120 seconds, tracking every single packet with a unique identification number to create a set of all transmitted packets $S$. When a packet is received by another vehicles, its unique identifier is added to the set of received packets $R$. We then computed Packet Delivery Ratio (PDR), as our evaluation metric as

$$
\begin{equation*}
P D R=\frac{|R|}{|S|} \tag{5.13}
\end{equation*}
$$

For 802.11-based radio communication, we tested with all available modulation coding schemes listed in Table 5.4. All modulation/coding schemes use 20 MHz channels except for 802.11 p , which uses 10 MHz channels.


Figure 5.11: Vehicle Placement to Test Blind Re-Transmission

| Standard | MCS ns-3 | Modulation | Coding |
| :---: | :---: | :---: | :---: |
| 802.11p | OfdmRate3MbpsBW10MHz | BPSK | $1 / 2$ |
|  | OfdmRate 27 MbpsBW 10 MHz | 64-QAM | $3 / 4$ |
| 802.11a | OfdmRate6Mbps | BPSK | $1 / 2$ |
|  | OfdmRate 54 Mbps | 64-QAM | $3 / 4$ |
| 802.11 n | HtMcs 0 | BPSK | $1 / 2$ |
|  | HtMcs 31 | 64-QAM | 5/6 |
| 802.11ac | VhtMcs0 | BPSK | $1 / 2$ |
|  | VhtMcs 8 | 256-QAM | 5/6 |
| 802.11ax | HeMcs 0 | BPSK | $1 / 2$ |
|  | HeMcs11 | 1024-QAM | 5/6 |

Table 5.4: 802.11 Modulation/Coding Schemes used in our experiments

In addition, the wave module in ns-3 allows us to track the channel's state, so we can find the average channel busy ratio. This is obtained by dividing the non-idle channel time by the total time.

We also record the interarrival times of periodic broadcast messages between two nodes of interest. This is defined as the difference between two consecutive frames that are sent by node $S$ and received by node $R$. We tested two scenarios for interarrival times:

1. Adjacent Nodes: The two vehicles of interest are in the exact center of the simulation environment, adjacent to one another, as illustrated in Figure 5.12a, where the vehicle in red is the sending vehicle $S$, and the vehicle in green is the receiving vehicle $R$.
2. Separated Nodes: The two vehicles of interest are separated from one another such as the sender vehicle $S$ is at the end of the first third of the simulation setup, and the receiver vehicle $R$ is at the end of the second third of the simulation setup as illustrated in Figure 5.12b.

(a) Adjacent Nodes for which Inter-arrival times are monitored

(b) Interest Nodes for monitoring inter-arrival times

Figure 5.12: Nodes of interest to monitor interarrival times

We ran two sets of experiments with different vehicle placement setups. In the first setup, vehicles were placed in 4 lanes, with a longitudinal separation $(\Delta x)$ of 5 meters between vehicles, and a lateral separation $(\Delta y)$ of 3.5 meters. This means that there are 125 rows of vehicles, giving us a distance of 625 meters between the first row and the last row. In the second setup, we created an 8 -lane setup with longitudinal and lateral distance set to 1 meter. In this setup, the distance between the front row and the last row is 62.5 , meaning that all nodes are within communication range of one another.

Finally, blind retransmission is performed using a probability that a frame would be retransmitted, and the values used are $10 \%, 25 \%, 30 \%, 50 \%, 75 \%, 80 \%, 90 \%$ and $100 \%$. This is done by generating a random number between 0 and 1 drawn form a uniform random distribution, and if the number is smaller than or equal the probability, the frame would be retransmitted after a random delay between 0.050 ms and 90 ms , which means that the frame would be retransmitted within the same 100 ms interval. We also record the average One-Way Delay (OWD) for frames; we define OWD as the time between the generation of a packet at the application layer at a sending vehicle, to the time it is successfully received by other vehicles.

In addition to having a probability of retransmitting a wireless frame, we also experimented with scenarios where every frame is repeated more than once, that is, without generating a probability as in the previous setup. In these cases, an original frame transmitted at time $t_{\text {original }}$ would be
transmitted an additional $n$ times, where $n \in\{2,3,5\}$. The first additional frame is transmitted after $t_{\text {original }}$ by a randomly-generated time between $50 \mu \mathrm{~s}$ and $\frac{100}{n+1} \mathrm{~ms}$. The second additional frame is transmitted after the first additional frame by another randomly-generated time between $50 \mu s$ and $\frac{100}{n+1} \mathrm{~ms}$, and so on, which ensures that all the additional frames are transmitted within the same 100 ms interval.

### 5.2.1.2 Results: Using 4 lanes, $\Delta x=5, \Delta y=3.5$ placement

The setup with $\Delta x=5, \Delta y=3.5$ is intended to mimic a real-world scenario of an interstate with 4 lanes and realistic separation distances. First, we ran experiments using the modulation/coding scheme supported by 802.11 p (DSRC) in 10 MHz channel. We selected OfdmRate12MbpsBW10MHz, which corresponds to $16-\mathrm{QAM}$ with coding rate of $1 / 2$, and OfdmRate 27 MbpsBW 10 MHz , which corresponds to $64-\mathrm{QAM}$ with coding rate of $3 / 4$ (Refer to Table 2.1). Without using any repetition, the two nodes of interest do not have any interarrival information for the separated nodes scenario (as in Figure 5.12b), meaning that no packet was received by vehicle $R$ from vehicle $S$. We observe that this is also the case with the faster MCS of OfdmaRate27MbpsBW10MHz, despite having a very low channel busy ratio (CBR) of about $9 \%$ as shown in Table 5.6.

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.13506 | 0.607539 | 0.00410995 | $\infty$ | 0.359847 | 0 |
| 0.276815 | 0.644611 | 0.00666209 | 1.31687 | 0.276391 | 0.1 |
| 0.461314 | 0.699098 | 0.00997724 | 0.550907 | 0.213556 | 0.25 |
| 0.507435 | 0.71605 | 0.0109988 | 0.458643 | 0.189486 | 0.3 |
| 0.605996 | 0.784127 | 0.0145062 | 0.45737 | 0.152783 | 0.5 |
| 0.640215 | 0.865796 | 0.0180104 | 0.54351 | 0.126357 | 0.75 |
| 0.64386 | 0.88023 | 0.018578 | 0.57167 | 0.123838 | 0.8 |
| 0.650991 | 0.910511 | 0.0197467 | 0.576602 | 0.116179 | 0.9 |
| 0.656655 | 0.941883 | 0.0207975 | 0.673203 | 0.108495 | 1 |

Table 5.5: Results from OfdmaRate12MbpsBW10MHz Modulation. 4 Lanes, $\Delta x=5, \Delta y=3.5$

Increasing the blind retransmission probability does increase the packet delivery ratio (PDR) for both MCSs. Moreover, interarrival times for the adjacent nodes scenario was lowered to about 100 ms . In addition, the interarrival times for the separated nodes scenario decreased from about 1.3 seconds for the case with retransmission probability of 0.1 as we increase the retransmission probability. At 1.0 probability, the packet delivery ratio exceeds $90 \%$, but the average interarrival times for the separate nodes scenario remains relatively high at 306 ms for the OfdmaRate 27 MbpsBW 10 MHz MCS , and

673 ms for the OfdmaRate12MbpsBW10MHz.

The wireless channel also exhibit increased congestion, reaching $65 \%$ for OfdmaRate 12 MbpsBW 10 MHz when every frame is retransmitted. For modulation/coding schemes supported by the 802.11 p standard, the blind retransmission mechanism does yield increased packet delivery ratio, but on the expense of causing congestion in the network.

| Avg. CBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0895888 | 0.620554 | 0.00237223 | $\infty$ | 0.608286 | 0 |
| 0.165444 | 0.656604 | 0.00485156 | 1.28824 | 0.34617 | 0.1 |
| 0.271255 | 0.70994 | 0.00820364 | 0.486481 | 0.23237 | 0.25 |
| 0.302065 | 0.724234 | 0.00915855 | 0.409117 | 0.224098 | 0.3 |
| 0.397983 | 0.795306 | 0.0126221 | 0.325032 | 0.161695 | 0.5 |
| 0.4561 | 0.878825 | 0.0161305 | 0.278435 | 0.129628 | 0.75 |
| 0.461914 | 0.895442 | 0.0166856 | 0.28086 | 0.122649 | 0.8 |
| 0.472696 | 0.927713 | 0.0178681 | 0.264662 | 0.118468 | 0.9 |
| 0.480296 | 0.958962 | 0.0188388 | 0.306099 | 0.11198 | 1 |

Table 5.6: Results from OfdmaRate27MbpsBW10MHz Modulation. 4 Lanes, $\Delta x=5, \Delta y=3.5$

IEEE 802.11a-1999 supports 20 MHz channels that offer double the data rates of the corresponding 10 MHz channel. We use the highest MCS that corresponds to 54 Mbps , which is called OfdmRate54Mbps in ns-3. In these experiments, the results show the significant improvement that the 20 MHz channel offers over the 10 MHz channel width used in 802.11 p . The results in Table 5.7 show that with a retransmission probability of 0.5 , the PDR increases by about $18 \%$ from the experiments without blind retransmission, while maintaining a relatively low channel busy ratio of 0.25 . Increasing the probability to 1 results in 0.9765 PDR , with a slightly congested network, as CBR reaches 0.38. In addition, the interarrival times for both scenarios is reduced, reaching 132.8 ms and 83.34 ms for the separate and adjacent node scenarios respectively.

We also tested with modulation/coding schemes offered by $802.11 \mathrm{n}, 802.11 \mathrm{ac}$, and 802.11ax. The best results observed where from the 802.11 n standard, which can achieve PDR greater than $90 \%$ while maintaining a relaxed congestion state as CBR remains below $30 \%$. Table 5.8 shows results from using MCS with index 15 (HtMcs15 in ns-3), corresponding to 64-QAM with $5 / 6$ coding rate using 2 spatial streams. We notice that only when the probability of retransmission is $100 \%$ that CBR exceeds $30 \%$. When we use MCS with index 31 (HtMcs31) which also uses 64 -QAM modulation with $5 / 6$ coding rate but with 4 spatial streams, we can achieve improved results as

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0684804 | 0.613823 | 0.00146857 | 1.86557 | 0.311501 | 0 |
| 0.10736 | 0.652204 | 0.00410321 | 0.817546 | 0.237057 | 0.1 |
| 0.163846 | 0.706674 | 0.00745557 | 0.385763 | 0.180189 | 0.25 |
| 0.181384 | 0.725172 | 0.00853044 | 0.359946 | 0.165869 | 0.3 |
| 0.250938 | 0.799295 | 0.0120064 | 0.208388 | 0.131877 | 0.5 |
| 0.326098 | 0.889195 | 0.0156269 | 0.15202 | 0.100189 | 0.75 |
| 0.338873 | 0.90574 | 0.016287 | 0.153022 | 0.0984112 | 0.8 |
| 0.362717 | 0.941613 | 0.0174906 | 0.143046 | 0.0944751 | 0.9 |
| 0.383347 | 0.976514 | 0.018585 | 0.132812 | 0.0833407 | 1 |

Table 5.7: Results from OfdmRate54Mbps Modulation. 4 Lanes, $\Delta x=5, \Delta y=3.5$
shown in Table 5.9, where the channel congestion state remains low, as CBR remains under $30 \%$ when repetition probability is $100 \%$.

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0577907 | 0.647472 | 0.00117962 | 1.75588 | 0.269998 | 0 |
| 0.0874803 | 0.681583 | 0.0034762 | 0.639213 | 0.243251 | 0.1 |
| 0.130847 | 0.72993 | 0.00658779 | 0.353806 | 0.180362 | 0.25 |
| 0.144454 | 0.747372 | 0.00745927 | 0.307994 | 0.153865 | 0.3 |
| 0.198583 | 0.814851 | 0.0107854 | 0.210589 | 0.126028 | 0.5 |
| 0.258452 | 0.89814 | 0.0142565 | 0.150871 | 0.0939643 | 0.75 |
| 0.268913 | 0.914417 | 0.0148563 | 0.139356 | 0.093917 | 0.8 |
| 0.289155 | 0.947452 | 0.0159268 | 0.134782 | 0.0897637 | 0.9 |
| 0.306733 | 0.980504 | 0.0171331 | 0.123422 | 0.0846388 | 1 |

Table 5.8: Results from 802.11n modulations (High Throughput - HtMcs15). 4 Lanes, $\Delta x=$ $5, \Delta y=3.5$

### 5.2.1.3 Results: Using 8 lanes, $\Delta x=1, \Delta y=1$ placement

This scenario is intended as a worst-case congestion scenario where all 500 vehicles are within range of one another. This eliminates the effect of the hidden node problem that would occur in the results in Section 5.2.1.2, where two nodes that are not within communication range of one another, would have a higher probability of simultaneous broadcast of wireless frames.

In this setup, when using OfdmRate12MbpsBW10MHz modulation in 10 MHz channel with no blind retransmissions, the two nodes of interests in the separated nodes scenario did not register any reception between the designated sender and receiver, which is the same as the previous setup. Increasing the blind retransmission rate to 0.5 improves the interarrival times, but we were not able

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0570782 | 0.639042 | 0.00121052 | 1.1937 | 0.318279 | 0 |
| 0.084862 | 0.672932 | 0.00361487 | 0.651964 | 0.229229 | 0.1 |
| 0.125564 | 0.723396 | 0.00677551 | 0.351725 | 0.17709 | 0.25 |
| 0.138342 | 0.741292 | 0.00769345 | 0.319523 | 0.171062 | 0.3 |
| 0.188949 | 0.807269 | 0.0110641 | 0.200024 | 0.126803 | 0.5 |
| 0.245007 | 0.89375 | 0.0145702 | 0.146793 | 0.104651 | 0.75 |
| 0.254849 | 0.910691 | 0.0152345 | 0.141666 | 0.101229 | 0.8 |
| 0.273529 | 0.943766 | 0.0162654 | 0.131413 | 0.0950335 | 0.9 |
| 0.290406 | 0.977222 | 0.017374 | 0.120257 | 0.0868555 | 1 |

Table 5.9: Results from 802.11n modulations (High Throughput - HtMcs31). 4 Lanes, $\Delta x=$ $5, \Delta y=3.5$
to achieve a packet delivery ratio greater than $90 \%$ with all repetition probabilities, and the average CBR becomes high, as shown in Table 5.10. Using the highest modulation available for 802.11 p , OfdmRate 27 MbpsBW 10 MHz , we can achieve a relatively higher PDR as shown in Table 5.11.

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.127387 | 0.386511 | 0.00361387 | $\infty$ | 0.480697 | 0 |
| 0.273112 | 0.441806 | 0.00954424 | 1.28824 | 0.369038 | 0.1 |
| 0.469546 | 0.524755 | 0.0160424 | 0.527514 | 0.23046 | 0.25 |
| 0.523664 | 0.551693 | 0.0178427 | 0.421341 | 0.242815 | 0.3 |
| 0.643988 | 0.65377 | 0.023337 | 0.374636 | 0.184224 | 0.5 |
| 0.67428 | 0.769703 | 0.0282668 | 0.646707 | 0.153699 | 0.75 |
| 0.676098 | 0.790117 | 0.0291192 | 0.70525 | 0.142548 | 0.8 |
| 0.678947 | 0.831409 | 0.0304055 | 0.844623 | 0.137848 | 0.9 |
| 0.680495 | 0.873329 | 0.0315755 | 0.791091 | 0.137511 | 1 |

Table 5.10: Results from OfdmRate12MbpsBW10MHz Modulation, 8 Lanes, $\Delta x=1, \Delta y=1$

Better results are achievable with the modulations/coding schemes that were introduced with the 802.11n standard (High Throughput). Using the middle modulation of index 15, HtMcs15, results in PDR greater than $90 \%$ when the probability for retransmission is 0.75 , while maintaining average CBR lower than $30 \%$, even when repeating every frame for additional times, as shown in Table 5.12, where it seems that the way we implement time separation of repeated frames impacts the results, as it reduces the average CBR .

Finally, using the highest modulation coding scheme available for 802.11n, HtMcs31, results are summarized in Table 5.13, and we notice that the average CBR does not reach $30 \%$, even when every frame is repeated 5 times. The most significant improvement in performance is the reduction

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0840237 | 0.472771 | 0.00194093 | 0 | 0.383773 | 0 |
| 0.160892 | 0.521356 | 0.00636809 | 1.26672 | 0.284666 | 0.1 |
| 0.270054 | 0.593907 | 0.0117226 | 0.467828 | 0.200294 | 0.25 |
| 0.303039 | 0.617422 | 0.0131991 | 0.405787 | 0.189677 | 0.3 |
| 0.412782 | 0.712664 | 0.0181335 | 0.278599 | 0.140379 | 0.5 |
| 0.481784 | 0.823172 | 0.0226527 | 0.293641 | 0.114728 | 0.75 |
| 0.488906 | 0.845399 | 0.0233527 | 0.338076 | 0.114178 | 0.8 |
| 0.497937 | 0.887199 | 0.0246279 | 0.302661 | 0.109398 | 0.9 |
| 0.504712 | 0.926838 | 0.0259521 | 0.36153 | 0.101024 | 1 |

Table 5.11: Results from OfdmRate27MbpsBW10MHz Modulation, 8 Lanes, $\Delta x=1, \Delta y=1$

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0546246 | 0.703412 | 0.000952265 | 3.80731 | 0.27664 | 0 |
| 0.0845647 | 0.73391 | 0.00278238 | 0.953706 | 0.205154 | 0.1 |
| 0.128032 | 0.775359 | 0.00521431 | 0.401297 | 0.16676 | 0.25 |
| 0.141657 | 0.787028 | 0.00595035 | 0.375792 | 0.150004 | 0.3 |
| 0.196082 | 0.844982 | 0.00873945 | 0.223161 | 0.1209 | 0.5 |
| 0.257146 | 0.914935 | 0.0117269 | 0.167351 | 0.0933691 | 0.75 |
| 0.267724 | 0.928431 | 0.0123093 | 0.154479 | 0.0939084 | 0.8 |
| 0.288311 | 0.957426 | 0.0133066 | 0.133765 | 0.0866448 | 0.9 |
| 0.307086 | 0.984644 | 0.0143951 | 0.132626 | 0.0793685 | 1 |
|  |  |  |  |  |  |
| 0.263795 | 0.981396 | 0.00725469 | 0.236796 |  | Additional <br> Frames |
| 0.281422 | 0.987412 | 0.00661359 | 0.283541 | 0.0697765 | 2 |
| 0.300068 | 0.989983 | 0.005693 | 0.46706 | 0.0568958 | 3 |

Table 5.12: Results from HtMcs 15 Modulation, 8 Lanes, $\Delta x=1, \Delta y=1$
in the interarrival times between the two nodes of interest in the separate nodes scenario, where without any blind retransmissions, the average time between two receptions is in order of seconds, and it is reduced greatly, even when the probability of blind retransmission is low.

Both scenarios show similar results, and blind retransmission offers improvement in performance in terms of PDR. It does, however, introduce an increase in the average one-way delay as channel becomes busy with more transmission, but that negative effect is compensated by the improved interarrival times, and the observed one-way delay is slightly lower than that delay when using the 5G V2X technology.

| AvgCBR | PDR | AvgOWD | Avg. interarrival <br> Separate Nodes | Avg. interarrival <br> Adjacent Nodes | Repeat <br> Probability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0520806 | 0.708771 | 0.000905102 | 7.13723 | 0.282395 | 0 |
| 0.0801575 | 0.733743 | 0.0027144 | 0.930114 | 0.22155 | 0.1 |
| 0.12088 | 0.775713 | 0.00513017 | 0.409543 | 0.168362 | 0.25 |
| 0.133689 | 0.789683 | 0.00580172 | 0.375792 | 0.162702 | 0.3 |
| 0.185102 | 0.846745 | 0.00856803 | 0.221508 | 0.130781 | 0.5 |
| 0.242449 | 0.917132 | 0.0115728 | 0.155455 | 0.0955316 | 0.75 |
| 0.252678 | 0.930337 | 0.0121731 | 0.147307 | 0.0933289 | 0.8 |
| 0.272107 | 0.957973 | 0.0131373 | 0.140381 | 0.0900346 | 0.9 |
| 0.29007 | 0.98573 | 0.0142077 | 0.132834 | 0.0818564 | 1 |
|  |  |  |  |  |  |
| 0.25208 | 0.982407 | 0.007161 | 0.229834 | 0.0726262 | Additional |
| 0.269424 | 0.988701 | 0.00645283 | 0.307694 | 0.060826 | Frames |
| 0.288032 | 0.991302 | 0.00559934 | 0.446271 | 0.0474193 | 2 |

Table 5.13: Results from HtMcs31 Modulation, 8 Lanes, $\Delta x=1, \Delta y=1$

### 5.2.2 Using DSRC+ in CACC

We used the same CACC controller described Section 3.1, where each experiment has 10 vehicles, and we attempt to find the minimum string stable time headway for every acceleration profiles. We used the HtMcs31 modulation that is offered by 802.11 n standard in 20 MHz channel. We ran two sets of tests with different blind retransmission probabilities of $P=0.25$, and $P=0.75$, and compare the results with the standard DSRC implementation using the default 10 MHz channel with the OfdmRate6MbpsBW10MHz modulation. We have already discussed the results from DSRC in Section 4.2 as well as the results from 5G NR V2X, and we summarize the results in Table 5.14.

Using DSRC+ with blind retransmissions, every sample tested can operate string stable platoons at lower time headway except for sample1. This in turn translates into higher traffic flow as vehicles could maintain smaller separation distance at lower time headway.

For the sinusoidal profile, the minimum string stable time headway is 0.8 seconds when using traditional DSRC, which achieves a traffic throughput of 2713 vehicles/hour. DSRC+ with retransmission probability of $P=0.25$ can operate at a lower string stable time headway of 0.7 , which translates into 2966 vehicle/hour, an improvement of $9.35 \%$. Using a retransmission probability of $P=0.75$ lowers the minimum string stable time headway to 0.6 seconds, achieving a traffic throughput of 3271 vehicle/hour, which is a $20.58 \%$ increase over traditional DSRC.

|  | Minimum string stable Headway |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Sample | DSRC | DSRC+ <br> $P=0.25$ | DSRC+ <br> $P=0.75$ | 5G NR V2X |
| sin | 0.8 | 0.7 | 0.6 | 0.7 |
| step | 1.1 | 0.8 | 0.7 | 1 |
| us06 | 1.1 | 0.9 | 0.9 | 1 |
| c2a | 1.1 | 1.1 | 1 | 0.7 |
| sample1 | 0.8 | 0.8 | 0.8 | 0.5 |
| sample2 | 1 | 0.7 | 0.7 | 0.5 |
| sample3 | 1.3 | 1.1 | 1 | 1.2 |
| sample4 | 1.1 | 1 | 1 | 1 |
| sample5 | 0.8 | 0.6 | 0.7 | 0.5 |

Table 5.14: Minimum string stable headway using DSRC+ in CACC experiments

The other synthetic profile that uses a step function, DSRC+ improvement has significantly higher improvement in traffic throughput than traditional DSRC. With DSRC+ using $P=0.25$ and $P=$ 0.75 , the improvement is $18.29 \%$ and $33.17 \%$ over traditional DSRC respectively. The improvement in traffic throughput is summarized in Table 5.15. The average improvement in throughput is up to $15.76 \%$.

|  | DSRC | DSRC $+P=0.25$ |  | DSRC+ $P=0.75$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Flow (vh/hr) | Flow (vh/hr) | Improvement | Flow (vh/hr) | Improvement |
| sin | 2712.99 | 2966.68 | $9.35 \%$ | 3271.38 | $20.58 \%$ |
| step | 2270.34 | 2800.13 | $23.34 \%$ | 3023.43 | $33.17 \%$ |
| us06 | 2450.27 | 2855.6 | $16.54 \%$ | 2855.6 | $16.54 \%$ |
| sample1 | 3079.78 | 3079.78 | $0.00 \%$ | 3079.78 | $0.00 \%$ |
| sample2 | 2418.36 | 3058.88 | $26.49 \%$ | 3058.88 | $26.49 \%$ |
| sample3 | 2134.54 | 2418.98 | $13.33 \%$ | 2584.93 | $21.10 \%$ |
| sample4 | 2418.98 | 2418.98 | $0.00 \%$ | 2418.98 | $0.00 \%$ |
| sample5 | 2723.72 | 3217.16 | $18.12 \%$ | 2947.78 | $8.23 \%$ |

Table 5.15: Traffic flow improvement with DSRC+, compared to traditional DSRC

## Chapter 6

## Radio Access Technology <br> Trade-offs

In this part, we try to investigate whether the choice of radio access technology (RAT) in VANET applications matter. There are two competing technologies: DSRC, which uses sensing-based CSMA channel access method, and Cellular-V2X, which uses technology a hybrid method that employs sensing of available resource in the wireless channel in addition to time-division.

### 6.1 Experiment Setup

In our discussion in Section $4.3,5 \mathrm{G}$ NR-V2X is a clear winner when it comes to packet delivery ratio (PDR) as it can achieve a PDR above $90 \%$ in a congested network of vehicle. Moreover, the use of 5 G NR V2X in CACC application allows for the use of smaller separation margins as it exhibit better PDR than DSRC as shown in Section 4.2.

We focus our analysis on studying CACC platoons where emergency messages need to be disseminated to all platoon members. For this, we designed CACC simulations in ns-3, where the platoon leader accelerates to reach a maximum speed of $35 \mathrm{~m} / \mathrm{s}$, remains at that speed, and then after 60 seconds from the start of the simulation, it would detect road hazard, and enters an emergency state, where it performs an emergency brake, and starts broadcasting emergency messages every 100 ms .

Recall that the CACC controller described in Chapter 3 would limit braking to $-3.6576 \mathrm{~m} / \mathrm{s}^{2}(-12$ $\mathrm{ft} / \mathrm{s}^{2}$ ), but we change that limit for vehicles in this emergency. Emergency braking can be expressed as a negative acceleration in terms of $g$, where $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$, and a realistic value for passenger vehicles is $0.8 g$ as used in the literature [82].

Upon performing a sudden deceleration, the platoon leader also broadcasts an emergency message to other vehicles to alert them that it is making an emergency stop. It also stops broadcasting its acceleration that is used by the CACC controller because we are halting CACC operation and switching to emergency braking mode. When a vehicle receives an emergency message, it also enters an emergency state where it performs emergency braking, and in turn, broadcasts emergency messages instead of its acceleration. This is illustrated in Figure 6.1.


Figure 6.1: CACC setup for dissemination of emergency message

To evaluate our work, we use two metrics:

1. Time-to-notify all: the time it takes from the moment a platoon leader realizes an emergency situation to the moment the last vehicle in the platoon is notified of that emergency. In our simulation, an emergency situation is initiated at the 60th second of simulation time, where the platoon leader performs an emergency brake, and broadcasts an emergency message. Whenever a vehicle receives an emergency message, it records the time it received that
message, so the time to notify all platoon members of the emergency is the time recorded by the last vehicle to receive that message.
2. Risk assessment: for risk assessment, we would like a metric that quantifies exposure to the risk of collision. We use the Time-To-Collision TTC, which for a vehicle $i$ and time instant $k$ is defined as:

$$
T T C_{i}(k)= \begin{cases}\frac{x_{i-1}(k)-x_{i}(k)-L}{v_{i}(k)-v_{i-1}(k)} & \text { if } v_{i}(k)>v_{i-1}(k)  \tag{6.1}\\ \infty & \text { if } v_{i}(k) \leq v_{i-1}(k)\end{cases}
$$

A TTC value of 3 seconds or less can be considered risky [54], so we can take that as a time-tocollision threshold denoted by $T T C^{*} . T T C$ is evaluated for every vehicle in the platoon. For an assessment of an entire platoon of $N$ vehicles, we use the Time-Exposed Time-to-collision, $T E T$, which represents the time vehicles are exposed to risky $T T C$ values that are under the threshold $T T C^{*}$. TET for a platoon of $N$ vehicles at a time instant $k$ is defined as:

$$
\operatorname{TET}(k)=\sum_{i=1}^{N} \delta_{k} \times \Delta k, \quad \delta_{k}= \begin{cases}1 & \text { if } 0<T T C_{i}(k) \leq T T C^{*}  \tag{6.2}\\ 0 & \text { otherwise }\end{cases}
$$

where $\delta$ is the switching variable, and $\Delta k$ is the time scan interval. For a simulation period of $T$, we get

$$
\begin{equation*}
T E T=\sum_{k=1}^{T} T E T(k) \tag{6.3}
\end{equation*}
$$

We want to compare simulations that use DSRC and 5G NR V2X under the emergency situation that we defined here. Since both use the same simulation time and time interval, we do not need $\Delta k$ from Equation 6.2 for the sake of comparison.

Simulation is set up by varying number of vehicles to $5,10,15,20,25,30,35,40,45$ or 50 so that we can study the behavior with platoons of different length. We use ns-3 nodes to represent vehicles, and in each vehicle, we installed a modified version of the CACC application that we described earlier in Section 3.3. The modified application performs CACC operations as before, where every vehicle broadcasts its acceleration every 100 ms , and vehicles adjust their acceleration according to
the perceived acceleration of the preceding vehicle, i.e. using Equation 3.3. However, we schedule an event where the platoon leader enters into an emergency state, where it stops broadcasting its acceleration, and instead broadcast a special emergency message to platoon members every 100 ms ; the platoon leader also performs emergency braking at this point. Whenever a vehicle learns of that emergency, it enters into emergency state, broadcasts emergency messages, and initiates emergency braking. In real-world scenarios, emergency braking can range from $0.6 g$ [44] to $1 g$ [51], so we performed experiments with different deceleration values of $0.6 g, 0.8 g$ and $1.0 g$, where $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$. To prevent the radio devices from starting at the exact same time in our simulation, ns- 3 provides a way where applications installed in vehicles would start at different times with a function called StartWithJitter. An application installed in a vehicle would generate a random number between 0 and a maximum value that we call jitter max, or $J_{\max }$. We performed four sets of experiments with different values for $J_{\max }$ set to $25 \mu \mathrm{~s}, 1000 \mu \mathrm{~s}, 25000 \mu \mathrm{~s}$, and $100000 \mu \mathrm{~s}$.

The CACC experiments were also performed with varying values for time headway $h$ set to 0.2 s , $0.4 \mathrm{~s}, 0.6 \mathrm{~s}, 0.8 \mathrm{~s}, 1.0 \mathrm{~s}, 1.5 \mathrm{~s}$, and 1.8 s . Therefore, the input parameters are summarized as follows:

1. $n$, number of vehicles in the CACC platoon.
2. Emergency braking value.
3. $J_{\max }$, the maximum jitter time used to randomize the starting times for applications installed in the vehicles.
4. $h$, time headway for the CACC controller in the vehicles.

For each set of input parameters, the experiment is repeated 50 times with the same parameters but with different seeds that ns-3 uses to generate random numbers. This allows us to minimize the variance in the randomness of our simulation runs. In total, we ran 84,000 simulations using Clemson's Palmetto cluster.

### 6.2 Results: Notification Time

### 6.2.1 Latency for platoons with smaller headway margins

Our ns-3 simulations shows that the two technologies appear to have similar latency performance with shorter platoons. The sets of experiments that use a starting jitter max $J_{\max }$ of $25 \mu$ s represent the worst case scenario for the contention-based DSRC technology as the radios starting time are very close to one another. At lower time headway values $h$ of 0.2 and 0.4 seconds, the platoon members maintain very low separation distance and that influences the time needed to propagate message as distance is smaller. Figures 6.2 and 6.3 show comparisons of the two technologies using $h=0.2$ and $h=0.4$ respectively, comparing the time needed to notify all vehicles of the platoon. The plot marker points represent the average latency value obtained from 50 simulation runs with different random-number generator seeds. We also shade the area between the lowest and highest latencies observed for those 50 run, where light red shading is for DSRC whereas light blue shading is for 5G NR V2X. We can observe that the two technologies have similar latency for shorter platoons of 5 and 10 vehicles. 5G NR V2X achieves slightly lower latency than DSRC for shorter platoon as well, but needed more time with longer platoons.


Figure 6.2: Time required to notify all platoon members - $h=0.2$, e-brake $=0.6 g, J_{\max }=25 \mu \mathrm{~s}$

Time to notify all platoon members of emergency brake - 5G vs DSRC


Figure 6.3: Time required to notify all platoon members - $h=0.4$, e-brake $=0.6 g, J_{\max }=25 \mu \mathrm{~s}$

Due to the low $J_{\max }$ value of $25 \mu \mathrm{~s}$, the DSRC experiment exhibit wider variance due the varying likelihood of packet drop due to collisions. To further minimize the effect of randomness of simulations, we removed experiments that had latency values that are considered as outliers. A sample is an outlier if it falls outside the Interquartile Range (IQR), that is values that are outside the range between the 25 th and 75 th percentiles. We plot the results from experiments that use small separation margins with time headway $h=0.4$ again, and show the result in Figure 6.4.


Figure 6.4: Time required to notify all platoon members - $h=0.4$, e-brake $=0.6 g, J_{\max }=25 \mu \mathrm{~s}$, outliers outside IQR removed

In Figure 6.5, we present results where the random starting jitter $J_{\max }$ is set to $100,000 \mu$ s (or 100 ms ), and a smaller $h$ value of 0.4 seconds. We have the same observation that DSR and 5 G have comparable latency for shorter platoon, while 5G NR V2X requires significantly more time to notify all vehicles for longer platoons. For a platoon of 50 vehicles, 5 G NR V2X needed an average of 1 seconds whereas DSRC needed a little under 250 ms . We also notice from the shaded area for DSRC that it achieves smaller variance, meaning that the variance of starting jitter times does impact the variance in observed latency for DSRC. When we remove outliers and focus on statistically significant results, as shown in Figure 6.6, we also observe that the latency increases significantly for 5G NR V2X for platoons of 20 vehicles or more.


Figure 6.5: Time required to notify all platoon members - $h=0.4$, e-brake $=0.6 g, J_{\max }=100,000 \mu \mathrm{~s}$


Figure 6.6: Time required to notify all platoon members of an emergency situation

Recall that we mentioned that we vary $J_{\max }$ to be $25 \mu \mathrm{~s}, 1000 \mu \mathrm{~s}, 25000 \mu \mathrm{~s}$, and $100000 \mu \mathrm{~s}$, running 50 experiment for each $J_{\max }$ value for a total of 200 experiments for a given $h$ and emergency brake values. We combine the results from using all $J_{\max }$ values to create plots where each marker point represents the average of 200 experiments, and we show these results for $h=0.4$ in Figure 6.7 , and with outliers removed in Figure 6.8
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Figure 6.7: Time required to notify all platoon members - $h=0.4$, e-brake $=0.6 g, 200$ Experiments per point


Figure 6.8: Time required to notify all platoon members - $h=0.4$, e-brake $=0.6 g, 200$ Experiments per point outliers outside IQR removed

We draw the same conclusion from these results for CACC with smaller separation margin: For shorter platoons, the latency performance is similar between the two technology, where 5G NR V2X can achieve slightly lower latency for platoons shorter than 10 vehicles. DSRC achieves significantly lower latency for longer platoons of vehicles. We attribute the high latency in 5G NR V2X for longer platoons to the mechanism used for channel access, where vehicles that have wireless frames to broadcast would need to wait for a certain time slot to access the wireless channel, and the longer platoons increases the number of hops that emergency message go through until they cover the entire platoon. Therefore, we believe that this applies, not only to 5G NR V2X, but also any possible future technologies that employ channel access with time-division in which every device waits for its turn to use the wireless channel would incur additive increase of latency when the data frame needs to go over multiple hops. This latency is proportional to the number of hops from the originator of the message.

The results from the remaining experiments are presented in Appendix E, which show similar findings when using $h=0.6$ and $h=0.8$ in Figures 28 and 29 respectively. In addition, the intensity of emergency braking does not have any significant impact on the time needed to notify all vehicle.

### 6.2.2 Latency for platoons with larger separation margin

For CACC platoons that use larger time headway values ( $h \geq 1.0$ ), vehicles maintain larger separation margins, which influences the successful transmission of wireless frames due to propagation loss over distance. For $h=1.0$ and $J_{\max }=25 \mu$ s, the performance is comparable between the two technologies, and DSRC achieves slightly lower latency than 5G NR V2X for the CACC platoons with 45 and 50 vehicles. The DSRC performance is better when removing outliers, indicating a higher level of variance for DSRC. This can be attributed to the use of very small starting jitter of only $25 \mu$ s. These results are illustrated by Figure 6.9 showing a plot with all samples, and Figure 6.10 that plots the samples after removing outliers.


Figure 6.9: Time required to notify all platoon members - $h=1.0$, e-brake $=0.6 g, J_{\max }=25 \mu \mathrm{~s}$
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Figure 6.10: Time required to notify all platoon members - $h=1.0$, e-brake $=0.6 g, J_{\max }=25 \mu \mathrm{~s}$, outliers outside IQR removed

Using a higher $J_{\max }$ of $100000 \mu \mathrm{~s}(100 \mathrm{~ms})$, DSRC performs better for all platoon lengths that were used, and the latency variance for 5 G increases significantly, as shown Figure 6.11. Figure 6.12 presents a plot of the same data after removing outliers, indicating increased variance in the performance of DSRC.

Time to notify all platoon members of emergency brake - 5G vs DSRC


Figure 6.11: Time required to notify all platoon members - $h=1.0$, e-brake $=0.6 g, J_{\max }=$ $100,000 \mu \mathrm{~s}$

Time to notify all platoon members of emergency brake - 5G vs DSRC


Figure 6.12: Time required to notify all platoon members - $h=1.0$, e-brake $=0.6 g, J_{\max }=$ $100,000 \mu$ s, outliers outside IQR removed

Continuing with the same time headway of $h=1.0$, we combine all four sets of experiments that have different $J_{\max }$, so every data point plotted is the average of 200 simulation samples, and show the results in Figure 6.13, and with outliers removed in Figure 6.14

Time to notify all platoon members of emergency brake - 5G vs DSRC


Figure 6.13: Time required to notify all platoon members $-h=1.0$, e-brake $=0.6 g, 200$ Experiments per point
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Figure 6.14: Time required to notify all platoon members - $h=1.0$, e-brake $=0.6 g, 200$ Experiments per point with outliers outside IQR removed

We conclude that the added distance between platoon members results in a higher number of hops that significantly impacts the performance of 5 G NR V2X. It also reduces the probability of collisions since vehicular density is lower, giving DSRC the advantage as it increases the probability of successful transmission, and DSRC vehicles do not need to wait as long as their 5G NR V2X counterpart.

### 6.3 Results: Collision Risk Assessment using TET

Another way to look at the impact of wireless technology is to study its impact on collision risk in CACC. The Time-Exposed Time-to-collision (TET) defined in Equations 6.3 serves as a good assessment of an entire simulation run. We choose Time-To-Collision threshold (TTC*) to be 3 seconds as that is considered risky. All experiments were run with $\Delta k=50 \mathrm{~ms}$, meaning that we assess collision risk every 50 milliseconds. For every experiment, we recorded vehicles' positions and velocities every 50 ms in order to compute $T T C$ values using Equation 6.1 for every vehicle in every time step. Then we use Equation 6.2 to compute $T E T(k)$ for all platoon members (the platoon leader will always have $T T C$ values of $\infty$ ), and then for every time step $k$, we use Equation 6.3 to calculate a $T E T$ value for an entire simulation run.

### 6.3.1 TET for platoons with smaller headway margins

Starting applications with very low $J_{\max }=25 \mu$ s exposes DSRC vehicles to higher risk of collision than 5 G NR V2X, when we set emergency deceleration to $0.6 g$, as shown in Figure 6.15. Increasing emergency deceleration to $0.8 g$ and $1.0 g$ also shows increased risk in DSRC experiments as vehicles would perform harsher braking, exposing vehicle to increased collision risk.

Time-Exposed Time-To-Collision - 5G NR V2X versus DSRC


Figure 6.15: TET, $h=0.4$, e-brake $=0.6 g$


Figure 6.16: TET, $h=0.4$, e-brake $=0.6 g$

However, this poor performance for DSRC devices is due to the use of very small time separations between the starting times of the radio devices, causing more packet losses, and therefore, exposing
vehicles to increased collision risk. The results illustrated by Figure 6.17 show that increasing $J_{\max }$ to $25,000 \mu \mathrm{~s}$ gives DSRC slightly better performance than 5 G NR V2X, and variance in TET is comparable. We then remove statistical outliers from the results and plot the results shown in Figure 6.18 , which shows that DSRC clearly performs better than 5 G NR V2X as platoon length increases, with TET over 200 ms for 5 G NR V2X.

Time-Exposed Time-To-Collision - 5G NR V2X versus DSRC


Figure 6.17: TET, $h=0.4$, e-brake $=0.6 g$

Time-Exposed Time-To-Collision - 5G NR V2X versus DSRC


Figure 6.18: TET, $h=0.4$, e-brake $=0.6 g$

When we combine results from 200 different simulation runs that use all tested $J_{\max }$, we get the results in Figure 6.21, and after removing outliers in Figure 6.20. We reach the same conclusion
in both cases: The two technologies have comparable exposure to collision risk for shorter platoons (under 20 vehicles), but the exposure to collision risk for 5G NR V2X increases significantly for longer platoons.


Figure 6.19: TET, $h=0.4$, e-brake $=0.6 g$, 200 Experiments per point


Figure 6.20: TET, $h=0.6$, e-brake $=0.6 g, 200$ Experiments per point with outliers removed

We can also reach the same conclusion when using harsher emergency deceleration as shown in Figure 6.21 and Figure 6.22. Using even smaller time headway of $h=0.2$, we reach similar conclusions as shown in Figure 33, and Figure 39 in Appendix F.


Figure 6.21: TET, $h=0.4$, e-brake $=1.0 g, 200$ Experiments per point
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Figure 6.22: TET, $h=0.6$, e-brake $=1.0 g, 200$ Experiments per point with outliers removed

### 6.3.2 TET for platoons with larger separation margin

Let us discuss what happens for CACC platoons that use larger time headway $\geq 1.0$. Let us start with experiments where there is a smaller time variance in the starting time, with $J_{\max }=25 \mu \mathrm{~s}$. In this setup, 5 G NR V2X achieves better performance than DSRC for experiments with all tested platoon length as shown in Figure 6.23 and 6.24. We can attribute this to the increase in separation distance and the potential consecutive packet loss that may happen as a result of starting the radio devices with small time variance. Therefore, the reliability of 5G NR V2X, that is, having higher
packet delivery ratio, helps it achieve safer operation with lower TET values than DSRC.
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Figure 6.23: TET, $h=1.0$, e-brake $=0.6 g$

Time-Exposed Time-To-Collision - 5G NR V2X versus DSRC


Figure 6.24: TET, $h=1.0$, e-brake $=0.6 g$

For experiments with higher starting jitters $J_{\max }$ to $25000 \mu \mathrm{~s}$ and $J_{\max }$ to $100000 \mu \mathrm{~s}$, we observe improved DSRC performance than the previous case with $J_{\max }=25 \mu \mathrm{~s}$. This is due to the fact that the probability of packet drops is lower because radio devices are started with higher time variance. We also observed similar results when we plot the combined experiments with all tested $J_{\text {max }}$ values as shown in Figure 6.28.


Figure 6.25: TET, $h=1.0$, e-brake $=0.6 g$

When we remove outliers from the results with $h=1.0$, the two technologies have the same level of exposure to collisions when using $J_{\max }=25 \mu$ s for platoons with 30 vehicles or fewer, and DSRC becomes slightly more risky with longer platoons, as shown in Figure 6.26 . The results with $J_{\max }=$ $25000 \mu$ s show that both technologies perform the same, with no exposure to risky condition as shown in Figure 6.26.


Figure 6.26: TET, $h=1.0$, e-brake $=0.6 g$, outliers removed


Figure 6.27: TET, $h=1.0$, e-brake $=0.6 g$, outliers removed

When we combine all experiments from all $J_{\max }$ values, Figure 6.28 shows that DSRC have slightly worse performance than 5 G NR V2X for all platoon length. However, when outliers are removed, the two technologies do not expose platoon vehicles to any risk as both achieve zero TET values for all the experiments as shown in Figure 6.29, even when using a very harsh emergency deceleration of 1.0 g , as shown in Figure 6.30
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Figure 6.28: TET, $h=1.0$, e-brake $=0.6 g, 200$ Experiments per point


Figure 6.29: TET, $h=1.0$, e-brake $=0.6 g, 200$ Experiments per point with outliers removed


Figure 6.30: TET, $h=1.0$, e-brake $=1.0 g, 200$ Experiments per point with outliers removed

When using even larger time headway ( $h=1.5$ and $h=1.8$ ), the results are similar and shown in Appendix F in Figure 37, 43, 38, 44, and 44. We conclude that for platoons with relatively larger separation margins $(h \geq 1)$, the risk of exposure to collisions is similar for statistically significant experiments.

## Chapter 7

## Conclusion

The introduction of DSRC in 1999 opened up the opportunity for real-world Vehicular Ad hoc Network (VANET) applications. However, the technology did not achieve as much adoption as hoped, and is now competing with another Radio Access Technology (RAT) that is based on cellular communication in the sidelink channel, and can be used for vehicle-to-vehicle communication.

In this work, we studied the performance of VANET applications, with a focus on Cooperative Adaptive Cruise Control. We analyzed the performance of CACC application that use a one-vehicle look-ahead controller, using string stability as an evaluation metric. We established minimum string stable time headway for simulations scenarios under perfect network condition, then successfully implemented a dynamic time headway adaptation algorithm2e that adapts to network loss processes that are common in VANET. The adaptation algorithm improves vehicular traffic flow significantly against experiments that use the minimum string stable time headway for the same loss process, while also maintaining string stability throughout simulation, as discussed in Chapter 4.

We also proposed DSRC+ in Chapter 5, where we implemented simulation scenarios that utilize modern modulation/coding schemes that would be introduced in the IEEE 802.11bd amendment, and propose the use of blind retransmission to improve the packet delivery ratio. Our results show that DSRC + can improve the packet delivery ratio of VANET that periodically broadcast packets, and also shows that it can improve the performance of CACC's traffic flow as it allows them to operate at lower time headway values.

Finally, we studied the trade-offs in the choice between two RATs available today for VANET application in Chapter 6, where we operate CACC platoons where the platoon leader performs emergency braking, necessitating the dissemination of emergency messages to all platoon members. We used the time-to-notify all vehicles of this emergency, and a collision-risk assessment metric called Time-Exposed Time-to-collision (TET), where we consider vehicles with a Time-To-Collision (TTC) value of 3 seconds or under to be under a risky condition. Our findings make us reach the conclusion that 5G NR V2X, a technology with time-division channel access element in it, performs poorly relative to DSRC, when needing to disseminate a message through a long platoon. We also found that 5G NR V2X has noticeably increased risk of collision for longer platoons when operating at lower time headway values, whereas both technologies can operate with little to no collision risk when operating with larger separation margins when using higher time headway values.

## Appendices

## Appendix A Real vehicle acceleration profiles



Figure 1: Acceleration Profiles

## Appendix B Effect of headway time on traffic throughput



Figure 2: Traffic Throughput for Sample 1 with different headway values


Figure 3: Traffic Throughput for Sample 1 with different headway values


Figure 4: Traffic Throughput for Sample 3 with different headway values


Figure 5: Traffic Throughput for Sample 4 with different headway values


Figure 6: Traffic Throughput for Sample 5 with different headway values

## Appendix C Improved acceleration estimation using Kalman filter

Acceleration Estimation using Kalman Filter - Profile: sin


Figure 7: Improvement in acceleration estimation using sinusoidal acceleration profile


Figure 8: Histogram of acceleration estimation errors for sinusoidal acceleration profile


Figure 9: Improvement in acceleration estimation using sample1 (austin7) acceleration profile


Figure 10: Histogram of acceleration estimation errors for sample1 (austin7) acceleration profile


Figure 11: Improvement in acceleration estimation using sample3 (austin5) acceleration profile


Figure 12: Histogram of acceleration estimation errors for sample3 (austin5) acceleration profile


Figure 13: Improvement in acceleration estimation using sample 4 (austin3) acceleration profile


Figure 14: Histogram of acceleration estimation errors for sample4 (austin3) acceleration profile


Figure 15: Improvement in acceleration estimation using sample5 (caltrans5) acceleration profile


Figure 16: Histogram of acceleration estimation errors for sample5 (caltrans5) acceleration profile

Acceleration Estimation using Kalman Filter - Profile: c2a


Figure 17: Improvement in acceleration estimation using c2a acceleration profile


Figure 18: Histogram of acceleration estimation errors for c2a acceleration profile


Figure 19: Improvement in acceleration estimation using us 06 acceleration profile


Figure 20: Histogram of acceleration estimation errors for us 06 acceleration profile

## Appendix D Improved distance estimation using Kalman fil-

## ter



Figure 21: Distance error histogram. Linear profile


Figure 22: Distance error histogram. austin3 profile


Figure 23: Distance error histogram. austin5 profile


Figure 24: Distance error histogram. austin7 profile


Figure 25: Distance error histogram. caltrans5 profile


Figure 26: Distance error histogram. us 06 profile


Figure 27: Distance error histogram. c2a profile

## Appendix E DSRC versus 5G NR V2X: Latency results with Emergency brake $=0.8 g$

## E. 1 Time headway $h=0.6$


(a) $J_{\max }=25 \mu s, h=0.6$, e-brake $=0.8 g$

(c) $J_{\max }=100000 \mu s, h=0.6$, e-brake $=0.8 g$

(e) e-brake $=0.8 g, h=0.6,200$ Experiments average

(b) $J_{\text {max }}=25 \mu s, h=0.6$, e-brake $=0.8 g$, Outliers removed

(d) $J_{\text {max }}=100000 \mu \mathrm{~s}, h=0.6$, e-brake $=0.8 g$, Outliers removed

(f) e-brake $=0.8 g, h=0.6,200$ Experiments average with outliers removed

Figure 28: Time required to notify all platoon members of emergency using $h=0.6$, emergency brake $=0.8 g$

## E. 2 Time headway $h=0.8$


(e) e-brake $=0.8 g, h=0.8,200$ Experiments average -brake $=0.8 g, h=0.8,200$ Experiments average with outliers removed

Figure 29: Time required to notify all platoon members of emergency using $h=0.8$, emergency brake $=0.8 g$

## E. 3 Time headway $h=1.0$



Figure 30: Time required to notify all platoon members of emergency using $h=1.0$, emergency brake $=0.8 g$

## E. 4 Time headway $h=1.5$



Figure 31: Time required to notify all platoon members of emergency using $h=1.5$, emergency brake $=0.8 g$

## E. 5 Time headway $h=1.8$



Figure 32: Time required to notify all platoon members of emergency using $h=1.8$, emergency brake $=0.8 g$

## Appendix F DSRC versus 5G NR V2X: Time-Exposed Time-to-collision (TET)

## F. 1 Time headway $h=0.2$, Emergency brake $=0.6 g$


(a) $J_{\text {max }}=25 \mu s, h=0.2$, e-brake $=0.6 g$

(c) $J_{\text {max }}=100000 \mu s, h=0.2$, e-brake $=0.6 g$

(b) $J_{\text {max }}=25 \mu s, h=0.2$, e-brake $=0.6 g$, Outliers removed

(d) $J_{\max }=100000 \mu \mathrm{~s}, h=0.2$, e-brake $=0.6 \mathrm{~g}$, Outliers removed

(f) e-brake $=0.6 g, h=0.2,200$ Experiments average outliers removed
(e) 200 Experiments average, e-brake $=0.6 g, h=0.2$

Figure 33: Time-Exposed Time-to-collision (TET) using $h=0.2$, emergency brake $=0.6 g$

## F. 2 Time headway $h=0.6$, Emergency brake $=0.6 g$



Figure 34: Time-Exposed Time-to-collision (TET) using $h=0.6$, emergency brake $=0.6 \mathrm{~g}$

## F. 3 Time headway $h=0.8$, Emergency brake $=0.6 g$


(a) $J_{\text {max }}=25 \mu s, h=0.8$, e-brake $=0.6 g$

(c) $J_{\text {max }}=100000 \mu s, h=0.8$, e-brake $=0.6 g$

(e) 200 Experiments average, e-brake $=0.6 g, h=0.8$

(b) $J_{\text {max }}=25 \mu s, h=0.8$, e-brake $=0.6 g$, Outliers removed

(d) $J_{\max }=100000 \mu s, h=0.8$, e-brake $=0.6 g$, Outliers removed
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(f) e-brake $=0.6 g, h=0.8,200$ Experiments average with outliers removed

Figure 35: Time-Exposed Time-to-collision (TET) using $h=0.8$, emergency brake $=0.6 g$

## F. 4 Time headway $h=1.0$, Emergency brake $=0.6 g$


(a) $J_{\text {max }}=25 \mu s, h=1.0$, e-brake $=0.6 g$

(c) $J_{\max }=100000 \mu s, h=1.0$, e-brake $=0.6 g$

(b) $J_{\max }=25 \mu s, h=1.0$, e-brake $=0.6 g$, Outliers removed

(d) $J_{\text {max }}=100000 \mu \mathrm{~s}, h=1.0$, e-brake $=0.6 g$, Outliers removed

(f) e-brake $=0.6 g, h=1.0,200$ Experiments average with outliers removed
(e) 200 Experiments average, e-brake $=0.6 g, h=1.0$

Figure 36: Time-Exposed Time-to-collision (TET) using $h=1.0$, emergency brake $=0.6 g$

## F. 5 Time headway $h=1.5$, Emergency brake $=0.6 g$


(a) $J_{\text {max }}=25 \mu s, h=1.5$, e-brake $=0.6 g$

(c) $J_{\text {max }}=100000 \mu s, h=1.5$, e-brake $=0.6 g$
(e) 200 Experiments average, e-brake $=0.6 g, h=1.5 \begin{aligned} & \text { (f) e-brake }=0.6 g, h= \\ & \text { with outliers removed }\end{aligned}$

(b) $J_{\text {max }}=25 \mu s, h=1.5$, e-brake $=0.6 g$, Outliers removed

(d) $J_{\text {max }}=100000 \mu s, h=1.5$, e-brake $=0.6 g$, Outliers removed

(f) e-brake $=0.6 g, h=1.5,200$ Experiments average

Figure 37: Time-Exposed Time-to-collision (TET) using $h=1.5$, emergency brake $=0.6 g$

## F. 6 Time headway $h=1.8$, Emergency brake $=0.6 g$


(e) 200 Experiments average, e-brake $=0.6 g, h=1.8$

Figure 38: Time-Exposed Time-to-collision (TET) using $h=1.8$, emergency brake $=0.6 \mathrm{~g}$

## F. 7 Time headway $h=0.2$, Emergency brake $=0.8 g$



Figure 39: Time-Exposed Time-to-collision (TET) using $h=0.2$, emergency brake $=0.8 g$

## F. 8 Time headway $h=0.6$, Emergency brake $=0.8 g$



Figure 40: Time-Exposed Time-to-collision (TET) using $h=0.6$, emergency brake $=0.8 g$

## F. 9 Time headway $h=0.8$, Emergency brake $=0.8 g$


(a) $J_{\text {max }}=25 \mu s, h=0.8$, e-brake $=0.8 g$

(c) $J_{\text {max }}=100000 \mu s, h=0.8$, e-brake $=0.8 g$

(e) 200 Experiments average, e-brake $=0.8 g, h=0.8$

(b) $J_{\text {max }}=25 \mu s, h=0.8$, e-brake $=0.8 g$, Outliers removed

(d) $J_{\max }=100000 \mu s, h=0.8$, e-brake $=0.8 g$, Outliers removed

(f) e-brake $=0.8 g, h=0.8,200$ Experiments average with outliers removed

Figure 41: Time-Exposed Time-to-collision (TET) using $h=0.8$, emergency brake $=0.8 g$

## F. 10 Time headway $h=1.0$, Emergency brake $=0.8 g$


(a) $J_{\text {max }}=25 \mu s, h=1.0$, e-brake $=0.8 g$

(c) $J_{\text {max }}=100000 \mu s, h=1.0$, e-brake $=0.8 g$

(b) $J_{\text {max }}=25 \mu s, h=1.0$, e-brake $=0.8 g$, Outliers removed

(d) $J_{\text {max }}=100000 \mu s, h=1.0$, e-brake $=0.8 g$, Outliers removed

(f) e-brake $=0.8 g, h=1.0,200$ Experiments average with outliers removed
(e) 200 Experiments average, e-brake $=0.8 g, h=1.0$

Figure 42: Time-Exposed Time-to-collision (TET) using $h=1.0$, emergency brake $=0.8 g$

## F. 11 Time headway $h=1.5$, Emergency brake $=0.8 g$


(a) $J_{\text {max }}=25 \mu s, h=1.5$, e-brake $=0.8 g$

(c) $J_{\text {max }}=100000 \mu s, h=1.5$, e-brake $=0.8 g$
(e) 200 Experiments average, e-brake $=0.8 g, h=1.5 \begin{aligned} & \text { (f) e-brake }=0.8 g, h= \\ & \text { with outliers removed }\end{aligned}$

(b) $J_{\text {max }}=25 \mu s, h=1.5$, e-brake $=0.8 g$, Outliers removed

(d) $J_{\text {max }}=100000 \mu s, h=1.5$, e-brake $=0.8 g$, Outliers removed

(f) e-brake $=0.8 g, h=1.5,200$ Experiments average

Figure 43: Time-Exposed Time-to-collision (TET) using $h=1.5$, emergency brake $=0.8 g$

## F. 12 Time headway $h=1.8$, Emergency brake $=0.8 g$


(a) $J_{\text {max }}=25 \mu s, h=1.8$, e-brake $=0.8 g$

(c) $J_{\text {max }}=100000 \mu s, h=1.8$, e-brake $=0.8 g$

(b) $J_{\text {max }}=25 \mu s, h=1.8$, e-brake $=0.8 g$, Outliers removed

(d) $J_{\text {max }}=100000 \mu s, h=1.8$, e-brake $=0.8 g$, Outliers removed

(f) e-brake $=0.8 g, h=1.8,200$ Experiments average with outliers removed
(e) 200 Experiments average, e-brake $=0.8 g, h=1.8$

Figure 44: Time-Exposed Time-to-collision (TET) using $h=1.8$, emergency brake $=0.8 g$
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