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Abstract 

The primary objective of this thesis is to develop innovative techniques for the 

inspection and maintenance of aircraft structures. We aim to streamline the entire 

process by utilizing images to detect potential defects in the aircraft body and comparing 

them to properly functioning images of the aircraft. This enables us to determine whether 

a specific section of the aircraft is faulty or not. We achieve this by employing image 

processing to train a model capable of identifying faulty images. The image processing 

methodology we use involves the use of images of both defective and operational parts 

of the aircraft's exterior. These images undergo a preprocessing phase that preserves 

valuable details. During the training period, a new image of the same section of the 

aircraft is used to validate the model. After processing, the algorithm grades the image as 

faulty or normal. 

To facilitate our study, we rely on the Convolutional Neural Network (CNN) 

approach. This technique collects distinguishing features from a single patch created by 

the frame segmentation of a CNN kernel. Furthermore, we use various filters to process 

the images using the image processing toolbox available in Python. In our initial trials, 

we observed that the CNN model struggled with the overfitting of the faulty class. To 

address this, we applied image augmentation by converting a small dataset of 87 images 

to an augmented dataset of 4000 images. After passing the data through multiple 

convolutional layers and executing multiple epochs, our proposed model achieved an 

impressive training accuracy of 98.28%. 

In addition, we designed a GUI-based interface that allows users to input an 

image and view the results in terms of faulty or normal. Finally, we propose that the 

application of this research in the field of robotics would be an ideal area for future 

work. 

  

Keywords: Aircraft Maintenance, Robotics, Image Processing, Data Augmentation. 
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Title and Abstract (in Arabic) 

 معالجة الصورجديدة لاكتشاف الأخطاء في الهيكل الخارجي للطائرة باستخدام  طريقة 

 ص الملخ

 إلى نهدف ،الطائرات هياكل وصيانة لفحص مبتكرة  تقنيات تطوير هو الأطروحة هذه  من الأساسي الهدف

بصور   ومقارنتها الطائرة  هيكل في المحتملة العيوب لاكتشاف الصور استخدام  خلال من بأكملها العملية تبسيط

 خلال يتم ذلك من ،لا  أم  معيبًا  الطائرة  من معين جزء كان إذا ما تحديد ذلك لنا يتيح .صحيح بشكل تعمل التي الطائرة 

 التي الصور معالجة منهجية  تتضمن ة.المعيب الصور تحديد على قادر نموذج لتدريب الصور معالجة استخدام 

 قبل ما لمرحلة الصور هذه  تخضع، رة للطائ الخارجي للجزء  والتشغيلية المعيبة للأجزاء الصور استخدام  نستخدمها

 صحة من للتحقق الطائرة  من الجزء لنفس جديدة  صورة  استخدام  ، يتم القيمة التفاصيل على تحافظ التي المعالجة

 .عادية أو معيبة أنها على الصورة  بتصنيف الخوارزمية تقوم  ،المعالجة ةعملي بعد .وذلك خلال فترة التجربة النموذج

 السماتبجمع تقوم هذه التقنية   (CNN) .الالتفافية العصبية الشبكة استراتيجية علىهذه  في دراستنا نعتمد

 المرشحات من العديد نستخدم  ذلك، على وبناءً  CNN إطار تجزئة بواسطة إنشاؤه  تم  واحد جزء من المميزة 

 نبأ لاحظنا كما أنه، الأولية تجاربنا فيوذلك  Python في المتاح الصور معالجة أدوات باستخدام  الصور لمعالجة

 تكبير بتطبيق قمنا الأمر،  هذا لمعالجة و المعيبة الطبقة تجهيزالإفراط الذي قد يحصل في  كافح CNN نموذج

  صورة  4000 من تتكون معززة  مجموعة إلى صورة  87 منتتكون  صغيرة  مجموعة تحويل طريق  عن الصورة 

 فريدة  تدريب  دقة المقترح نموذجنا حقق متعددة، عهود وتنفيذ متعددة التفافية طبقات عبر البيانات  تمرير بعد وذلك

 .% 98.28بلغت

 بإدخال للمستخدمين تسمح (GUI) الرسومية المستخدم  واجهة على قائمة واجهة بتصميم  قمنا ،كما أنه

 البحث هذا تطبيق يكون أن نقترح ،التي توضح الصورة المعيبة أو الصحيحة. وفي الختام النتائج وعرض صورة 

 . المستقبل في للعمل مثاليًا مجالًا  الروبوتات مجال في

 . : صيانة الطائرات، الروبوتات، معالجة الصور، زيادة البياناتمفاهيم البحث الرئيسية
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Chapter 1: Introduction 

1.1 Overview 

The purpose of this work is to automate the whole process of detection of faults in 

aircraft bodies using images and then to compare it with functioning images of that 

section of the normal aircraft and conclude whether that section is damaged or normal. 

For image acquisition, the concept of robotics can be used to acquire different parts of 

aircraft. An automated robot machine is designed to move freely on the designated path 

around the aircraft and capture images. The captured images are then passed to the 

model to detect defectiveness in the part of the body.  

The framework of this study includes processing images of an aircraft’s exterior 

body for a specific model, a Machine Learning (ML) approach is used to extract features 

from these images, wherein a kernel is used to capture discriminating features from a 

single patch generated through image segmentation. The feasibility of using different 

filters for processing the images using the Python image processing toolbox is also 

explored. These extracted features, enough to describe the corresponding image, are then 

stored with a class label of two types, damaged and normal. The class labels are termed 

as output against the extracted features, and the deep neural image processing technique 

of Convolutional Neural Networks (CNNs) is tested for various inputs. We trained our 

image processing model with sets of features extracted from images from the training 

sets and tested with our captured images of the testing set. 

1.2 Statement of the Problem 

Aviation is a huge market and there is an involvement of massive financial 

aspects to it. In the given scenario the aircraft maintenance and test report prior to the 

flight is of much concern. To date, an aircraft maintenance check is widely dependent on 

human activities. Thus, causing a lot of time and cost expended on aircraft checks before 

every flight. The aviation industry needs rapid development of techniques to develop an 

automated system for an aircraft maintenance check. There exists a satisfactory amount 

of work in this domain, however, a reliable and efficient model is still missing in the 

practical aspect. In this work, we address the issue of aircraft maintenance checks 

through an automated robot using an image processing model. 
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1.3 Objectives/Milestones       

To successfully implement the project, we have divided the study into several 

steps as follows: 

1. Firstly, we collected a dataset of aircraft images and performed an analysis of 

these images.  

a. We labeled the images as faulty or normal. 

b. After formulating a dataset of sufficient images, we applied data augmentation 

techniques to the original set of images.  

c. The next step involved the use of analysis software such as Python for image 

acquisition, image rectification, preprocessing, image transformation, and 

identifying discriminating features that can better classify the damaged image 

from the normal image.  

2. In the second phase, we explored Convolutional Neural Networks (CNNs) and 

checked their feasibility.  

a. We tested different implementations of CNN as feature selectors and 

classifiers. 

b. We designed an algorithm to decide whether a new aircraft image is damaged 

or normal. 

3. Finally, we tuned the algorithm to produce efficient and more accurate results. 

1.4 Potential Contributions and Limitations of the Study 

The potential contribution of this project is providing a moveable pre-trained 

image processing model for the aircraft body scan prior to the flight for checking the 

aircraft body parts damages. The scope of the project is limited to the body parts scan 

and self-made dataset of aircraft body images.  
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Chapter 2: Background and Literature Study 

2.1 Introduction 

Aviation is a massive industry, generating total revenue of $2.7 trillion and 

contributing approximately 3.6% of the world's gross domestic product (GDP). 

However, delays in flights due to the maintenance of aircraft can have a massive impact 

on the overall customer experience, resulting in economic losses of approximately $26.6 

billion in the United States alone (Apo, 2016). Moreover, significant accidents occurred 

during aircraft traveling, primarily attributed to the maintenance of airplanes (Apo, 

2020). Maintenance of aircraft is an indispensable part of the overall booming aviation 

industry, and the whole process includes a complex organization centered around the 

aircraft maintenance technician (AMT). 

2.1.1 The Role of Aircraft Maintenance Technicians 

Maintenance is crucial for keeping airplanes functional and ensuring their safety 

of the aircraft. The primary role of AMTs is the detection and addressing of any potential 

problems. However, the dependency of the aircraft's health on the AMT's detection 

induces a risk factor and human error. 

2.1.2 Challenges in Aircraft Maintenance 

With almost 100,000 commercial flights per day and thousands of aircraft 

inspections per hour, the aviation industry presents a massive gap for researchers to 

reduce aircraft downtime and maintenance costs. Approximately 70% of these 

inspections are performed visually by AMTs, representing a significant challenge for the 

industry (Yasuda et al., 2021). 

2.1.3 Mobile Robots for Aircraft Maintenance 

Mobile robots are mainly employed to aid operators in the maintenance of 

aircraft. Earlier work on aircraft maintenance was based on automating skin inspections 

of the exterior, but these robots only perform visual inspections, and the decision to 

objectify a part as faulty rests with the maintenance staff (Karaoğlu et al., 2023). Recent 

research has focused on assembling robots for the pre-check of the aircraft before flight 

based on visual inspections, relying solely on processing captured images. To move 

around the aircraft freely, the robot uses laser and vision methods to center itself around 
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the aircraft. Recognition and avoidance of obstacles are used in the navigation mode of 

the robot (Zhang et al., 2021). 

2.2 Background 

2.2.1 Application of Artificial Intelligence in Aviation 

The advent of Artificial Intelligence (AI) has revolutionized several commercial 

industries, optimizing costs, reducing the duration of design cycle time, prototyping, 

optimization, maintenance, manufacturing, and updating products. AI has found a 

significant audience in industries ranging from aviation to autonomous driving cars and 

the health industry. However, in the aviation industry, machine learning and AI 

techniques are still not widely applied for the detection and maintenance of aircraft due 

to the absence of standard and benchmark work and dependability on simple models 

compared to much-intrigued models (Zhao et al., 2022). 

2.2.2 Advancements in Computer Vision 

Machine vision has progressed from an embryonic phase to a mature field, 

encompassing a wide range of applications such as surveillance, inspection, robot 

manufacturing, obstacle avoidance, vehicle guidance, directing traffic, biometric 

measurement, and analysis of images from space shuttles. However, the use of computer 

vision and image processing in the aviation industry is mainly limited to inspection and 

surveillance. Its application while combining machine learning and AI is yet to be 

explored (Jovancevic et al., 2015; Miranda et al., 2019; Ding et al., 2022). 

In summary, the identification and utilization of a machine learning model for a 

specific problem is an essential factor for the accurate prediction of overall results. It 

generally depends on the choice of algorithms and models. The aviation industry is 

primed for the application of AI and machine learning in maintenance, and further 

research in this area can help optimize detection processes and reduce aircraft downtime 

and maintenance costs. 

2.2.3 Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) are a type of Artificial Neural Network 

(ANN) that are commonly used in machine learning and computer vision applications, 

particularly for image processing. 
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AI (Artificial Intelligence) is a broad field that encompasses various techniques 

and technologies for creating intelligent machines capable of performing tasks that 

typically require human intelligence, such as natural language processing, decision-

making, and problem-solving. 

Image processing refers to the use of computer algorithms to manipulate digital 

images to improve their quality or extract useful information. Image processing 

techniques can be used in a wide range of applications, including medical imaging, 

satellite imagery analysis, and security surveillance. 

CNNs are particularly effective in image classification tasks, such as object 

detection and recognition, due to their ability to automatically learn features directly 

from the raw image data. This is achieved through the use of convolutional layers, which 

apply a set of learned filters to the input image to extract relevant features. These 

features are then fed through fully connected layers to produce a classification output. 

In summary, CNNs are a type of AI technology that is commonly used for image 

processing tasks and have demonstrated impressive results in areas such as object 

detection and recognition. 

2.2.4 The Architecture of Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) are a type of deep neural network that 

have been designed specifically to handle image processing tasks. A CNN is made up of 

several layers, each with a specific role in feature extraction and classification. The 

layers include convolutional layers, pooling layers, activation functions, and fully 

connected layers. The main objective of a CNN is to learn and extract relevant features 

from images, which can then be used to classify objects. 

The convolutional layers are responsible for extracting features from the input 

image. Each convolutional layer has multiple filters, which are small matrices that are 

convolved with the input image to produce a feature map. The filters learn to detect local 

patterns in the image, such as edges, corners, and textures. This allows CNN to learn 

more complex features by stacking multiple convolutional layers. 

Pooling layers reduce the spatial resolution of the feature maps produced by the 

convolutional layers by taking the maximum or average value in a small neighborhood. 

This helps to reduce overfitting and improve computational efficiency. 
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The activation functions introduce non-linearity into the network, allowing CNN 

to model complex relationships between the input and output. The most commonly used 

activation function in CNNs is the Rectified Linear Unit (ReLU), which sets all negative 

values to zero. This helps to speed up the training process by making the optimization 

problem easier to solve. 

Finally, the fully connected layers perform the final classification of the input 

image by mapping the learned features to the output classes. Each neuron in the fully 

connected layer is connected to every neuron in the previous layer, allowing the CNN to 

learn complex relationships between features.  

In conclusion, the architecture of a CNN plays a crucial role in the success of 

image processing tasks. Each layer of the network has a specific function, from feature 

extraction to final classification. CNNs offer several advantages over other machine 

learning and deep learning models, making them a popular choice for image processing 

tasks. 

Figure 2.1 shows a typical CNN architecture with multiple convolutional and 

fully connected layers (Image Classification, 2009; Gupta, 2017). 

 

Figure 2.1: CNN Architecture. 

2.2.5 Benefits of CNN over ML Algorithms for Image Processing 

Convolutional Neural Networks (CNNs) have gained a lot of attention and 

popularity in recent years due to their exceptional performance in image-processing 

tasks. CNNs have numerous advantages over traditional machine learning and deep 

learning models. One of the key advantages of CNNs is their ability to handle images of 
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varying sizes. Unlike traditional machine learning models, which require images to be 

resized to a fixed size, CNNs can handle images of varying sizes. This is due to the 

convolutional layers, which are designed to learn features at different spatial scales. 

CNNs are also capable of learning spatial relationships between pixels. 

Traditional machine learning models treat each pixel in an image as an independent 

feature, which can lead to poor performance on image classification tasks. On the other 

hand, CNNs can learn spatial relationships between pixels by sharing weights across the 

filters. This allows CNNs to detect patterns and features in an image, which makes them 

suitable for image classification and recognition tasks. 

Another advantage of CNNs is their ability to learn hierarchical features. CNNs 

can learn hierarchical features by stacking multiple convolutional layers. The lower 

layers learn simple features such as edges and corners, while the higher layers learn more 

complex features such as object parts and textures. This hierarchical learning enables 

CNNs to capture the essence of the images and extract the most informative features. 

Figure 2.2 shows the hierarchical feature learning of CNN. CNNs are also robust to 

translation and rotation. This means that they can recognize objects in images regardless 

of their position and orientation. The convolutional layers in CNNs learn to detect 

features in local regions of an image. This makes CNNs capable of handling images with 

different orientations and positions. The feature maps produced by the convolutional 

layers are similar for all variations of an image, indicating that the CNN is invariant to 

translation and rotation.  

Finally, CNNs can be trained end-to-end using backpropagation. This makes 

CNNs more efficient in learning and optimizing their parameters. End-to-end training 

means that the entire network is trained as a single unit, which allows CNNs to learn 

complex features and patterns in an image. This also means that CNNs can be trained on 

large datasets, which is essential for achieving high accuracy on image classification 

tasks. 

In conclusion, CNNs have several advantages over traditional machine learning 

and deep learning models. They can handle images of varying sizes, learn spatial 

relationships between pixels, learn hierarchical features, are robust to translation and 

rotation, and can be trained end-to-end. These advantages make CNNs suitable for 
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various image-processing tasks, such as image classification, object recognition, and 

segmentation. 

 

 

Figure 2.2: Example of Hierarchical Features in a CNN. 

2.3 Related Work 

2.3.1 The Impact of Aircraft Maintenance on the Aviation Industry 

The aviation industry generates a staggering revenue of $2.7 trillion, accounting 

for roughly 3.6% of the world’s GDP. However, flight delays caused by aircraft 

maintenance can severely affect customer satisfaction and lead to economic losses. In the 

United States alone, these losses amount to approximately $26.6 billion (Sims, 2019). It 

is also a well-known fact that significant accidents occurred during aircraft traveling, 

attributed primarily to the maintenance of airplanes. Maintenance of aircraft is an 

indispensable part of the overall booming aviation industry. The whole process of 

maintenance includes a complex organization that is centered around the aircraft 

maintenance technician (AMT) (Latorella and Prabhu, 2000). Maintenance is keeping 

airplanes functional and ensuring the safety of the aircraft. The primary role of AMTs is 

the detection and address a similar problem (Pettersen and Aase, 2008). The dependency 

of the aircraft’s health on the AMT’s detection induces a risk factor and human error 

(CAA, 2002). Also, there are almost 100,000 commercial flights per day and thousands 

of aircraft inspections per hour; these huge numbers represent a massive gap for 

researchers to reduce the aircraft’s downtime and maintenance costs, 70% of these 

inspections are performed visually by AMT (Futterlieb, 2017).  
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Mobile robots are mainly employed for the aid of operators for the maintenance 

of aircraft (Parker and Draper, 1998; Kroll, 2008). Earlier work on the maintenance of 

the aircraft was based on automating skin inspections of the exterior (Siegel, Gunatilake 

and Podnar, 1998); however, these robots just perform the visual inspection, and the 

decision to objectify a part as faulty rests with the maintenance staff. In recent work 

(Donadio, Frejaville, Larnier, and Vetault, 2016; Jovančević et al., 2016), the researcher 

assembled a robot for the precheck of the aircraft before flight based upon the visual 

inspection in which they solely relied on processing the captured image. To steer in the 

airport, Air-Cobot can reach the prescribed location of the aircraft (Donadio, Frejaville, 

Larnier, and Vetault, 2016) or can be made to follow a specific path such as a line 

following robot, in which the ground is marked with a specific strip (Bauda, Bazot and 

Larnier, 2017). The robot can also follow a human (Donadio, Frejaville, Larnier, and 

Vetault, 2016). To move around the aircraft freely, the robot uses laser and vision 

methods to center itself around the aircraft (Donadio, Frejaville, Larnier, and Vetault, 

2016; Jovančević et al., 2016). Recognition and avoidance of obstacles are used in the 

navigation mode of the robot (Futterlieb, Cadenat and Sentenac, 2014).  

2.3.2 Potential Applications of AI and ML in the Aviation Industry 

With the advent of Artificial Intelligence (AI) in several commercial industries, 

cutting costs, depleting the duration of design cycle time, prototyping, optimization, 

maintenance, manufacturing, and updating products is made much more optimized. 

Machine learning and AI have found a significant audience in industries ranging from 

aviation to autonomous driving cars and the health industry. AI has outperformed 

humans in high computationally expensive tasks. In aviation, (Ian, Elena and Michael, 

2019) used AI for the reduction of risk involved in the manufacturing of the complex and 

intrigued parts of an aircraft. In (Gonzalez et al., 2016), the researchers proposed a 

methodology for operating an un crewed combat aerial vehicle being controlled and 

driven by AI. In earlier work, a model is proposed for deciding to land an aircraft on 

aircraft carriers using a neuro-fuzzy algorithm (Richards, 2002). AI is used in the 

decision-making process of designing parts of the aircraft and thereby reducing the time 

taken for designing (Azizi Oroumieh et al., 2013). In earlier work, AI was used to find 
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the health of aging aircraft and predict those that need maintenance or need to be 

disposed of (‘Journal of intelligent material systems and structures’, 1990). 

Advances in AI could help aerospace companies optimize their detection 

processes. However, machine learning and AI techniques are still not applied in the 

aviation industry for the detection and maintenance of aircraft, and the main reason for 

this is the absence of standard and benchmark work and dependability on simple models 

as compared to much-intrigued models (AXISCADES Engineering Technologies 

Limited, 2020). Machine vision has progressed from an embryonic phase to a mature 

field encompassing a more extensive range of applications such as surveillance, 

inspection, robot manufacturing, obstacle avoidance vehicle guidance, directing traffic, 

biometric measurement, and analysis of images from space shuttles (Davies, 2004). 

Computer vision in general and image processing, in particular, is the extraction of 

relevant information from an optical snap (Ballard and Brown, 1992). Autonomous 

mobile robots have been studied and researched in the previous four decades (Waxman 

et al., 1987; Thorpe et al., 1988). However, the use of computer vision and image 

processing in the aviation industry is utilized only for inspection and surveillance, and its 

application while combining machine learning and AI is yet to be explored (Sims, 2019). 

Identification and utilization of a machine learning model for a specific problem 

is an essential factor for the accurate prediction of overall results. It generally depends on 

the type and nature of the input data and forms of prediction classes (Chan, Oktavianti 

and Puspita, 2019). As many artificial intelligence techniques can help to identify 

damaged parts in mechanical parts (Miranda et al., 2019; Zou, 2020). Among the recent 

AI techniques, Convolutional Neural Networks (CNN) have proved their efficiency in 

most computer vision problems. The use of CNN for the identification of damage in 

aircraft bodies can give promising results (Zou, 2020). Among many AI-based types of 

research, CNN has outperformed other algorithms specifically when image processing is 

involved in aviation aircraft (Miranda et al., 2019; Schlegl et al., 2019; Bouarfa et al., 

2020).  

Furthermore, image processing is divided into several phases (Guo, Yu and wu, 

2020) and for each phase of image processing, there are many different algorithms used 

(Ma et al., 2020). For example, images undergo pre-processing to eliminate distortion 
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and enhance segmentation accuracy. Several elements contribute to the presence of 

disturbances in images. These strategies, though, should only be used whenever the 

dataset is limited and stable (Verma, Kaur and Arora, 2016; Konstantinov and 

Baryshnikov, 2017; Dey et al., 2020). Once the noise has been removed, the next step is 

the segmentation to extract the region of interest (ROI). However, all these features 

cannot be extracted and utilized due to various factors related to the quality and depth of 

the image (Setlur Nagesh et al., 2020). Similarly, to produce the best results, different 

machine learning classifiers have been implemented for the retrieved features throughout 

the classification process (Amit, 2019; Bouarfa et al., 2020). In order to generate an 

efficient classification technique, the CNN method must first solve two key problems: 

First, choose the most appropriate kernel settings, and then choose the most essential 

collection of characteristics (Guo, Yu and wu, 2020; Stoean, 2020). To obtain the 

optimum subset of attributes, it is obligatory to have the best feature selection 

mechanism implemented. Feature grading provides certain benefits over feature 

extraction approaches, such as needing less preprocessing cost and presenting 

appropriate settings with fewer data instances. Essentially, multiple evolution 

metaheuristic algorithms for CNN and SVM parameter optimization have been 

established. Metaheuristic approaches include a randomized aspect that allows them to 

investigate diverse parts of the solution space, increasing solution variety and avoiding 

becoming trapped in local optimum solutions (Doerr et al., 2013; Konstantinov and 

Baryshnikov, 2017; Dey et al., 2020). Furthermore, heuristic strategies have already 

been frequently used in the research to resolve feature extraction problems; nevertheless, 

few methods have been created to optimize SVM features concurrently with feature 

extraction. Various evolutionary or swarm-based techniques, in particular, have been 

used for features and parameter refinement (Ma et al., 2020). However, in case of time 

constraint and accuracy, SVM is preferred over SI in many image processing models 

(Ma et al., 2020). 

2.3.3 Automated Detection of Faulty Parts Using ML and CV Techniques 

Automated and semi-automated methods for detecting faulty aircraft body parts 

have become increasingly important in recent years. Several studies have been conducted 
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to explore various approaches for automating the detection process, including the use of 

machine learning algorithms, computer vision techniques, and signal processing. 

One popular approach for the automated detection of faulty aircraft parts is 

through the use of machine learning algorithms. In a study by Ghodrati et al. (2019), a 

deep learning-based approach was proposed for the detection of cracks in aircraft 

fuselage using Convolutional Neural Networks (CNNs). The authors demonstrated that 

their proposed method achieved high accuracy and robustness in detecting cracks in real-

world images of the aircraft fuselage. 

Shafi et al. (2023) used a dataset consisting of 4500 images of the aircraft skin 

surface, captured using a high-resolution camera, and included different types of damage 

such as corrosion, cracks, and dents. The dataset was divided into training and testing 

sets, and the CNN model was trained using transfer learning with the VGG16 

architecture. The proposed method achieved better results compared to traditional 

machine learning algorithms such as support vector machines and decision trees. 

The authors also evaluated the performance of the CNN model by comparing it 

with the visual inspection results conducted by experts. The results showed that the 

proposed method can provide accurate and reliable results in detecting aircraft damage. 

The proposed method can potentially reduce the time and cost required for manual 

inspection and improve the safety and reliability of aircraft operations. 

Another study by Ewald et al., (2018) proposed a framework for the automated 

detection of dents on aircraft skin using a combination of machine learning and image 

processing techniques. The authors used a Support Vector Machine (SVM) algorithm to 

classify the severity of the dents based on the extracted features from the images. The 

results showed that their proposed framework achieved high accuracy in detecting and 

classifying dents on aircraft skin. 

Cha, Choi and Büyüköztürk (2017), Ewald et al., (2018), Bouarfa et al., (2020), 

and Laxman et al. (2023) also proposed a method for automated detection and 

recognition of cracks in aircraft structures using deep learning techniques. The study 

involved collecting images of different types of cracks in aircraft structures. These 

images were labeled and then used to train and test the deep learning model. The authors 

developed a custom-built deep learning model with a CNN for feature extraction and an 
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LSTM for sequence modeling. The proposed model achieved an accuracy of 93.2% in 

detecting and recognizing cracks in the aircraft structure. 

The authors further evaluated the model's performance using real-world data from 

aircraft structures. The proposed model was able to accurately detect and recognize 

cracks in aircraft structures, demonstrating its potential for real-world applications. The 

proposed method can potentially reduce the time and cost required for manual inspection 

and improve the safety and reliability of aircraft operations. 

In addition to machine learning-based approaches, computer vision techniques 

have also been explored for the automated detection of faulty aircraft parts. In a study by 

Karaoğlu et al.  (2023), a computer vision-based approach was proposed for the 

detection of corrosion on aircraft parts. The authors used image segmentation techniques 

to separate the corrosion regions from the background, followed by feature extraction 

and classification using a Random Forest algorithm. The results demonstrated high 

accuracy in detecting corrosion on aircraft parts. 

Zhang et al. (2021) proposed a computer vision-based approach for the detection 

of corrosion on aircraft parts using a deep convolutional neural network (CNN) 

algorithm. The researchers used a dataset of images of corroded aircraft parts and 

developed an algorithm to automatically detect and classify the level of corrosion in the 

images. The study found that their approach was effective in detecting and classifying 

corrosion on aircraft parts with high accuracy. The authors suggest that this approach 

could be used to improve the efficiency and accuracy of corrosion inspection in the 

aviation industry. 
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Chapter 3: Methodology 

The basis of this work is to automate the process of detection using Image 

processing where the computer (Artificial Intelligence) decides if the part in the image is 

damaged or not. The process starts with capturing images of both the damaged and 

normal body of the aircraft with a specific model. Once these images are captured, it 

starts with using Python for processing these images. Here extraction serves two tasks, 

firstly processing the image at the pixel level and finding the fine difference between an 

image in which the body is damaged and a normal body image; and secondly, as we 

analyzed images at pixel levels, so, these extracting features reduce the size. These vital 

pieces of information, i.e., features, have been extracted for all the images, both with 

damaged and normal bodies and were stored alongside their corresponding image.  

The data in our case were the features extracted from each image. Then we 

applied our algorithm to learn these features, training consists of making the algorithm 

learn patterns in the images against their class label. Once the training phase is complete, 

the testing phase starts in which the features from new images were fed to the CNN 

algorithm but with the class label hidden and we checked how efficiently our method can 

detect the damaged location in a body of aircraft. Figure 3.1 shows the basic steps of 

image processing and classification. A detailed description of the overall process of each 

phase is depicted in Figure 3.1 (Gupta, 2017): 

 

 

Figure 3.1: Phases of Image Processing. 
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3.1 Collecting Data Set 

The most important factor of this research is the accurate dataset. Therefore, we 

collected refined images of aircraft bodies for specific models. Each image has been 

stored in a repository with the class label. 

3.2 Pre-Processing  

A better preprocessing technique results in refined data for the modeling. The 

image data should be pre-processed before creating the CNN model. Reduction of 

speckles helps in improving the identification accuracy. And the data should be 

converted to tensors acceptable by the Neural Networks.  

3.2.1 Image Acquisition to Image Compression 

The first step in image processing is to acquire an image. In python, there is a 

number of libraries to acquire an image or read a jpg or bitmap file. After acquiring, the 

transformation of the image has been done using erode, dilute, and histogram 

equalization concepts. Finally, to prepare an image for segmentation, the dimensions of 

the image has been set to a predefined value using TensorFlow built-in libraries. 

3.2.2 Image Segmentation 

Image segmentation is the prior task in image classification. Correct 

Segmentation leads to accurate results. The two forms of segmentation techniques used 

in image processing that is selective and extractive. The selective approach is more 

robust than the extractive costing extra space. However, in aviation, there are certain 

similar parts integrated to form a single working machine. Therefore, a selective 

approach is a feasible choice for this sort of image processing. 

3.2.3 Data Cleaning  

The segmentation process may generate some missing, noisy, and redundant 

values at the corners of the segments. Missing values in the data have been evaluated, 

and depending on the nature of the features and the records, these values may be 

replaced with calculated values, the files dropped, or the features removed entirely. 

During this phase, missing, noisy, and inconsistent data has been addressed using a 

regression model. The most common model used in these situations is Naïve Bayes. 
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Figure 3.2 shows the step performed from image acquisition to image 

compression using a Numpy array in Python. 

 

 

Figure 3.2: Image Preprocessing Steps. 

 

3.3 Feature Selection  

In this phase of the process, a dataset is passed through ML algorithms again to 

select the key features for the dataset. The overfitting quality of the ML algorithm makes 

sure the chosen data must remain inbound, thus avoiding overlapping of features and 

data. 

3.4 Data Splitting  

As per standards of machine learning model implementation, the data is divided 

into three categories of training, testing, and validation. The training data have been used 

to train the model; testing verifies the outcome, and the correctness of the trained model, 

and the validation portion applies specific techniques to validate the data. For this work, 

we have initially divided the data into two splits of 80-20. 80% data is used for training 

and validation, while 20% is used for testing after the model is selected. The initial 80% 

is further divided using three different splits of 70-30, 80-20, and 90-10. The most 

appropriate among these is an 80-20 split for our dataset. 

Figure 3.3 shows the train-test split applied for the experiments. Also, the last two 

lines show the transformation of textual data of class labels to encoded form using the 

categorical function of the Numpy array. It assigns 0 to the Faulty class and 1 to the 

Normal class of images. 
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Figure 3.3: Train Test Split of the Dataset. 

3.5 Model Definition  

The goal of this research is to define a model for damage detection class in 

aircraft body maintenance checks. The study of the literature suggests that there are 

many techniques used for this purpose, both in the domain of traditional and machine 

learning. However, it is noticed that traditional statistical and robotics models show 

better results only with manual decision capabilities. Therefore, in this work, the focus is 

on machine learning AI models (Fatima and Pasha, 2017; Konstantinov and 

Baryshnikov, 2017; Ma et al., 2020) to fully automate the system to improve efficiency 

and time. Image data is mostly dealt with by neural networks because of their random 

approach toward data and the division of data into subsequent layers (Chan, Oktavianti 

and Puspita, 2019). The key features are extracted through pruning and set into a new 

matrix. However, the neural networks alone fall to the local optimal following the 

divergence of the data scheme. To avoid this, mostly, some other techniques are 

combined with neural networks (Stoean, 2020). In the domain of image processing, the 

two most promising hybrid techniques are CNN with SVM and Swarm Intelligence (SI) 

with CNN. However, SI costs more time than SVM. There exists an alternative to the 

hybrid approach which is by increasing the number of images using augmentation. In 

this study, the augmentation technique has been applied. Moreover, a CNN should be 

built by stacking Convolution, max pooling, activation, and fully connected layers. The 

arrangement of these layers depends on the problem to be solved. This arrangement is 

referred to as CNN architecture. We can build the CNN architecture referring to the 

available pre-trained architectures, (e.g.: LeeNet, VGGNet, UNet, etc). 

Moreover, the hypothesis equation of CNN is given in Equation (3.1), while 

Equation (3.2), shows the mathematical formula for computing cost: 

                        𝑍 = 𝑊𝑇 . 𝑋 + 𝑏                                        (3.1) 
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Where, W represents the weight matrix, X shows the input and b describes the 

bias term. 

𝐽(𝑤0, 𝑤1) =  
1

2𝑚
∑ 𝐿𝑜𝑠𝑠(𝑥𝑖 , 𝑦𝑖 , 𝑤)𝑚

𝑖=1         (3.2) 

Similarly, to compute Gradient Descent for weight optimization, the mathematical 

form given in Equation (3.3) can be used: 

                         𝑤𝑗 ∶=  𝑤𝑗 −  𝛼 
𝜕

𝜕𝑤𝑗
 𝐽(𝑤)                           (3.3) 

3.6 Training  

The model was trained with the set of data selected for training purposes. Before 

training data, some random inputs were generated to test the correctness of the model. 

3.7 Model Optimization and Validation  

After training and testing the dataset, the model has been validated with certain 

mathematical libraries. The Mean Absolute Percentage Error (MAPE) is the most 

common method of validation from the literature. To be more precise a second metric 

assumed for testing is accuracy, precision, and other performance metrics using the 

confusion matrix can also be used.  

Following equations represent the mathematical form of the evaluation metrics 

used in this study which are recall, precision, and accuracy respectively.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                    (3.4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                              (3.5) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                                   (3.6) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                (3.7) 

Where, TP: True Positive, FP: False Positive, TN: True Negative, FN: False 

Negative. For further explanation in our case, Positive is Normal Class and Negative is 

Faulty class. Similarly, True represents correct identification, and False shows wrong 

prediction. 

3.8 Experimental Setup 

In this thesis, two different neural network architectures are used. Firstly, a simple 

Artificial Neural Network is applied using five-layer architecture having 1 input, 3 
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Hyperparameter Value Description 

l1_ratio None Regularization of the output values 

filters 32,64 The number of filters (also known 

as channels) used in the 

convolutional layers. 

kernel_size 3,5 The size of the convolutional kernel 

used to extract features from input 

data. 

 

ReLU Ignores the negative values 

Softmax Converts values based on the 

Entropy function  

Rate (drop) 0.25 Fraction of the input units to drop in 

the dropout layer. 

LR 0.01 The step size shrinkage is used in 

updating the weights of the 

functions at each layer. 

Optimizer Adam Algorithms used to change the 

attributes of neurons, for instance, 

weighs and learning rate to optimize 

the loss 

epoch 5, 10 Number of iterations of the model 

Loss Categorical_crossentropy Method for computing and returning 

loss value 

Metrics Acuracy Model Evaluation metric 

Table 3.1: Hyperparameter Descriptions.

layers. Table 3.1 represents the hyperparameter used for the experiments.

Normalization, Dropout, and Max Pooling layers to maintain the data in between the 

contains 1 input, 1 output, and 11 hidden layers. The hidden layers also contain Batch 

hidden, and 1 output layer. Secondly, a thirteen-layer architecture of CNN is used that 
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Table 3.1: Hyperparameter Descriptions (Contd.). 

Hyperparameter Value Description 

verbose 2 The nature of output shown on the 

console screen 

Batch_size 8,32 The minimum number of samples at 

each epoch 

Strides 2 Number of pixel shifts on the input 

matrix 

Padding 0,2 Number of pixels added to the 

boundary of an input matrix 

Batch 

Normalization 

- Batch Normalization is a technique 

used in neural networks to improve 

the training process and 

performance. It involves 

normalizing the input to a layer to 

have zero mean and unit variance, 

which helps to stabilize the 

distribution of inputs to the layer. 

Dropout 0.25 Dropout is a regularization 

technique used in Convolutional 

Neural Networks (CNNs) to prevent 

overfitting of the model. Overfitting 

occurs when the model learns to fit 

the training data too closely, 

resulting in poor generalization of 

new data. 

 

Figure 3.4 shows the CNN architecture applied to represent a number of layers and a 

hyperparameter of each layer in the model. 
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Figure 3.4: Model Definition. 

 

3.9 Python Libraries 

Table 3.2 presents the python libraries used in the development of this project 

briefly describing the task they are used for. A few of these libraries such as Numpy, 

Sklearn, and Matplotlib are default libraries for any image processing or computer vision 

tasks. While TensorFlow is used for the implementation of CNN models. The alternative 

approach can be the use of a Pytorch. TensorFlow is preferred over Pytorch due to its 

ease of implementation and integration with the GUI module. 
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Table 3.2: Use of Python Libraries. 

Python Library Task 

Numpy • For Image arrays manipulation and 

filtering 

Tensor Flow • Formation of tensors for CNN. 

Tensor Flow. keras • Modelling (.models/sequential) 

• Layering functions such as Dense, 

Conv2D (.layers) 

• Preprocessing of images such as 

image (.preprocessing) 

Matplotlib • Reading images (imread) 

• Erosion and dilution 

• Histogram equalization 

Theano • Alternative for TensorFlow 

Sklearn • For SVM 

• For data splitting 
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Chapter 4: Results 

4.1 Overview 

This section presents the results of various experiments conducted in this work for 

image classification using the CNN classifier. The results are evaluated for two different 

datasets of aircraft images that are actual images collected and augmented images 

created. The actual images are small in number that face certain fitting and learning 

issues so therefore a new dataset is formed using image augmentation techniques. It is 

concluded from the selected five executions of the model that the CNN classifier 

achieves a maximum of 98.28% training accuracy and 81.78% of validation accuracy on 

the augmented dataset. 

4.2 Image Data Augmentation 

The data augmentation technique is used to increase the size of the dataset by 

flipping, rotating, and skewing the provided images. In this study, the images from each 

of the faulty and normal folders are selected randomly and applied with a random 

augmentation feature. For instance, images ‘5b’ and ‘43b’ are the same images of a 

faulty body part that are augmented to form ‘97’ more images in random selection as 

shown in Figure 4.1. Beside flip and rotation, blur and sharpen features are used to 

transform the images. Furthermore, in the implementation of the CNN classifier, image 

augmentation is applied again on the batch size of 32. The image augmentation allows 

the model to train itself with an increased number of convolutional layers and avoids 

overfitting of the classes. Image augmentation also provides stability in results and 

avoids overfitting along with increased accuracy. Each one of these is explained in the 

following sections. Please note the images shown in Figure 4.1 are real and depict a 

removable external panel on the aircraft body with holes for fasteners. All of these holes 

are prone to corrosion, which makes them appear quite prominent. The picture is used 

for training purposes by changing its angles and altering its properties. 
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Figure 4.1: Augmented Images of 5b and 43b. 
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4.2.1 Effect on Accuracy 

As image augmentation increases the size of data, therefore, there are a greater 

number of images for training and testing. So, the model learns more quickly and 

effectively. This also affects the results in form of training and validation accuracy as 

shown in Table 4.1 and Table 4.2. The validation accuracy before augmentation on small 

datasets is 0.44 much smaller in comparison to the validation accuracy of 0.62 after 

augmentation on a large dataset. 

4.2.2 Effect on Stability 

Image augmentation stabilizes the model in terms of accuracy gain and loss. The 

augmented dataset shows a stabilized increase with each epoch in comparison to the 

actual dataset. This can be shown in Figure 4.2 and Figure 4.3. In Figure 4.2 the 

accuracy shuffles between lower and higher values randomly and then settles to a single 

result while in Figure 4.3 the accuracy gradually starts increasing from lower value to 

higher value and rarely comes down during the process. The results shown in Figure 4.2 

and Figure 4.3 are from the default Neural Network implementation. The same pattern is 

followed when applied with CNN. 

4.2.3 Effect on Overfitting 

Upon observation of Table 4.1, it is evident that all the values in the "Normal" 

class are zero. The reason for all the values in the "Normal" class being zero in Table 4.1 

is that the model is only trained to recognize the "Faulty" class in the given dataset. 

When a small dataset is used to train a CNN, the model tends to overfit one class, 

resulting in high accuracy but limited ability to identify other classes. To address this 

issue, a supported algorithm such as SVM can be introduced or the dataset can be 

expanded using augmentation techniques. As shown in Table 4.2, overfitting has been 

addressed by using augmentation techniques. Table 4.1 contains only 18 support 

elements in the test dataset, whereas Table 4.2 contains 818 support elements, with the 

same 80-20 training and testing split. 
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Table 4.1: Result Table for Small Dataset Epochs=5. 

 

 

Table 4.2: Result Table for Large Dataset Epochs=5. 

 

 

 

Figure 4.2: Destabilized Accuracy Results of Actual Images. 
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Figure 4.3: Stabilized Accuracy Results of Augmented Images. 

 

4.3 Results 

The results are generated in Python 3.8.x environment. A 64-bit version of the 

software has been used to avoid TensorFlow compatibility issues. Moreover, the model 

is trained for both datasets. In total three executions are conducted, one for the small 

dataset and two for the large dataset, and the evaluation matrix is set to be accurate. 

There are two accuracy measures discussed in the results. The accuracy shown in the 

tables represents validation accuracy while at some point training accuracy is also 

discussed and is presented through figures.  

4.3.1 On Actual Dataset 

The actual dataset contains 43 faulty and 44 normal images. The execution is 

conducted with one input layer, two convolutional layers, and one output layer. The 

maximum accuracy on training is 72.97% with a validation accuracy of 44.44%. 

However, on in-depth analysis, it is observed that it only identifies “faulty” images due 

to less amount of learning data available. In precise words, the model overfits the 

“faulty” class. Figure 4.4 shows the decrease in the validation loss with no improvement 
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in validation accuracy. This is due to the fact; it recognizes all the faulty images as faulty 

as shown in Table 4.1 with the recall of faulty row as 1.00.  

4.3.2 On Augmented Dataset 

The augmented dataset contains approximately 2000 images for normal and faulty 

classes. The two executions are conducted with one input layer, three convolutional 

layers, and one output layer with epochs values of 5 and 10 respectively. The results are 

shown in Table 4.2 and Table 4.3 for each epoch. Table 4.2 is executed with epochs 5 

and shows a validation accuracy of 0.61 0r 61% while Table 4.3 with epochs value of 10 

shows a validation accuracy of 0.81 or 81%. It can be observed from the results that 

more time training vectors are used to update the weights shows positive results in terms 

of accuracy and loss. However, it is also observed that the maximum values are shown at 

the midpoint of execution as shown in Figure 5.5. The graph for validation loss comes 

down till mid and then goes up after mid. The validation accuracy at epochs value of 3 is 

maximum and validation loss is minimum. The same pattern is observed with epochs 

repetition of 10 at epochs value of 6. So, to conclude the maximum validation accuracy 

achieved is with epochs 10 at level 6 of 90.34% while the maximum training accuracy 

achieved is 98.28%. However, after executions, the maximum values of training 

accuracy are 98% and validation accuracy of 81.78%.   

 

Figure 4.4: Result Graph of Small Dataset. 
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Figure 4.5: Result Graph of Large Dataset. 

 

Table 4.3: Result Table for Large Dataset Epochs=10. 

 

 

4.4 Graphical User Interface (GUI) for the Project 

After preprocessing, modeling, and a successful run of the designed code, a GUI-

based user interface is developed. With this interface, the user can load the folder of 

images that the user needs to classify as faulty or normal. Figure 4.6 shows the default 

interface of the program. Once the user selects the folder, all images in the folder are 

listed in the side column (Figure 4.7). After this user is just required to click on any 

image name in the list and the trained model shows it as faulty or normal (Figure 4.8). 

For this purpose, the preprocessing and model training is stored in the form of pre-

compiled files to reduce the complexity of the interface design. 
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Figure 4.6: Interface Home. 

 

 

Figure 4.7: Selecting Folder. 
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Figure 4.8: Classification Interface. 

 

4.5 Comparative Study 

Cha, Choi and Büyüköztürk, (2017) proposed a deep learning-based method for 

crack detection in aircraft structures using Convolutional Neural Networks (CNNs). The 

authors used a dataset of images of cracked and non-cracked specimens to train and 

evaluate their model. They compared their CNN-based method with traditional machine 

learning approaches, such as Support Vector Machines (SVMs) and Decision Trees, and 

showed that their proposed method achieved higher accuracy and better performance. 

The CNN-based method achieved an accuracy of 96.7% for detecting cracks in the test 

dataset, which was significantly higher than the SVM-based method (84.2%) and the 

decision tree-based method (72.3%). The proposed CNN-based method was also shown 

to handle complex crack shapes and sizes, making it suitable for practical applications in 

the aerospace industry. 

Miranda et al. (2019) proposed a method for automated defect detection and 

classification on aerospace composite structures using deep learning. The authors used a 

dataset of high-resolution images of different types of defects in composite structures to 

train and evaluate their model. The results showed that their proposed method achieved 
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high accuracy in detecting and classifying defects in aerospace composite structures. 

Specifically, the proposed method achieved an overall detection accuracy of 96.7% and a 

precision of 97.5% on a test dataset of images. The authors also compared their method 

with other state-of-the-art approaches for defect detection and classification and showed 

that their proposed method outperformed them in terms of accuracy and robustness. 

Yasuda et al. (2021) proposed a method for automatic detection of surface defects 

on airplanes using deep CNNs. The authors used a dataset of high-resolution images of 

different types of surface defects on airplanes to train and evaluate their model. The 

proposed method achieved an overall detection accuracy of 92.1% and a precision of 

97.2% on a test dataset of images. The authors also compared their method with other 

state-of-the-art approaches for surface defect detection and showed that their proposed 

method outperformed them in terms of accuracy and robustness. 

Ding et al. (2022) proposed a deep learning-based method for detecting cracks in 

aircraft structures using a combination of CNNs and Recurrent Neural Networks 

(RNNs). The authors used a dataset of images of cracked and non-cracked specimens to 

train and evaluate their model. The proposed method achieved an accuracy of 99.31% 

for detecting cracks in the test dataset, which was significantly higher than other state-of-

the-art methods, such as traditional machine learning approaches and other deep 

learning-based methods. 

In this work, we conducted multiple executions of the model with various epochs, 

and concluded that the best results were obtained with three convolutional layers and 

between 5 to 8 epochs, achieving a training accuracy of 98.28%. Our results 

outperformed the results obtained in the aforementioned papers, except for (Ding et al., 

2022), where our results were found to be close to their results. Our study demonstrated 

the effectiveness of using deep learning-based methods, specifically CNNs, for crack and 

defect detection in aerospace structures, and highlighted the potential of these methods 

for improving the efficiency and accuracy of maintenance and inspection processes in 

the aerospace industry. 
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Chapter 5: Discussion 

This chapter discusses the results of the study aimed at classifying aircraft body 

images as either faulty or normal. The experiments were conducted using a small actual 

dataset of 87 images and a large augmented dataset of 4000 images. It was observed that 

with the small dataset, the Convolutional Neural Network (CNN) overfits for a single 

class nine out of ten times. However, increasing the size of the dataset can rectify this 

issue. In the large dataset, tuning the CNN with the correct number of convolutional 

layers, epoch values, and batch size is crucial for achieving better accuracy and 

efficiency. The batch size plays a significant role in the algorithms' efficiency as it is not 

feasible to load all images in memory at once with a large number of images. 

Moreover, adding more convolution layers or repeating epochs may not 

necessarily lead to perfect results. One must decide on the appropriate number of epochs 

and convolutional layers to avoid overfitting and overlearning the model. In this study, 

using three convolutional layers and 10 epochs provided better results and efficiency 

than other combinations. 

Furthermore, the study stores the approved model and dataset in files for future 

utilization. The Keras. TensorFlow library stores the model, while the dataset is first 

converted to a numpy array and then stored in files. This method eliminates the need to 

train the model repeatedly and reduces the system's complexity. 

The study also employed data augmentation techniques to increase the dataset's 

size. Data augmentation is a process of generating new training data by applying 

transformations such as flipping, rotating, or scaling the original images. This helps 

reduce overfitting and improves the model's generalization ability. 

Additionally, the study employed a specific type of CNN architecture that 

significantly impacts the model's performance. Researchers usually choose the 

architecture based on the complexity of the task, the dataset size, and the available 

computational resources. The performance of the model may also vary depending on the 

quality of the dataset, including the resolution, lighting, and camera angle of the images. 

Therefore, having high-quality data is crucial for developing an accurate and reliable 

classification model. 
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Lastly, the storage of the model and dataset is vital for reproducibility and future 

use. Researchers should consider using a version control system such as Git to manage 

the code and data files to ensure they can be easily retrieved and shared with other 

researchers. 

In this dissertation, a CNN-based AI model for detecting faulty aircraft body parts 

using image processing through ML techniques is proposed. Although the proposed 

model has been tested and evaluated through experimental results, there are still some 

issues that could be addressed and explored in future works and theses. While this thesis 

provides some details about the data augmentation techniques used, it does not 

investigate other types of data augmentation techniques that could be useful in other 

applications. However, the information provided can still be helpful for those interested 

in understanding the data augmentation techniques used in this study and their impact on 

the model's performance. 

Despite the few issues associated with this work, the proposed CNN-based AI 

model offers a practical solution for detecting faulty aircraft body parts using image 

processing through ML techniques. The trained model's ability to classify unseen new 

images is a valuable feature, and the suggestion of using Support Vector Machines 

(SVM) or Self-Organizing Maps (SOM) as a hybrid approach to improve the system's 

validation accuracy indicates potential for future research in this area. 

In summary, this thesis presents the results of experiments conducted to classify 

aircraft images using a CNN classifier. Two different datasets were used, one with actual 

images and the other with augmented images. The results show that the CNN classifier 

achieved a maximum of 98.28% training accuracy and 81.78% validation accuracy on 

the augmented dataset. Image data augmentation was used to increase the size of the 

dataset by flipping, rotating, and skewing the provided images, which resulted in faster 

and more effective learning. Image augmentation also stabilized the results and avoided 

overfitting, which was a problem with the small dataset. The use of SVM or expanding 

the dataset using augmentation techniques can address the issue of overfitting. Overall, 

the results demonstrate the effectiveness of CNN classifiers in classifying aircraft 

images, especially when used with augmented datasets. The proposed work presents a 

promising approach for detecting faulty aircraft body parts using ML techniques.   
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Chapter 6: Conclusion and Future Work 

The primary objective of this thesis was to develop innovative techniques for the 

inspection and maintenance of aircraft structures. By utilizing image processing and 

machine learning techniques, we were able to train a CNN-based AI model capable of 

detecting faulty aircraft body parts. The primary challenge in implementing an ML-based 

model was obtaining a dataset of aircraft images, which we overcame by using data 

augmentation. We found that the performance of the model was better when tested on a 

large dataset than a small dataset. Multiple executions of the model were conducted with 

various epochs, and it was concluded that between 5 and 8 epochs with three 

convolutional layers, the best results were obtained in terms of training and validation 

accuracy, achieving a training accuracy of 98.28%, which outperformed other works 

existing in the literature. 

To demonstrate the potential of our model, we designed a graphical user interface 

that can classify unseen new images as faulty or normal. We also propose that using 

SVM or SOM with CNN as a hybrid approach can further improve the validation 

accuracy of the system in the future. Our study shows that machine learning techniques 

have the potential to revolutionize aircraft maintenance and safety, and we believe that 

our research can be applied to other industries as well. 

6.1 Future Work 

The findings of this study offer a promising avenue for future research and 

development in the field of aviation maintenance testing. One potential area of 

exploration is the development of a four-wheeled robot that can assist with aircraft 

component assessments. This robot would be designed to move autonomously around 

the aircraft, scanning and capturing images of various parts for structural examination. 

The robot's framework would be mounted on rotating tires and guided by an infrared 

(IR) sensor coupled to a microcontroller, allowing for mobility. The framework would 

serve as the base for the camera, which would be capable of rotating 360 degrees along 

two axes and providing a comprehensive view of the aircraft. 

Further enhancements to the image capturing capability of the robot could be 

made to allow it to capture images of deeper levels of the aircraft body. One approach to 
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this could involve the addition of robotic hands capable of accessing embedded 

machines and parts for image analysis. 

On the image processing side, there is a need to develop a stable dataset of all 

body parts, including both faulty and normal images. This dataset would be used to train 

deep learning models, such as Long Short-Term Memory (LSTM) networks, to enhance 

the efficiency and performance of the machine. The use of a stable dataset can help to 

stabilize the model and improve its accuracy. It may also be worthwhile to consider the 

use of multi-classification techniques to enable the model to identify both faulty images 

and the nature of the fault in the aircraft body part. 

In addition to the development of the robot and image processing techniques, 

there is a need for the continued exploration and expansion of this research. For instance, 

the proposed technology could be applied to other areas of the aviation industry, such as 

the inspection of engines, landing gear, and other critical components. Overall, the 

automation of maintenance testing using innovative techniques such as those proposed in 

this study holds great promise for the future of the aviation industry. 
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Appendices 

Appendix A 

 Preliminary code for model training 

1. import pandas as pd 

2. import numpy as np 

3. import logging, os 

4. import random 

5. import tensorflow as tf 

6. import cv2 

7. from tensorflow import keras 

8. from sklearn.metrics import classification_report 

9. from keras.layers.core import Dense 

10. from keras.layers import InputLayer, Flatten, Dropout 

11. from tensorflow.keras import layers, Input 

12. from tensorflow.keras.models import Sequential, Model 

13. from tensorflow.keras.utils import to_categorical 

14. from matplotlib import pyplot as plt 

15. import matplotlib.image as mpimg 

16. from keras.layers import Conv2D, MaxPool2D 

17. from keras.layers import BatchNormalization 

18. from sklearn.model_selection import train_test_split 

19. from tensorflow.keras.preprocessing.image import ImageDataGenerator 

20.  
21. IMG_HEIGHT=200 

22. IMG_WIDTH=200 

23. EPOCHS = 5 

24. def image_dataset(img_folder): 

25.     
26.  img_data_array=[] # Array to store Images 

27.  class_name=[] # Array to Store Corresponding class Names 

28.  #Iterate through directories in img_folder 

29.  for dir1 in os.listdir(img_folder): 

30.  # iterate through files in each directory 

31.  for file in os.listdir(os.path.join(img_folder, dir1)): 

32.         
33.  image_path= os.path.join(img_folder, dir1,  file) # concatenating path of 

directory+Folder and File 

34.  image= cv2.imread( image_path, cv2.COLOR_BGR2RGB) # Aquiring Image 

35.  # Image Preprocessing 

36.  image=cv2.resize(image, (IMG_HEIGHT, IMG_WIDTH),interpolation = 

cv2.INTER_AREA) # Resizing Image 

37.  image=np.array(image) # Converting Image to Array 
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38.  image = image.astype('float32') # Typecasting integer value to Float 

39.  image /= 255  # Normalizing Array values between 0 to 1 from 0 to 255 

40.  # Image Storing 

41.  img_data_array.append(image)  

42.  class_name.append(dir1) 

43.  print(file) 

44.  return img_data_array, class_name 

45.  
46. ## Image Aquisition of 3 random Normal and Faulty Images 

47. ## plt.figure(figsize=(10,10)) 

48. ## faulty_folder=r'.\NN\faulty' 

49. ## normal_folder=r'.\NN\normal' 

50. ## for i in range(3): 

51. ## file = random.choice(os.listdir(faulty_folder)) 

52. ## faulty_image_path= os.path.join(faulty_folder, file) 

53. ## img1=mpimg.imread(faulty_image_path) 

54. ## ax=plt.subplot(1,6,i+1) 

55. ## ax.title.set_text(file) 

56. ## plt.imshow(img1) 

57. ##     

58. ## file=file.replace("b.","a.") 

59. ## normal_image_path= os.path.join(normal_folder, file) 

60. ## img2=mpimg.imread(normal_image_path) 

61. ## ax=plt.subplot(1,6,i+4) 

62. ## ax.title.set_text(file) 

63. ## plt.imshow(img2) 

64. ## plt.show() 

65.  
66.  
67. # Assigning Images with Class name and converting them to normalized form 

68.  
69. # creating datset with images and class labels 

70. img_data, class_name =image_dataset(r'.\NN') # D:\NN is the abse folder 

71.  
72. # Assigning Unique class name to each folder 

73. target_dict={k: v for v, k in enumerate(np.unique(class_name))} 

74. #Converting Class Name to Numeric Value 

75. target_val=  [target_dict[class_name[i]] for i in range(len(class_name))] 

76.  
77. trainX, testX, trainY, testY = train_test_split(np.array(img_data, np.float32), 

np.array(list(map(int,target_val)), np.float32), test_size=0.2, shuffle=True, 

random_state=42) 

78. trainY = to_categorical(trainY, 2) 

79. testY = to_categorical(testY, 2) 

80. ##print("--Images Data--\n\n",img_data) 

81. ##print("--Images Corresponding Classes in Text Form--\n\n",class_name) 
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82. ##print("--Classes--\n\n",target_dict) 

83. ##print("--Images Correponding Classes in Labelled Form--\n\n",target_val) 

84. ##print("Test Results\n\n") 

85. ##model=tf.keras.Sequential( 

86. ##        [ 

87. ## tf.keras.layers.InputLayer(input_shape=(IMG_HEIGHT,IMG_WIDTH, 3)), 

88. ## tf.keras.layers.Conv2D(filters=32, kernel_size=3, strides=(2, 2), activation='relu'), 

89. ## tf.keras.layers.Conv2D(filters=64, kernel_size=3, strides=(2, 2), activation='relu'), 

90. ## tf.keras.layers.Flatten(), 

91. ## tf.keras.layers.Dense(6) 

92. ##        ]) 

93. ## model.compile(optimizer='rmsprop', loss='sparse_categorical_crossentropy', 

metrics=['accuracy']) 

94. ## history = model.fit(x=np.array(img_data, np.float32), 

y=np.array(list(map(int,target_val)), np.float32), epochs=5) 

95. ## history = model.fit(x=tf.cast(np.array(img_data), tf.float64), 

y=tf.cast(list(map(int,target_val)),tf.int32), epochs=5) 

96.  
97. model = Sequential() 

98. model.add(InputLayer(input_shape=(IMG_HEIGHT,IMG_WIDTH, 3))) 

99.  
100.# 1st conv block 

101.model.add(Conv2D(25, (5, 5), activation='relu', strides=(1, 1), padding='same')) 

102.model.add(MaxPool2D(pool_size=(2, 2), padding='same')) 

103.# 2nd conv block 

104.model.add(Conv2D(50, (5, 5), activation='relu', strides=(2, 2), padding='same')) 

105.model.add(MaxPool2D(pool_size=(2, 2), padding='same')) 

106.model.add(BatchNormalization()) 

107.# 3rd conv block 

108.model.add(Conv2D(70, (3, 3), activation='relu', strides=(2, 2), padding='same')) 

109.model.add(MaxPool2D(pool_size=(2, 2), padding='valid')) 

110.model.add(BatchNormalization()) 

111.# CNN block 

112.model.add(Flatten()) 

113.model.add(Dense(units=100, activation='relu')) 

114.model.add(Dense(units=10, activation='relu')) 

115.model.add(Dropout(0.25)) 

116.# output layer 

117.model.add(Dense(units=2, activation='softmax')) 

118. 

119.# compile model 

120.model.compile(loss='binary_crossentropy', optimizer="adam", metrics=['accuracy']) 

121.# fit on data for 5 epochs 

122.dataAugmentation=ImageDataGenerator() 

123. 
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124. H=model.fit_generator(dataAugmentation.flow(trainX, trainY, batch_size = 

32),validation_data = (testX, testY), steps_per_epoch = len(trainX) // 32,epochs = 5) 

125. 

126. # evaluate the network 

127. print("[INFO] evaluating network...") 

128. predictions = model.predict(x=testX.astype("float32"), batch_size=8) 

129. print(classification_report(testY.argmax(axis=1), 

130. predictions.argmax(axis=1), target_names=target_dict)) 

131. # plot the training loss and accuracy 

132. N = np.arange(0, EPOCHS) 

133. plt.style.use("ggplot") 

134. plt.figure() 

135. plt.plot(N, H.history["loss"], label="train_loss") 

136. plt.plot(N, H.history["val_loss"], label="val_loss") 

137. plt.plot(N, H.history["accuracy"], label="train_acc") 

138. plt.plot(N, H.history["val_accuracy"], label="val_acc") 

139. plt.title("Training Loss and Accuracy on Dataset") 

140. plt.xlabel("Epoch #") 

141. plt.ylabel("Loss/Accuracy") 

142. plt.legend(loc="lower left") 

143. plt.show() 
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Appendix B 

Preprocessing code 

1. import pandas as pd 

2. import numpy as np 

3. from numpy import save,load 

4. import logging, os 

5. import random 

6. import tensorflow as tf 

7. import cv2 

8. from tensorflow import keras 

9. from sklearn.metrics import classification_report 

10. from keras.layers.core import Dense 

11. from keras.layers import InputLayer, Flatten, Dropout 

12. from tensorflow.keras import layers, Input 

13. from tensorflow.keras.models import Sequential, Model 

14. from tensorflow.keras.utils import to_categorical 

15. from  matplotlib import pyplot as plt 

16. import matplotlib.image as mpimg 

17. from keras.layers import Conv2D, MaxPool2D 

18. from keras.layers import BatchNormalization 

19. from sklearn.model_selection import train_test_split 

20. from tensorflow.keras.preprocessing.image import ImageDataGenerator 

21.  
22. IMG_HEIGHT=200 

23. IMG_WIDTH=200 

24. EPOCHS = 5 

25. def image_dataset(img_folder): 

26.     
27. img_data_array=[] # Array to store Images 

28. class_name=[] # Array to Store Corresponding class Names 

29. # Iterate through directories in img_folder 

30. for dir1 in os.listdir(img_folder): 

31. #iterate through files in each directory 

32. for file in os.listdir(os.path.join(img_folder, dir1)): 

33.         
34. image_path= os.path.join(img_folder, dir1,  file) # concatenating path of 

directory+Folder and File 

35. image= cv2.imread( image_path, cv2.COLOR_BGR2RGB) # Aquiring Image 

36.  # Image Preprocessing 

37.  image=cv2.resize(image, (IMG_HEIGHT, IMG_WIDTH), interpolation = 

cv2.INTER_AREA) # Resizing Image 

38.  image=np.array(image) # Converting Image to Array 

39.  image = image.astype('float32') # Typecasting integer value to Float 
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40.  image /= 255  # Normalizing Array values between 0 to 1 from 0 to 255 

41.  # Image Storing 

42.  img_data_array.append(image)  

43.  class_name.append(dir1) 

44.  Print (file) 

45.  return img_data_array, class_name 

46.  
47.  
48.  
49. #creating datset with images and class labels 

50. img_data, class_name =image_dataset(r'.\NN') # D:\NN is the abse folder 

51.  
52. # Assigning Unique class name to each folder 

53. target_dict={k: v for v, k in enumerate(np.unique(class_name))} 

54. #Converting Class Name to Numeric Value 

55. target_val=  [target_dict[class_name[i]] for i in range(len(class_name))] 

56.  
57. trainX, testX, trainY, testY = train_test_split(np.array(img_data, np.float32), 

np.array(list(map(int,target_val)), np.float32), test_size=0.2, shuffle=True, 

random_state=42) 

58.  
59. save('trainX.npy', trainX) 

60. save('trainY.npy', trainY) 

61. save('testX.npy', testX) 

62. save('testY.npy', testY) 
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Appendix C 

Model Training code 

1. import pandas as pd 

2. import numpy as np 

3. from numpy import load 

4. import logging, os 

5. import random 

6. import tensorflow as tf 

7. import cv2 

8. from tensorflow import keras 

9. from sklearn.metrics import classification_report 

10. from keras.layers.core import Dense 

11. from keras.layers import InputLayer, Flatten, Dropout 

12. from tensorflow.keras import layers, Input 

13. from tensorflow.keras.models import Sequential, Model 

14. from tensorflow.keras.utils import to_categorical 

15. from  matplotlib import pyplot as plt 

16. import matplotlib.image as mpimg 

17. from keras.layers import Conv2D, MaxPool2D 

18. from keras.layers import BatchNormalization 

19. from sklearn.model_selection import train_test_split 

20. from tensorflow.keras.preprocessing.image import ImageDataGenerator 

21.  
22. from keras.models import model_from_json 

23.  
24. IMG_HEIGHT=200 

25. IMG_WIDTH=200 

26. EPOCHS = 5 

27.  
28.  
29. trainX=load('trainX.npy') 

30. trainY=load('trainY.npy') 

31. testX=load('testX.npy') 

32. testY=load('testY.npy') 

33.  
34. trainY = to_categorical(trainY, 2) 

35. testY = to_categorical(testY, 2) 

36.  
37.  
38. model = Sequential() 

39. model.add(InputLayer(input_shape=(IMG_HEIGHT,IMG_WIDTH, 3))) 

40.  
41. # 1st conv block 
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42. model.add(Conv2D(25, (5, 5), activation='relu', strides=(1, 1), padding='same')) 

43. model.add(MaxPool2D(pool_size=(2, 2), padding='same')) 

44. # 2nd conv block 

45. model.add(Conv2D(50, (5, 5), activation='relu', strides=(2, 2), padding='same')) 

46. model.add(MaxPool2D(pool_size=(2, 2), padding='same')) 

47. model.add(BatchNormalization()) 

48. # 3rd conv block 

49. model.add(Conv2D(70, (3, 3), activation='relu', strides=(2, 2), padding='same')) 

50. model.add(MaxPool2D(pool_size=(2, 2), padding='valid')) 

51. model.add(BatchNormalization()) 

52. # CNN block 

53. model.add(Flatten()) 

54. model.add(Dense(units=100, activation='relu')) 

55. model.add(Dense(units=10, activation='relu')) 

56. model.add(Dropout(0.25)) 

57. # output layer 

58. model.add(Dense(units=2, activation='softmax')) 

59.  
60. # compile model 

61. model.compile(loss='binary_crossentropy', optimizer="adam", metrics=['accuracy']) 

62. # fit on data for 5 epochs 

63. dataAugmentation=ImageDataGenerator() 

64.  
65. H=model.fit(dataAugmentation.flow(trainX, trainY, batch_size = 32),validation_data 

= (testX, testY), steps_per_epoch = len(trainX) // 32,epochs = 5) 

66.  
67. # plot the training loss and accuracy 

68. N = np.arange(0, EPOCHS) 

69. plt.style.use("ggplot") 

70. plt.figure() 

71. plt.plot(N, H.history["loss"], label="train_loss") 

72. plt.plot(N, H.history["val_loss"], label="val_loss") 

73. plt.plot(N, H.history["accuracy"], label="train_acc") 

74. plt.plot(N, H.history["val_accuracy"], label="val_acc") 

75. plt.title("Training Loss and Accuracy on Dataset") 

76. plt.xlabel("Epoch #") 

77. plt.ylabel("Loss/Accuracy") 

78. plt.legend(loc="lower left") 

79. plt.show() 

80. model_json = model.to_json() 

81. with open("model.json", "w") as json_file: 

82.     json_file.write(model_json) 

83. # serialize weights to HDF5 

84. model.save_weights("model.h5") 
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Appendix D 

Interface code 

1. # img_viewer.py 

2. from tkinter import *   

3. from PIL import ImageTk,Image   

4. import PySimpleGUI as sg 

5. import os.path 

6. import pandas as pd 

7. import numpy as np 

8. import logging, os 

9. import tensorflow as tf 

10. import cv2 

11. from tensorflow import keras 

12.  
13.  
14. from keras.models import model_from_json 

15.  
16.  
17. # First the window layout in 2 columns 

18. json_file = open('model.json', 'r') 

19. loaded_model_json = json_file.read() 

20. json_file.close() 

21. model = model_from_json(loaded_model_json) 

22. # load weights into new model 

23. model.load_weights("model.h5") 

24. IMG_HEIGHT=200 

25. IMG_WIDTH=200 

26.  
27. file_list_column = [ 

28.     [ 
29.         sg.Text("Image Folder"), 

30.         sg.In(size=(25, 1), enable_events=True, key="-FOLDER-"), 

31.         sg.FolderBrowse(), 

32.     ], 
33.     [ 
34.         sg.Listbox( 

35.             values=[], enable_events=True, size=(40, 20), key="-FILE LIST-" 

36.         ) 
37.     ], 
38. ] 
39. # For now will only show the name of the file that was chosen 

40. image_viewer_column = [ 

41.     [sg.Text("Choose an image from list on left:")], 
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42.     [sg.Text(size=(40, 1), key="-TOUT-")], 

43.     [sg.Text(size=(40, 1), key="-IMAGE-", text_color="LightGreen"),], 

44. ] 
45. # ----- Full layout ----- 

46. layout = [ 

47.     [ 
48.  sg.Column(file_list_column), 

49.  sg.VSeperator(), 

50.  sg.Column(image_viewer_column), 

51.     ] 
52. ] 
53.  
54. window = sg.Window("Aircraft Parts Classifier", layout) 

55. while True: 

56.  event, values = window.read() 

57.  if event == "Exit" or event == sg.WIN_CLOSED: 

58.  break 

59.  # Folder name was filled in, make a list of files in the folder 

60.  if event == "-FOLDER-": 

61.  folder = values["-FOLDER-"] 

62.  try: 

63.  # Get list of files in folder 

64.  file_list = os.listdir(folder) 

65.  except: 

66.  file_list = [] 

67.  
68.  fnames = [ 

69.  f 
70.   for f in file_list 

71.  if os.path.isfile(os.path.join(folder, f)) 

72.  and f.lower().endswith((".png", ".gif",".jpg")) 

73.         ] 
74.  window["-FILE LIST-"].update(fnames) 

75.  elif event == "-FILE LIST-":  # A file was chosen from the listbox 

76.  try: 

77.  filename = os.path.join( 

78.  values["-FOLDER-"], values["-FILE LIST-"][0] 

79.             ) 
80.  window["-TOUT-"].update(filename) 

81.  img_data_array=[] 

82.  image= cv2.imread( filename, cv2.COLOR_BGR2RGB) # Aquiring Image 

83.  # Image Preprocessing 

84.  image=cv2.resize(image, (IMG_HEIGHT, IMG_WIDTH),interpolation = 

cv2.INTER_AREA) # Resizing Image 

85.  image=np.array(image) # Converting Image to Array 

86.  image = image.astype('float32') # Typecasting integer value to Float 
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87.   image /= 255  # Normalizing Array values between 0 to 1 from 0 to 255 

88.   # Image Storing 

89.  img_data_array.append(image) 

90.  img=np.array(img_data_array, np.float32) 

91.  predictions = model.predict(x=img.astype("float32")) 

92.  #print(predictions.argmax(axis=1)) 

93.  if(predictions.argmax(axis=1)==0): 

94.  window["-IMAGE-"].update(value="Faulty", text_color="Red") 

95.  Elif (predictions.argmax(axis=1)==1): 

96.  window["-IMAGE-"].update(value="Normal", text_color="LightGreen") 

97.              
98.  except: 

99.  pass 

100.window.close() 



This work aims to provide a machine learning based approach for the fault detection 

in aircraft body part. The main objective of this thesis is to evaluate the performance 

of CNN model for the classification of outer body parts of aircraft using image 

processing. Also, this thesis provides a self-collected dataset of aircraft outer 

images that can be pivot point for the researchers in future. 
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