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ABSTRACT

A Longitudinal Study of Factors that Affect User Interactions with

Social Media and Email Spam

by Wojciech Mazurek

Given the rapid growth of social media and the increasing prevalence of spam, it is crucial to
understand users’ interactions with unsolicited content to develop effective countermeasures against
spam. This thesis focuses on exploring the factors that influence users’ decisions to interact with
spam on social media and email. It builds upon prior work, which serves as a foundation for
further research and conducting a longitudinal analysis. Our results are based on the analysis of 221
responses collected through an online survey. The survey not only gathered demographic information
such as age, gender, and race but also collected data on education, spam training, interaction with
spam, and experiences of being a victim of spam. With about 87% of respondents stating they
sometimes, often, or always encounter spam on social media, only 23% interact with it sometimes,
often, or always before knowing it was spam, and 10% sometimes, often, or always interact with
social media spam after knowing it was spam. Of the 75% of the respondents who stated that they
sometimes, often, or always encounter email spam, approximately 13% of the respondents stated
that they sometimes, often, or always interact with email spam before knowing it is spam, and 6%s
stated that they sometimes, often, or always interact with email spam after knowing it is spam.
Although only 38% of the users stated that they may have been victims of social media spam and
21% stated that they may have been victims of email spam. Among the factors analyzed, only age
had an effect on reporting email spam, but not social media spam. A STEM education was found
to reduce the likelihood of being a victim of both social media and email spam, as well as reduce
the likelihood of interacting with both email and social media spam, but only before users knew
they were interacting with spam. Interestingly, formal spam training did not show any statistical
significance in determining how users interact with, report, or become victims of social media spam,
although there was an effect when observing the identification of email spam. To quantify the
effect of different factors on individuals falling victim to spam on social media and email, a logistic
regression analysis was performed. The research findings suggest that individuals with a higher
attained degree and a STEM background are the least likely to be victims of spam.
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Chapter 1

Introduction

The Internet is constantly evolving, and over the past last decade, there have been significant changes

in the way people interact with each other through various new social media platforms. As these

platforms emerge, individuals must adapt to the unique communication spaces they create. However,

along with the benefits, new social media sites also open up opportunities for malicious actors to

exploit these spaces to gain users’ information. New social media sites such as Tik Tok provide

new avenues for attacks, and spam is the most common avenue for these online attacks [2]. In this

thesis, spam is defined as “the unwanted or unsolicited messages sent or received electronically by

means of e-mail, instant messenger, blogs, newsgroups, social networks, web search, mobile phones,

etc. for the purpose of advertising, phishing, spreading malware, etc.”[3]. The severity of the spam

issue is evidenced by Google, which blocked over 15 billion spam emails daily during the holiday

season, despite having a user base of less than two billion people [4]. On average, each user can

expect around seven spam messages a day to be blocked by Google. This prevalence of spam is not

without its consequences, potentially costing the global community anywhere from 2 billion to over

20 billion dollars, along with significant productivity losses and impact on IT budgets [5, 6].

The focus of this thesis is to determine the factors affecting an individual’s ability to identify

spam in emails and on social media. This work builds on the survey conducted in 2017 at West

Virginia University by Thomas Kyanko [1]. A new survey was created and conducted, expanding

on the previous research questions. With this information, the goal is to understand how spam is

evolving and how people are currently reacting to spam. The majority of participants in this study

are likely to be new, while there may be some overlap between them. Therefore, this thesis employs

a longitudinal approach where predominantly new participants are recruited for each iteration of the
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research [7], as opposed to longitudinal design that follows same individuals over time. In addition to

descriptive analysis, logistic regression analysis was also performed, utilizing both regular regression

and the least absolute shrinkage and selection operator (LASSO) to simplify the model.

This thesis focuses on analysis and quantification of factors that influence users’ interactions with

both email and social media spam. Email spam, commonly known as junk mail, comprises unwanted

emails containing commercials, links, or other undesirable messages. Often sent in bulk quantities

with no specific recipient in mind (mass email), email spam has been a persistent issue [3]. On

the other hand, social media spam can appear like any other post from people the user follows on

that platform [3]. Unfortunately, such spam can then be exploited by attackers for various criminal

activities, including theft of money, goods, personally identifiable information (PII), and even the

infection of devices with malware [8, 9]. While spam has become more prevalent in everyday life,

it has become a more significant issue on social media compared to email. Email has a longer

history, with the first commercial emails being sent in 1978, and detection mechanisms for spam

and junk mail developed between the late 1980s and early 1990s [10]. As a result, companies have a

better understanding of how to protect their users from spam sent over email. Additionally, email

tends to remain more consistent over time compared to social media platforms. Due to its ubiquity

and longer presence in the digital landscape, there is a wealth of empirical research defining and

addressing email spam. Numerous studies have utilized machine learning algorithms to block spam

messages in emails, making spam detection one of the most studied and practical applications for

various machine learning techniques, including neural networks and other AI algorithms [11, 3, 8].

Social media spam has not been studied as extensively because it is much newer than email spam.

Social media posts also vary wildly from one platform to another. On Instagram, a post may consist

of an image, while on Facebook, it could be an entire story. Despite their differences, both images

and stories can serve as vehicles for spam. The spam often exploit user interactions to monetize their

activities, posing a risk to anyone who engages with their content. For instance, once a user interacts

with a spam post, the account may send friend requests or follow requests to those who engaged

with it. This initial social media spam may then escalate into instant messaging spam, where the

spammer attempts to solicit money from unsuspecting users [12]. This is just one of the many

ways spam can impact individuals in the digital world. While there have been ways of detecting

spam on social media [8, 13, 11, 14, 15], there is one commonality between all of these studies; the

significance of educating individuals about recognizing spam. Researchers have consistently found

that the most effective way to reduce the risk of falling victim to spam is by raising awareness and

providing education on how to identify and handle spam content.
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This thesis aims to answer the following research questions:

• Research Question 1: Is the likelihood to interact with and report spam, before or after

knowing it is spam, affected by (1) age, (2) attained degree (STEM or non STEM), (3) formal

spam training?

• Research Question 2: The likelihood of becoming a victim of spam is affected by (1) age,

(2) attained degree (STEM or non STEM), (3) formal spam training?

This thesis makes several significant contributions to the understanding of social media and email

spam. First, it builds upon previous surveys by not only examining the ability to identify spam,

interactions with spam, and reporting practices, but also delving into users’ experiences as victims

of spam. This approach provides a more comprehensive understanding of spam. Second, this thesis

quantifies and analyzes the factors that influence users’ ability to identify spam, their likelihood to

interact with it, report it, and ultimately become victims of spam. In addition to descriptive and

inferential statistics, regression analysis is employed to further explore these relationships. Third,

the thesis uncovers both the commonalities and distinctions in users’ behavior with regard to social

media and email spam, shedding light on the unique dynamics of each platform. Last, a longitudinal

study is conducted, enabling the identification of trend changes in social media and email spam over

time, thereby adding a temporal dimension to the analysis. By incorporating these contributions,

this thesis enhances our understanding of the complex landscape of social media and email spam.

By identifying dynamics between various factors and users’ behavior with spam, this thesis

provides vital benefits to understanding the effectiveness of education in combating spam, as well

as ways to improve educational approaches. The investigation of different factors yields valuable

insights into how these factors influence users’ likelihood to interact with and report spam. Such

understanding can inform the development of targeted training initiatives and the creation of new

courses that are not only more engaging but also more effective in assisting users in understanding

and detecting spam. Additionally, the identification of key factors impacting users’ response to

spam contributes to the development of new models and filters for email and social media spam.

These insights enhance the development of proactive measures to combat evolving spam dynamics,

particularly in the context of emerging social media platforms. Understanding the types of spam

that individuals are most susceptible to informs strategies aimed at mitigating the impact of spam

attacks and preventing users from falling victim to malicious content.
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Chapter 2

Related Work

In the past decade, spam has become increasingly widespread on both email and social media

platforms. This is attributed, in part, to the continuously evolving nature of online social networks.

While the growth of social media platforms has been rapid, research in the field concerning spam

in these environments has been lacking. The surge of social spam brings significant issues, such

as polarizing sentiments, impeding users’ online interaction time, degrading available information

quality, network bandwidth, computing power, and speed [16]. Email spam, one of the earliest forms

of spam on the Internet [17], has received significant research attention [18, 19, 20, 21, 22, 23, 24].

However, social spam detection and research are still in their nascent stage. This thesis aims to

explore the world of online spam and how users interact with it. The research presented in this thesis

builds on Thomas Kyanko’s observational study [1], which focused on spam attributes sent via email

and social media. The data was collected through a survey that gauged the respondents’ ability to

identify both email and social media spam. Kyanko explored whether there was any correlation

between the respondents’ education, including their majors as well as any training received about

spam, and their ability to identify, interact with, and report spam .

Spam first appeared on the Internet in the 1990s, primarily in the form of emails through email

systems, and has since experienced rapid growth [25]. In the past, surveys were conducted to deter-

mine how frequently people would follow spam links sent by impersonators posing as authoritative

figures. Even after receiving a four-hour training course on computer security, 80% of individuals

still clicked on links from deceptive emails [26]. Another study involving higher education students in

Malaysia concluded that “cybersecurity behavior among respondents was generally unsatisfactory”

[27]. In another study, it was determined that the educational material provided was too challenging
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to comprehend, resulting in no noticeable change in users’ behavior concerning clicking on phishing

links [28]. Evidently, there is a shortage of effective education, or the existing educational efforts

are inadequate, and alternative measures should be implemented to teach users how to detect and

prevent falling victim to spam. Despite concerted efforts to train users on identifying and responding

appropriately to spam and phishing attempts, these attacks persistently reach and deceive suscep-

tible users [29]. Heartfield et al. [30] suggested that understanding user characteristics that predict

phishing susceptibility could significantly improve spam mitigation techniques. As no single factor

or predictor exhibits a strong correlation with susceptibility to spam, this thesis seeks to investigate

a combination of several factors to predict susceptibility.

Unlike social media spam, which has gained prominence with the increasing popularity of these

platforms, spam spread via email has been used for far longer and studied more extensively [1].

As social media platforms continue to grow, more avenues become available for spammers to ex-

ploit. One potential solution to mitigate such risks is to keep users’ social media accounts in private

mode [31]. This measure prevents unknown and random accounts from sending messages to other

accounts. Additionally, implementing general security features such as login notifications, strong

passwords, and two-factor authentication can enhance user account security. Combining these secu-

rity measures with common smart practices like never sharing passwords and avoiding clicking on

unknown links can effectively deflect cyber attacks and spam [31, 32]. Spam can be employed by

attackers to deliver more than just random messages. Targeted spam enables scammers to attack

users through tactics such as “impersonation of celebrities and friends, phishing, defamation, cyber

bullying,” and many more attacks [33]. These spammers capitalize on users’ trust, particularly that

of older users, as they tend to be more trusting than young adults, especially online [34]. This

means that about one in every 18 cognitively intact, community-dwelling older adults fall victim to

some sort of financial fraud, with a significant portion of these victims being targeted through online

platforms [35]. While it is possible that young, middle-aged, and older adults respond differently to

different types of spam or scam attacks, there is a lack of reliable data on actual rates of victim-

hood [36]. A growing body of evidence indicates that middle-aged adults have the highest rate of

victimization compared to other age groups [37]. Performance on a cognitive-reflection task served

as a simple predictor of susceptibility to scams [38]. However, DeLiema [39] found no relationship

between fraud victimization and cognitive ability in their data. The body of evidence shows that no

definitive factors predict user susceptibility to spam, and engagement with spam attacks depends

on individual users. Present-day spam research primarily focuses on spam detection rather than

the level of training of individuals. While some researchers aim to detect spam bot profiles [8] by
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utilizing linguistic context or leveraging datasets from different languages to gain insights and a

better understanding of spam profiles, others explore the machine learning approach. Some machine

learning algorithms are using neural networks. Machine learning algorithms, including conventional

and short-term memory neural networks are becoming increasingly sophisticated in combating spam

[13].

In a study conducted by Robila and Ragucci [40], the researchers focused on spam and phishing

education as they taught students about illegitimate email characteristics. Their research indicated

that educating undergraduate students to recognize illegitimate emails improves their ability to

correctly identify spam and phishing attempts in real-world situations [41]. Apart from offline

training, a common approach to enhance vigilance and provide continuous learning reinforcement is

the use of online services for embedded training, which sends simulated phishing emails to recipients

and provides real-time error feedback if they respond inappropriately to these lures [41]. For instance,

Kumaraguru [42] found that embedded training led to significantly higher accuracy in identifying

phishing emails compared to non-embedded training, and this improvement persisted over time.

Surveys conducted by Grimes et al. [43] revealed that users exhibit minimal willingness or ability

to address the problem of spam. While some users promptly move illegitimate emails to their

junk folder, many neglect even this simple action. This hesitation could be attributed to their

reluctance to engage with the email, possibly due to uncertainty surrounding predictive spam and

phishing features. Approaches to mitigating phishing and spam have primarily focused on two

control measures: technological controls and user education [44].

Cyber-attacks have been increasing in complexity each day [16]. Ollmann [45] observed that mass

phishing attacks mainly rely on the strategy of spam, depending on server-side filtering technologies

to prevent their delivery to users. However, the information security literature has long emphasized

that solely relying on technology is insufficient to effectively counter present-day phishing and spam

threats. This is because these attacks primarily target human vulnerabilities rather than technical

vulnerabilities. Numerous information security scholars often assert that humans are the weakest

link [46]. In response to this, efforts have been made to enhance users’ awareness of phishing

through the implementation of improved security awareness, training, and educational programs

[47]. However, despite these education efforts on phishing and spam, users who perceive themselves

to be competent in using computers are just as likely to fall victim to phishing attacks as those who

are not [48]. Studies have demonstrated that users’ attitudes towards risk do not necessarily align

with their vulnerability to phishing and spam attacks [49]. Yan [46] argues that the characterization

of humans as the weakest link is too general and proposes the use of a quantitative assessment
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to identify specific users who may exhibit higher susceptibility to phishing and spam attacks, as

demonstrated in this present study.

The abundance of user information and easy accessibility of such data become attractive targets

for malicious groups [50]. Information spreads rapidly within social media networks, making these

platforms susceptible to various malicious attacks from spammers [51].

Social media comes with both benefits and risks. Research suggests that to foster healthy ado-

lescence, children should be taught how to use social media and manage online relationships, as

the benefits outweigh any potential harm [52]. Additionally, social media can be used to mitigate

loneliness during times of crisis or old age, bringing happiness to many individuals [53]. However,

alongside the benefits, there are also risks associated with social media use. Social media spam,

for instance, can expose users to “insidious attacks that try to install malware or steal passwords”

[54]. These attacks have become more sophisticated and can personalize spam based on data like

birthdays, lists of friends, wall posts, and user news feeds—a technique known as context-aware

spam [54]. In light of this heightened sophistication in attacks, it becomes crucial to proactively

educate individuals on identifying such spam or implementing effective detection mechanisms to

prevent users from encountering spam altogether.

Emphasizing online safety practices, identifying spam, and understanding the risks associated

with oversharing personal information can significantly enhance users’ resilience to social media

spam, email spam and cyberattacks. By combining user education and advanced technological

measures, social media platforms can foster a safer digital environment that empowers users to

harness the benefits of social connectivity while minimizing potential risks.
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Chapter 3

Survey, Methodology and

Approach

3.1 Survey facts

The survey was designed to expand upon a previous study conducted by Thomas Kyanko [1]. The

research goals remained similar, but the new survey incorporated modern changes that occurred

over a span of six years, including the impact of the COVID-19 pandemic. Additionally, the survey

introduced new factors for exploration, such as demographics and users’ level of interaction with

different social media platforms, as well as their experiences with spam and scams.

The survey consisted of 23 questions, primarily utilizing multiple-choice and matrix table for-

mats. Some questions allowed respondents to provide additional information, if necessary. The

questionnaire can be found in Appendix B. The survey was divided into the following sections:

• Demographics: This section aimed to collect data on respondents’ age and education, as these

factors were integral to the study. Age and education were analyzed to determine if they

influenced respondents’ ability to identify, interact with, and report spam.

• Social Media: This section focused on respondents’ usage of various social media platforms,

including frequency and access methods. The survey included 13 different social media sites

for respondents to indicate their usage. (Notably, Google+ was excluded from the survey as it

was discontinued on April 2, 2019 [55].) This section also explored how respondents interacted

with spam, both before and after recognizing it as spam, and whether they reported such
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instances. Respondents were also asked if they had ever been victimized by spam and what

type of spam was involved.

• Email: The Email section was almost identical to the previous social media section, but with

a focus on email rather then social media. The same types of questions were asked, with how

often the respondent’s email was checked by them, and what access method they used. The

same questions about if a user had ever fallen victim to spam, and what type of spam was the

reason for that breach were also asked.

• Spam Training: In this section, respondents were asked about their sources of spam training.

Additional questions addressed the perceived usefulness of their training and their confidence

in identifying spam.

3.2 Survey Information

The survey aimed to reach as many people as possible and, therefore, did not have a specific target

audience. Initially, a small pilot study of about 5 respondents was used to make sure no questions

needed additional clarification. The questionnaire was modified with the feedback and then began

distribution. Some instructors and graduate teaching assistants at West Virginia University (WVU)

assisting with the survey distribution would provide their classes with the questionnaire, as well

as reaching out to colleagues to inquire if other classes would participate. Flyers were posted on

the WVU campus and in locations around Morgantown. The survey was promoted through email

newsletters at WVU, and friends and family were also encouraged to take and share the survey. In

addition, snowballing was utilized, wherein individuals who completed the survey were encouraged

to share it with others.

All responses were anonymous, and participation in the survey was voluntary. Each question,

except for age, was optional. Respondents had to be 18 years or older to participate.

Within the survey, the definition of “social media spam” was provided as “any kind of unwanted,

unsolicited digital communication on social media sites” and the definition to “email spam” was

given as “any kind of unwanted, unsolicited digital communication over email.” A definition to

“interacting with spam” was also given, “clicking a link, watching a video, or some other action.

However, simply reading spam is NOT considered interacting.”

The survey received responses from 260 individuals. The cleaning process involved removing

unfinished surveys, considering only 100% complete surveys, and excluding respondents who stated
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they did not use social media. Furthermore, any responses that appeared to contain joke answers

(e.g., profanity or mentioning ”Club Penguin” as a social media platform) or surveys completed

suspiciously quickly (under 60 seconds) were removed. After data cleaning, 221 responses were

considered usable, as some surveys were incomplete or did not meet the criteria. This is comparable

to the 271 usable responses in the previous study [1].
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Chapter 4

Analysis of the Demographics and

Usage of Social Media and Email

In this section, we will analyze the results of the survey. An overview of the respondents’ demograph-

ics and how it compares to the results of the study previously done [1] will be the focus. Following

this, a comparison of what different social medias are used, compared to the previous survey. Email

will also be observed to see if there has been any change in the use as well.

4.1 Analysis of demographics

Age is an important factor, both in this thesis, and previously [1]. Many sources reported that older

users tend to be more likely to fall for online scams [56], while, other research showed that age may

not be as significant of a factor as initially thought[57].

(a) This thesis (b) Previous work [1]

Figure 4.1: Histogram of age distributions from the this thesis 4.1a to the previous survey [1] survey
4.1b
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(a) This thesis (b) Previous study [1]

Figure 4.2: Comparison of age distributions from the current survey 4.2a to the previous study 4.2b
using bins of years size

Comparing Figure 4.2a with Figure 4.2b, it can be observed that the number of younger re-

spondents is relatively similar. Surprisingly, the current survey had a higher number of respondents

under 26, despite having a smaller overall sample size. In the previous study [1], approximately 17%

of respondents were aged 50 or older, whereas in the current survey, only around 10% fell into this

age bracket. In the current survey, approximately 64% of respondents were 25 or younger, whereas

in the previous study, this percentage was approximately 48%. One limitation of the current study

is the skewed age distribution of the respondents, as the survey primarily targeted university stu-

dents. Consequently, there was a lack of representation from older age groups, which limits the

understanding of user behaviors (see Figure 4.1).

While gender was not explicitly used for any statistical analysis until the regression analisis, it is

important to note that the distribution of respondents should reflect a general population as closely

as possible. In our survey, the distribution of male to female respondents was exactly even, with each

comprising 46.6% of the total. Since the previous study did not inquire about gender, we cannot

make a direct comparison. However, considering that the majority of responses came from computer

science and engineering areas, which are typically male-dominated[58], it was surprising to find such

an even gender distribution. Additionally, 15 individuals (6.8% of respondents) did not identify as

either male or female, and approximately 1.8% identified as transgender, indicating a survey sample

that is representative of the US population[59].

Although no statistical analysis was conducted regarding race, we explored the distribution of

respondents’ racial backgrounds to gain a better understanding of the sample and potential threats

to validity. Figure 4.4 illustrates that the distribution is heavily skewed towards White/Caucasian re-

spondents, with Asian respondents being a distant second, comprising only 10% of theWhite/Caucasian
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Figure 4.3: Gender Distribution (221 responses)

Figure 4.4: Distribution of respondents race (221 responses)

count. Races with fewer than five respondents were grouped under the ’Other’ category. This skewed

distribution poses a threat to validity, but it mainly highlights the lack of racial diversity within

WVU. Similarly to gender, the previous study did not collect information about respondents’ racial

identities, so a direct comparison cannot be made.

Figure 4.5: Distribution of respondents education (221 responses)

Education level was another important aspect analyzed in this study. We focused primarily

on respondents’ higher education and compared if there were any behavioral differences based on

education. Figure 4.5 presents the distribution, showing that most respondents were pursuing their

college education, with nearly 100 respondents indicating some college education but not a completed

degree. A significant number were graduate students pursuing a master’s or Ph.D., while others were

professors. Regarding employment status (Figure 4.6), 113 respondents were classified as students,

and only 35 (15%) were neither full-time employees nor students.
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Figure 4.6: Distribution of respondents employment status (219 responses)

STEM or Not Current Previous

STEM 123 128
Non-STEM 69 126
No Higher Edu. 27 17
Total 219 271

Table 4.1: Table of users STEM education

The majority of respondents were majors in engineering and computer science from the Benjamin

M. Statler College of Engineering and Mineral Resources at WVU. In the current survey, 55%

of respondents identified themselves as STEM majors, compared to 47% in the previous survey.

Although respondents were only asked about their higher education, we did not inquire about their

specific fields of work. While these individuals had a STEM education, it did not mean that they

worked in a STEM field, as according to the US Census Bureau, while 37% reported holding a

bachelor’s degree in science or engineering, only 14% actually worked in a STEM occupation [60].

4.2 Analysis of social media and email usage

Figure 4.7 shows the popularity of various social media platforms. There has been a shift from

Facebook’s monopoly on the market, which dominated the previous survey (see Figure 4.8). During

the previous survey, about 91% of respondents used Facebook. However, in the current survey,

Facebook has fallen to the third position with only 56% of respondents using it. Instagram, owned

by META, the same company that owns Facebook, has taken the lead with 70% of respondents using

it. Snapchat secured the second position with 60% of respondents, and Discord came in fourth with

48%. It appears that more people now use multiple social media platforms instead of focusing on just

one, as it was in the past. Additionally, other social media platforms like Discord, TikTok, Snapchat,
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Figure 4.7: Distribution of what social medias respondents use

Figure 4.8: Distribution of what social medias respondents used in the previous study [1]
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and Reddit have gained popularity in recent years, while some platforms like Google+ have been

discontinued, and others like Flickr have been largely ignored, with less than 1% of respondents

using them.

Figure 4.9: Frequency of social media and email usage

Figure 4.9 presents the frequency of usage for each social media platform, including email. Twit-

ter and email stand out as the largest outliers. While it was assumed that everyone had an email

account, respondents were free to not respond if they didn’t have one. Email is widely used in

today’s world, with 86% of the population checking it at least once a day. Twitter, on the other

hand, has the lowest usage among the six measured platforms, with only 49% of the population

using it daily. This decline in Twitter’s usage could be attributed to Elon Musk’s increased presence

on the platform, as the survey took place about four months after his takeover. Consequently, many

individuals may have reduced their Twitter usage.

In the previous study, access methods were a significant aspect of the analysis. However, ana-

lyzing access methods became more challenging due to the ubiquity of smartphones since the last

study. In the current study, smartphones and tablets were categorized separately. The usage of

desktop/laptop web browsers dropped from 82% to 57%, while dedicated apps increased from 11%

to 32%. This shift is primarily attributed to the increased use of Discord, as the majority of Discord

users (56%) utilize the desktop dedicated app, and 79% of desktop/laptop (dedicated app) users use

Discord. It’s important to note that smartphone and tablet users cannot be directly compared since

they were separate questions in the current survey but combined in the previous one.

Notably, people tend to check their email on computers more frequently than they use social

media on computers. Around 80% of respondents use desktop web browsers to check their email,
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(a) Current [490 total; 218 respondents] (b) Previous[530 total; 255 respondents]

Figure 4.10: Comparison of social media access methods from the current survey 4.10a to the
previous survey 4.10b

(a) Current [508 total; 218 Respondents] (b) Previous[610 total; 275 respondents]

Figure 4.11: Comparison of email access methods from the current study 4.11a to the previous study
4.10b

whereas only about 57% use web browsers to access social media. Previously, there was a slight

increase in desktop web app usage for social media (from approximately 81% to 85%). No other

access method showed significant differences.

The substantial increase in smartphone dedicated app usage made it impractical to conduct any

further analysis on access methods. With nearly 90% of respondents using dedicated apps, statistical

analysis would be inaccurate. Therefore, access methods were not included in this paper.

Figure 4.12: Distribution of where respondents received their training on spam [525 total; 219
respondents]
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Figure 4.13: Distribution of where respondents received their training on spam in the previous study
[382 total; 255 respondents]

In recent years, spam training has seen a significant increase compared to the previous survey.

Previously, 47% of respondents reported not having any training on social media spam, but in the

current survey, this number dropped to 11%. This suggests a substantial increase in training over

just five years, which could potentially help prevent new victims. On average, individuals now

receive spam training from 2.5 different sources, compared to 1.9 sources in the previous study.

Media platforms such as TV, YouTube, and social media continue to be the primary sources of

training on spam, with professional-level training from teachers, schools, or workplaces becoming

more common. It is worth noting that the previous study did not inquire about training from work

[1]. Approximately 47% of the training received is professional, and only 10% of individuals with

training did not receive at least one type of professional training. The complete diagram illustrating

Figure 4.14: Venn-diagram

where people received their spam training is displayed in the 6-way Venn diagram (see Figure 4.14).

(The Venn diagram was developed using a tool provided by Henry Heberle [61].)
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Chapter 5

Descriptive Analysis of Spam in

Social Media and Email

The analysis highlights the prevalence of spam in our lives and the importance of understanding

how individuals respond to it. It explores the frequency of encountering spam, users’ confidence

in detecting spam, and the timing of their interactions with spam. Further analysis examines the

effect of age, attained degree, and formal spam training on users’ interaction with spam. Emphasis

is placed on the need to understand these patterns to identify factors that influence users’ decision-

making processes when it comes to spam interaction.

To analyze the effects, we conducted a Chi-squared analysis, as well as used an adjusted contin-

gency coefficient, as described in Appendix A. In order to ensure consistency with previous findings

and to enhance the statistical significance of the results, some data aggregation was performed. This

data aggregation was done to satisfy the statistical rule of not having any expected values in the

Chi-squared analysis be less then 1, as well as not having more then 20% of the expected values

less then 5, as described by Cochran [62]. Specifically, for questions related to identifying spam,

the original five-point Likert scale was condensed into a three-point scale by combining responses

for “Sometimes”, “Rarely”, and “Never”. This aggregation was based on the notion that users

who selected these options exhibited unsatisfactory performance in identifying spam, and it was

also necessitated by the limited number of such responses. Additionally, in questions concerning

interactions with spam, responses for “Always,” “Often,” and “Sometimes” were combined due to

their classification as unsatisfactory interaction. This amalgamation was made to better align the

data with our research objectives, and it was also driven by the relatively low frequency of these
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responses. Conversely, questions pertaining to reporting spam were left unchanged, as the distribu-

tions of responses were considered satisfactory for analysis. These adjustments in data aggregation

aimed to create more robust and meaningful categories, facilitating a more insightful analysis of the

relationship between variables.

5.1 RQ1: Analysis of interaction with social media and email

spam

Spam is a persistent nuisance within our lives. A fundamental first step in understanding spam is to

examine how individuals react to it. The frequency with which individuals encounter spam, and an

individuals’ confidence in their ability to detect spam can dictate someones interactions with spam.

It is also important to know the timing of users interactions with spam, whether they engage before

or after realizing that it is spam. Understanding these patterns may help identify the factors that

influence users’ decision-making processes.

5.1.1 RQ1: Analysis of interaction with spam for the whole sample

According to a Figure 5.1, it has been observed that approximately 90% of respondents never or

rarely respond to spam when they are aware that it is spam. However, when it comes to social media

posts, respondents tend to be slightly more likely to interact with them if they are unsure whether

the post is spam or not. This is probably because they don’t perceive any harm in engaging with

the post, such as liking or commenting on it.

In the case of email, the numbers are similar to social media. Around 53% of respondents reported

encountering spam frequently or always when using email (Figure 5.3), while 56% stated the same

for social media spam (Figure 5.1). However, people are less inclined to interact with email spam

compared to social media spam. After realizing that an email is spam, 84% of respondents stated

that they would never interact with it, whereas only 69% of respondents said the same for social

media spam. This shows a significant difference of 21% between the interaction rates of email spam

and social media spam before knowing it is spam.
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Figure 5.1: Distribution of how respondents interact with social media before and after knowing it
is spam

Figure 5.2: Distribution of how respondents interact with social media in the previous study

Figure 5.3: Distribution of how respondents interact with email before and after knowing it is spam

Figure 5.4: Distribution of how respondents interact with email in the previous study.
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5.1.2 RQ1: Effect of age, gender, degree, training on interaction with

spam

Age

The impact of age on the ability to identify spam was examined. The respondents were divided into

three main age groups: 18-20, 21-40, and over 40. These ages were chosen to have the groups in

more even distributions, as well as work with current generation ages. These age groups were then

compared (Figure 5.5) to the confidence level of the users in identifying social media spam (Q27 1)

in the survey. A chi-squared analysis was performed, revealing that a user’s age had no statistically

significant impact on their ability to detect spam bot social media and email.

The same analysis was used to investigate whether there was any correlation between age and

interactions with social media spam, both before and after the user became aware that a post

was spam. Interacting with spam was defined as clicking a link, watching a video, or taking some

other action, but merely reading spam was not considered interaction. Using a contingency table

and Pearson’s Chi-squared test, as well as a contingency coefficient (Appendix A) there was no

correlations found between age and interacting with social media spam at any point of understanding

if it was spam or not.

Out of the respondents over the age of 40, only two individuals stated that they would always or

often interact with spam before knowing it was spam. However, there were 12 individuals who would

do the same among respondents under 40. After recognizing spam, the numbers decreased, with only

one respondent over 40 stating they always or often interacted with spam on social media, and seven

individuals under 40 stating the same. Overall, while individuals were cautious, they still expressed

a desire to interact with posts before they were classified as spam. Only 37% of respondents never

interacted with spam before identifying it, but this percentage increased to 69% after recognizing

spam.

Age did not demonstrate any statistical significance in relation to identifying or interacting with

email spam, both before and after the respondents were aware of its nature. Although most people

decreased their interaction with spam after realizing it was spam, certain groups actually increased

their interaction. This increase may stem from a potential misunderstanding of the question, with

respondents possibly considering reporting as a form of interaction. Alternatively, it could be indi-

viduals attempting to waste the time and resources of those who send out spam messages [63, 64]. A

few respondents mentioned watching YouTube videos where people waste scammers’ time, and those
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(a) Under 21 (b) 21-40

(c) Over 40

Figure 5.5: How often users in the given ages encounter and interact with spam on social media

(a) Under 21 (b) 21-40

(c) Over 40

Figure 5.6: How often users in the given ages report spam on social media and email

who always interacted with spam might be trying to emulate these videos to frustrate scammers.

As shown in Figure 5.6, the respondents reported social media spam at similar rates across all

age groups. The analysis conducted using the same methodology as before and found no statistically

significant interaction between the variables.

In contrast, age did play a role in the reporting of email spam, shown in Figure 5.6. The

analysis revealed the following statistics: X2 = 36.99132378, p − value = 1.15513E − 05, C∗ =

0.380134523, C∗
max = 0.816496581, C = 0.465567808. Although the correlation between age and

reporting email spam is not strong, it is still significant. Generally, younger age groups were more

inclined to report social media spam compared to email spam, whereas older age groups were more

likely to report email spam (see Figure 5.6). This difference could be attributed to the relative

ease of reporting email spam compared to social media spam, as well as the training provided on

reporting email spam but not social media spam. Additionally, various social media platforms have

different reporting mechanisms, while reporting email spam is typically standardized across different

email providers.
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(a) STEM (b) non-STEM

(c) No higher Edu.

Figure 5.7: How often users with given higher education interact spam on social media

Attained degree

The respondents were divided into three groups based on their level of education: those with higher

education in a STEM field, those with some higher education but not in a STEM field, and those

with no higher education (Table 4.1). To compare these groups, a contingency table was created, and

Pearson’s chi-squared analysis was performed. Similar to the age analysis, there was no correlation

found between being in a STEM field and the ability to identify spam, whether in social media or

email. However, there was a weak correlation observed between interacting with social media spam

both before and after knowing it was spam.

Before knowing that it was social media spam, the correlation was weak X2 = 9.705409217, p−

value = 0.045693431, C∗ = 0.206907381, C∗
max = 0.816496581, C = 0.253408754. After knowing

it was social media spam, having a STEM education was no longer correlated to interacting with

social media spam. In the case of email, having a STEM education was significant only if it was

before the individual knew that it was spam X2 = 13.60655075, p − value = 0.008662674, C∗ =

0.242381017, C∗
max = 0.816496581, C = 0.296854908. Notably, individuals with no higher education

stood out in both sets of data, shown in Figures 5.7, 5.8. When compared to individuals with higher

education, those without higher education had a much lower percentage of individuals with formal

spam education (67% for those with higher education vs. 43% for those without higher education).

Respondents with no higher education were also less likely than others to interact with spam both

before and after knowing it was spam (Figure 5.7). It is possible that they are more fearful of spam

due to their lack of formal education in the subject, or they may not be as proficient in identifying

spam as they think. However, the correlation is weak due to the small number of respondents with

no higher education (28 respondents), making it difficult to draw definitive conclusions.

Furthermore, having a STEM education had no impact on the likelihood of reporting social

24



(a) STEM (b) non-STEM

(c) No higher Edu.

Figure 5.8: How often users with given higher education report spam on social media and email

media spam(Figure 5.8). Regardless of whether respondents had a STEM education or no higher

education, their likelihood of reporting spam in social media or email remained unaffected .

Formal spam training

A formal spam training is defined here as having answered Q25 (Appendix B) with at least one

of the following options, “Teachers/Instructors”, “School (required training for school, etc.)”, or

“Work (required training for work, etc.)”. If at least one of the three options was selected, a user

was deemed to have formal spam training. Formal training had no statistical effect on a users ability

to identify or interact with social media spam. As seen in Figure 5.9 there is very little difference

between the groups and their encounter and interact rates. This result is consistent with prior

work that claimed that spam training typically does not have that large of an effect on users ability

to identify and detect social media spam [26, 27, 28]. The material may be too long, or may be

too boring for users to pay attention to, and as a result they may not be actively listening to the

education they were provided.

On the other hand, email spam identification was affected by having a formal spam training.

Identifying spam had a very weak corrolation with a formal training eith the following results: X2 =

9.727258313, p − value = 0.045281332, C∗ = 0.20577327, C∗
max = 0.816496581, C = 0.252019757

Respondents with no training in spam were the most likely to interact with email spam both before

and after it was known to be spam. This may be a result of spam courses focusing more on email

rather then social media, especially any formal courses that would have been given through the

workplace.

As for reporting spam on social media and email, respondents had no statistical impact if they

had a formal or informal training,it did not even matter if the respondant had any training at all

everyone was just as likely to report any type of spam (Figure 5.10).
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(a) Formal training (b) No formal training

(c) No spam training

Figure 5.9: How often with a formal spam training interact spam on social media

(a) Formal training (b) No formal training

(c) No spam training

Figure 5.10: How often users with formal spam training report spam on social media and email

5.2 RQ2: Analysis of being victim of social media and email

spam

The analysis of being a victim is a new addition in this thesis. Being a victim of spam is the

worst outcome of interacting with spam. A victim of spam was defined as anyone who did not

answer “definitely not” to Q14 for social media spam, and Q21 for email. The question asked if

the user had ever fallen victim to spam that led to a scam, with scam being defined as “spam with

malicious intent”. Anyone who was a victim of spam was also asked what happened afterwords, i.e.

if they had lost money, goods, PII, provided credit card information, disclosed their logins, or got

a device infected with malware. They were also asked what type of spam they had fallen for. 72

individuals (33% of the population) reported they had been victims of social media scams, and 36

(16%) reported that they had been victims of email scams.
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5.2.1 RQ2: Analysis of being victim of spam for the whole sample

Respondents were asked if they were ever a victim of either email or social media spam. As shown

in Figure 5.11 most respondents stated that they had definitely never been victims of spam, with

79% of individuals stating that they had definitely never been part of email spam, and 63% were

definitely never part of social media spam. The difference may be due to the better filters on email

[65, 18, 19] and the newer types of spam prevalent on social media, which filters may not be able to

catch as easily.

Figure 5.11: percent of if users believe they were victims of spam

5.2.2 RQ2: Effect of age, gender, degree, training on becoming a victim

of spam

Four different factors were inspected when looking at what could cause someone to be a victim of

spam. These factors include age, gender, the type of attained degree, and type of spam training that

the individual received. These are the same factors that are under investigation for the identification,

interaction and reporting of spam in Section 5.1.2. Being a victim of spam was converted to a

dichotomous variable, by considering as a victim anyone who stated they may have been a victim.

In other words, any respondent who did not select ”Definitely not” was considered a victim.

Regarding age, it was found that there was no significant impact on the likelihood of falling victim

to spam, whether through social media or email. This conclusion was reached after conducting a

comprehensive analysis using a contingency table and Pearson’s Chi-squared test. Figure 5.12 shows

that most people are just as likely to be victims as anyone else.

However, having a degree in STEM was found to be statistically significant in relation to both

social media and email spam victimization. The contingency table and Pearson’s Chi-squared test

produced the following results for being a victim of social media spam: X2 = 6.069834153, p −

value = 0.04807865, C∗ = 0.16458745, C∗
max = 0.707106781, C = 0.232761804 and for email

spam: X2 = 15.08538113, p − value = 0.00052997, C∗ = 0.254402061, C∗
max = 0.707106781, C =
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(a) Under 21 (b) 21-40

(c) Over 40

Figure 5.12: How often users of the specific ages are a victim to spam

(a) STEM (b) non-STEM

(c) No higher Edu.

Figure 5.13: How often users with given higher education are a victim to spam on social media and
email

0.359778845. Although both the correlations were weak, they still holds some significance. Generally,

respondents with non-STEM higher education backgrounds were more likely to be victims of spam

compared to those without higher education or with a STEM education. As seen in Figure 5.13,

86% of individuals with a STEM education reported never being victims of email spam, while only

64% of individuals without a STEM education made the same claim.

The study also examined the impact of formal spam training on the likelihood of falling victim

to spam. Surprisingly, the analysis revealed that formal spam training had no statistical effect on

an individual’s susceptibility to becoming a social media spam victim. Figure 5.14 shows just how

little difference it makes to have formal training in spam. With a formal training, 78% or responses

stated they had never been a victim of email spam, and with no formal training 83% were never

victims. Finally 76% of those with no training at all were never victims of email spam. Each group

was more likely to be victims of social media spam, but again had a similar distribution, with 65% of

those with a formal training stating they had never been victims, and 61% of those with non-formal

training having never been victims. Even less fewer of those with no training at all had never been

victims, 56%. On the other hand
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(a) Formal training (b) no Formal training

(c) No spam training

Figure 5.14: How often users with given formal training in spam fall victim to spam on social media
and email

Types of scams

The study findings revealed specific patterns regarding the types of scams that individuals were

most susceptible to on social media and email platforms.

Among the social media scams reported by the participants, the most prevalent type involved

fraudulent online stores and counterfeit products. A significant portion of the respondents, 24 out

of 72 users, 33%, stated that they had fallen victim to this particular scam. These scams typically

enticed users with attractive offers and discounts, luring them into making purchases from fake

online stores that would either deliver counterfeit products or not deliver anything at all.[66]

The second most common type of social media scam reported by the participants involved imita-

tion, 17 out of the 72, 24%. Scammers would create fake profiles or hijack the accounts of friends or

relatives, using these identities to trick users into revealing personal information or sending money.

This type of scam preys on the trust individuals have in their social connections and highlights the

need for vigilance in verifying the authenticity of online interactions, even when they appear to be

coming from known individuals[67].

The full distribution of the social media scams can be found in 5.1

In the case of email scams, the most frequently encountered type was the ”Issue with your ac-

count” scam. This category encompasses various subtypes, such as account expiration scams or

password reset scams. Thirteen out of the 36, 36%, respondents who fell victim to email scams

reported encountering this particular type. Typically, scammers would send deceptive emails pre-

tending to be from legitimate organizations, claiming that there was a problem with the recipient’s

account and urging them to provide sensitive information or take immediate action. It is crucial for

individuals to exercise caution and verify the authenticity of such emails by independently contacting

the organization in question before sharing any personal information.[68]
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Type of social media scams Responses Percent
Ads promoting fake online stores and counterfeit products 24 33%
Imitating a friend or relative 17 24%
Impersonator accounts 9 13%
Authantication code scams 7 10%
Social media account takeover fraud 7 10%
“Is this you in this photo/video?” and other link scams 7 10%
Lottery, sweepstakes, and giveaway scams 6 8%
Romance scams 5 7%
Other 5 7%
Social media quizzes 4 6%
Job scams 4 6%
COVID-19 related scams 2 3%
don’t know/ don’t remember 10 14%
Total 72 100%

Table 5.1: Types of social media scams experienced by respondents

Types of email scams Responces Percent
“Issue with your account” scam 13 36%
False billing issue scam 7 19%
Tech support scam 6 17%
Imitating a friend or relative 5 14%
Tax scam 4 11%
Sweepstakes/charity/lottery scam 4 11%
Bank imitation scam 4 11%
Other 3 8%
Government impersonation scam 2 6%
Romance scams 2 6%
Authantication code scams 2 6%
COVID-19 related scam 1 3%
don’t know/ don’t remember 9 25%
Total 36 100%

Table 5.2: Types of email scams experienced by respondents

The second most common email scam, with nine out of 36, 25%, reported by the participants

was the false billing scam. In this type of scam, individuals would receive fraudulent invoices or

payment requests that appeared to be from legitimate companies. These scams aimed to deceive

individuals into making unauthorized payments or sharing financial information. It is essential to

scrutinize invoices and payment requests thoroughly, double-checking the sender’s credibility and

verifying the details with the company directly, to avoid falling victim to false billing scams.[68]

The full distribution of the email scams can be found in 5.2

Surprisingly, very few COVID-19 scams have been successful, with only two reported on social

media and one via email. COVID-19 scams were a major concern in recent years [69, 70]. It is

possible that people have either forgotten about the prevalent scams or have become better informed,
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thus avoiding falling victim to them. Increased awareness and education about COVID-19 scams,

along with efforts by various organizations, may have contributed to this decline. Additionally,

advancements in filters and improved security measures on social media and email platforms could

have played a role in reducing the effectiveness of these scams.

5.3 Comparison to previous work and summery of results

In previous work [1], it was found that only one factor influenced users’ ability to identify, interact

with, or report social media or email spam. The previous study revealed that users with a STEM

education had a better ability to identify spam compared to those without a STEM background.

However, no other significant associations were discovered in the previous survey.

Contrary to the previous findings [1], the work presented in this thesis uncovered new interac-

tions. With a revised survey, and the additional questions within the survey, new connections were

discovered. In the current study, STEM education was found to be influential in interactions with

social media and email spam. Individuals with a STEM education were less likely to interact with

spam on both social media and email platforms before recognizing it as spam and after recognizing

it. Moreover, a STEM education was helpful in preventing individuals from becoming victims of

email spam and social media spam.

Age was also found to be significant but only in relation to reporting email spam. Younger

individuals were less likely to report email spam. No other interactions with age were found.

The presence of formal spam training had a statistically significant effect on identifying email

spam. However, formal spam training had no effect in other cases where users had some form of

training.

Overall, the results of both studies indicate that formal spam education is not as effective as

anticipated, as it only helps users identify email spam. Further research is needed to improve formal

spam training sessions. Age is also not as influential as commonly believed. The most prominent

indicator of user interaction with social media spam is the presence of a STEM education. This

finding is likely attributed to the extensive internet and computer usage among individuals with

STEM backgrounds. All of the adjusted contingency coefficients of the significant findings are given

in Table 5.3.
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Age STEM Spam training
Social Media
Identify 0.15 0.19 0.23
Interact before detection 0.09 0.25 0.13
Interact after detection 0.13 0.18 0.06
Report 0.06 0.22 0.22
Victim 0.05 0.23 0.08
Email
Identify 0.13 0.14 0.25
Interact before detection 0.10 0.30 0.11
Interact after detection 0.12 0.21 0.20
Report 0.47 0.17 0.27
Victim 0.07 0.36 0.08

Table 5.3: The adjusted contingency coefficient C values for all analysis done. Marked in red are
the values that are statistically significant.
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Chapter 6

Regression Analysis

Logistic regression is a mathematical modeling approach that can be used to describe the relation-

ship of several independent variables, X ′s, to a dichotomous dependent variable, such as Y . [71]

Essentially what logistic regression can do is take multiple variables, and find their relationship to

a dependant variable that can be separated into two groups. In this thesis we use logistic regression

to take different variables and identify the factors that had the strongest relationship with becoming

a victim.

6.1 Approach

All of the data had to be converted to usable information, converting categorical references to

numerical information. The way that the information was coded is given in Table 6.1. For education,

the higher the users education was, the higher value they received. Same for employment, the more

an individual worked, the higher value they received, all others were coded using values from -1 to

1. For the target variables if the user was definitely not a victim, they were labeled a 0, otherwise

if there was any possibility that they could have been a victim, a 1 was coded.

Let Y be the binary outcome variable, and X = (X1, X2, ..., Xp)p represent a set of p predictor

variables. The logistic regression model can be written as:

logit(P (Y = 1)) = β0 + β1X1 + β2X2 + ...+ βpXp

where logit(P (Y = 1)) represents the logarithm of the odds of the event occurring; β0, β1, β2, ..., βp

are the regression coefficients that quantify the effect of each predictor on the log-odds. The coeffi-

cients are estimated using maximum likelihood estimation, and their significance is assessed through
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Age Left as is
Education Prefer not to say : 0

Some high school or less : 1
High school diploma or GED : 2
Some college but no degree : 3
Associates or technical degree : 4
Bachelor’s degree : 5
Graduate or professional degree
(MA, MS, MBA, PhD, JD, MD, DDS etc.) : 6

Employment Not seeking work/not working : -1
Retired : -1
Prefer not to answer : -1
Student : 0
Seeking work : 1
Part-time employee : 2
Self employed : 3
Full-time employee : 4

Formal Spam Training no Training : -1
FALSE : 0
TRUE : 1

STEM No higher edu. : -1
FALSE : 0
TRUE : 1

Gender Female : -1
Male : 1
Other : 0
Prefer not to say : 0
Transgender : 0

Table 6.1: Coding of the variables for linear regression

hypothesis testing[71].

Python was used, specifically google colab. To begin, necessary libraries such as NumPy and

Matplotlib were imported, along with the logistic regression class from the scikit-learn library. The

resample function from the scikit-learn.utils module was also imported. The dataset was then cleaned

to include only the relevant predictors, resulting in a list of 216 respondents. The selected predictors

included age, education level, employment status, spam training, and gender. These predictors were

encoded to allow for their use within the logistic regression model.

A logistic regression model was fitted to the data. The model learned the correlation coefficients

associated with each predictor variable, which represent the log-odds or logit of the event occurring.

The odds ratios for all the functions was then calculated. The odds ratio is a valuable measure of

association in logistic regression. It compares the odds of the event occurring in one group compared

to another. For a binary predictor variable Xi, the odds ratio (OR) is calculated as:

OR = exp(βi)
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where βi represents the coefficient of the predictor variable Xi. The odds ratio tells us how the odds

of the event change for a one-unit increase in the predictor variable. A value greater than 1 indicates

a positive association, while a value less than 1 indicates a negative association.

Just calculating a single odd ratio is not enough, as a result Logistic regression was utilized with

bootstrap resampling to estimate odds ratios and their 95% confidence intervals for each feature in

the research study. This involved creating new samples by randomly selecting observations from the

original dataset, allowing for repeated sampling. For each resampled dataset, a logistic regression

model was fitted. This resampling process was repeated 1000 times to address concerns related to

imbalanced data, estimate uncertainty through confidence intervals, assess model robustness, and

improve generalization.

For each resampled model, the coefficients were obtained, and the exponential function was

applied to convert them into odds ratios. These odds ratios represent the multiplicative change in

the odds of being a victim of spam associated with a one-unit increase in the corresponding predictor

variable. For example, an odds ratio of 1.5 indicates 1.5 times the odds of being a victim.

The code then calculated the median odds ratios across all the resampled models and estimated

the 95% confidence intervals for each odds ratio. The confidence intervals provided a range of values

within which the true odds ratio was likely to fall with a confidence of 95%. Wider error bars indicate

higher uncertainty, while narrower error bars indicate higher precision.

The value of 1.0 represents the null effect, indicating no association between the feature and the

likelihood of being a victim. If the confidence interval does not include 1, it supports the statistical

significance of the odds ratio.

Another model was also constructed for both social media victims and email victims, using

scikit-learn’s L1 penalty, also called “Least Absolute Shrinkage and Selection Operator” or LASSO

regression [72]. LASSO is a Regularization technique used to prevent overfitting and improve the

generalization capability of regression models. It adds a penalty term to the objective function

being optimized during model training. This penalty term encourages the model to select a subset

of significant predictor variables while shrinking the coefficients of less influential variables. This

allows for the model to become simplified, and remove variable, or combinations of variables, that

are unimportant, leaving a much smaller equation to be worked with.

However, L1 penalty in a LASSO regression can also cause some problems. Bias may be in-

troduced because of the penalty and potential sparsity of the resulting model, leading to over or

underestimation. Another potential issue is parameter tuning, and if the optimal values are not

chosen, there will be a poor balance between complexity and goodness of fit.
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6.2 Results on social media spam

Initially, a regular regression model was applied to the data to examine the factors influencing the

likelihood of individuals becoming victims of social media spam. The resulting equation is displayed

in Equation 6.1

y = −0.2684068868103818 + (−0.01614824574101131 ·Age)+

(0.02971575387009553 · Education) + (0.1616321242605912 · Employment)+

(−0.2369108987135514 · Formal Spam Training) + (−0.12779745649330593 · STEM)+

(−0.02914080862408012 ·Gender)

(6.1)

In this model, each predictor (Age, Education, Employment, Formal Spam Training, STEM,

and Gender) is associated with a specific coefficient that indicates the strength and direction of its

influence on the likelihood of being a spam victim.

However, upon analyzing the results, it was observed that this model did not provide any usable

or statistically significant results. The confidence intervals for all the coefficients were relatively

wide, with each coefficient containing a value of 1 between its maximum and minimum confidence

limits. This lack of statistical significance suggests that none of the predictors had a significant effect

on determining whether individuals would become victims of social media spam.

This information is visually represented in Figure 6.1, where the confidence intervals for the

coefficients are displayed. The absence of any confidence intervals that do not contain the value 1

further supports the conclusion that no significant predictors were identified in this initial model.

Therefore, it was necessary to enhance the model by incorporating interactions among factors

and additional techniques, such as LASSO and, to identify significant factors influencing social media

spam victimization.

When the second logistic regression was done, this time with interactions, the results were a little

more interesting, although complicated. The resulting equation presented in Equation 6.2.

36



Figure 6.1: Odds ratios with 95% confidence intervals social media

y = 0.0009 + (−0.0254) ·Age+ (−0.0223) · Education+ (0.0173) · Employment+

(−0.0144) · Formal Spam Training + (−0.0004) · STEM + (0.0115) ·Gender+

(0.0024) ·Age× Education+ (−0.0021) ·Age× Employment+

(0.0055) ·Age× Formal Spam Training + (0.0118) ·Age× STEM+

(−0.0079) ·Age×Gender + (0.0418) · Education× Employment+

(−0.0877) · Education× Formal Spam Training + (−0.1369) · Education× STEM+

(0.0575) · Education×Gender + (0.0251) · Employment× Formal Spam Training+

(−0.0155) · Employment× STEM + (−0.0690) · Employment×Gender+

(−0.0289) · Formal Spam Training × STEM+

(0.0457) · Formal Spam Training ×Gender + (0.0215) · STEM ×Gender

(6.2)

This model was too complicated to be useful in an analysis, so LASSO was used to reduce the

equation. The final model with the use of LASSO and interactions returned for social media was
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the following:

y = −0.0053 + (−0.0228) ·Age+ (0.0016) ·AgeEducation+

(−0.0000) ·Age× Employment+ (0.0151) ·AgeSTEM+

(−0.0009) ·Age×Gender + (0.0290) · Education× Employment+

(−0.0444) · Education× Formal Spam Training + (−0.1853) · Education× STEM+

(0.0031) · Education×Gender + (−0.0434) · Employment×Gender

(6.3)

Among all these predictors and interaction terms, the analysis indicates that only the combination

of employment and gender is statistically significant in determining the likelihood of being a spam

victim, as displayed in Figure 6.2. Specifically, the data suggests that males who are employed full-

time are less likely to be victims of spam on social media. One possible explanation for this finding is

that full-time employment may require formal spam training, which could reduce their vulnerability

to spam. Additionally, previous studies [73] have found that women are more likely to click on

spam, although the data in this study suggests that the type of spam shown may have a greater

impact. However, the relatively wide confidence interval associated with this finding indicates that

the certainty of this result is relatively low.

Figure 6.2: Odds ratios with 95% confidence intervals social media with interaction and simplifying
the model with LASSO

It is worth noting that no other predictors were found to significantly influence the likelihood of

individuals becoming victims of spam on social media based on the data analyzed in this study.
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6.3 Results on email spam

Similar to the analysis conducted for social media spam, the process was repeated for email spam.

First an initial equation, Equation 6.4, with no interactions was created, but this was later expanded

to utilize interactions and LASSO.

y = −2.3602395786744075 + (0.003103535968699734 ·Age)+

(0.2746378007888132 · Education) + (0.04153195815323762 · Employment)+

(−0.06919908573958082 · Formal Spam Training)+

(−0.49810935293037056 · STEM) + (−0.006061667037710233 ·Gender)

(6.4)

In this equation, each predictor (Age, Education, Employment, Formal Spam Training, STEM,

and Gender) is associated with a coefficient indicating the strength and direction of its influence on

the likelihood of being a victim of email spam.

Upon analyzing the results of the model, it was found that only individuals with a STEM

education showed a statistically significant result. The coefficient attached to the STEM predictor

is -0.4981, indicating that individuals with a STEM education are less likely to be victims of email

spam compared to those without a STEM background. Specifically, individuals with a STEM

education have a 0.608 times lower likelihood of being email spam victims,shown in Figure 6.3,

based on the coefficient. However, it is important to note that the confidence interval associated

with this result is wide, indicating a low level of confidence in the finding.

No other predictors in this model were found to be statistically significant in determining email

spam victimization.

The visualization in Figure 6.3 provides a visual representation of the confidence intervals for the

coefficients in this model, further highlighting the lack of statistical significance for most predictors.

In order to further improve the model and identify additional significant factors influencing email

spam victimization, the LASSO technique was utilized. The LASSO method allows for variable

selection and regularization, which can potentially uncover more meaningful predictors in the data.

Just as with the social media analysis, a model with interactions was created, Equation 6.5, but

it again was too complicated to retrieve useful information from, and LASSO was used once again

to simplify the equation.
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Figure 6.3: Odds ratios with 95% confidence intervals email

y = −0.0458 + (−0.0861) ·Age+ (−0.1083) · Education+

(0.0396) · Employment+ (−0.0268) · Formal Spam Training+

(−0.0005) · STEM + (0.0165) ·Gender + (0.0160) ·AgeEducation+

(0.0001) ·Age× Employment+ (0.0025) ·Age× Formal Spam Training+

(0.0136) ·Age× STEM + (−0.0057) ·Age×Gender+

(0.0014) · Education× Employment+ (−0.0444) · Education× Formal Spam Training+

(−0.2806) · Education× STEM + (0.0319) · Education×Gender+

(0.0438) · Employment× Formal Spam Training + (−0.0408) · Employment× STEM+

(−0.0434) · Employment×Gender + (0.0162) · Formal Spam Training × STEM+

(0.0618) · Formal Spam Training ×Gender + (−0.0147) · STEM ×Gender

(6.5)

The final model developed for email spam, incorporating interactions and utilizing the LASSO
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technique, is represented by Equation 6.6:

y = −0.0854 + (−0.0894) ·Age+ (−0.0322) · Education+

(0.0141) ·Age× Education+ (0.0028) ·Age× Employment+

(−0.0007) ·Age× Formal Spam Training + (−0.0024) ·Age×Gender+

(−0.0014) · Education× Employment+ (−0.1920) · Education× STEM

(6.6)

In this model, the coefficients attached to each predictor and interaction term indicate the

strength and direction of their influence on the likelihood of being a victim of email spam.

Based on the analysis, the data suggests that three factors are statistically significant in deter-

mining email spam victimization:

• Education and STEM: Respondents with higher education levels and a STEM major are 0.827

times less likely to be victims of email spam compared to those with lower education levels or

non-STEM backgrounds. However, the wide confidence interval associated with this finding

indicates a lower level of confidence in the result.

• Education and Employment: Full-time employees with higher education levels are 0.908 times

less likely to be victims of email spam compared to the average. In this case, the confidence

intervals are narrower, suggesting a higher level of confidence in this finding.

• Age: Older users are 1.015 times more likely than average to be victims of email spam. The

high confidence level associated with this result provides a greater level of confidence compared

to the other variables.

It is important to note that while these factors were found to be statistically significant in the model,

the wide confidence intervals for some of the coefficients indicate a lower level of certainty in the

results. The full model created with 95% confidence intervals is shown in Figure 6.4.

For social media spam, the initial regression model did not yield any statistically significant

results, indicating that none of the predictors had a significant effect on determining individuals’

likelihood of becoming victims. However, when incorporating LASSO and interactions, the model

identified that males employed full-time were less likely to be victims of social media spam. This

finding suggested that formal spam training required for full-time employment may reduce vulnera-

bility to spam. For email spam, the initial regression model identified that individuals with a STEM

education were less likely to be victims. However, the LASSO-expanded model revealed three statis-

tically significant factors: education and STEM, education and employment, and age. Respondents
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Figure 6.4: Odds ratios with 95% confidence intervals email with interactions and simplifying the
model with LASSO

with higher education in STEM were less likely to be victims, while full-time employees with higher

education had a reduced likelihood. Moreover, older individuals exhibited a higher likelihood of be-

ing email spam victims. While these findings provide valuable insights, caution should be exercised

in interpreting the results due to wide confidence intervals for some coefficients.
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Chapter 7

Threats to Validity

While this study aimed to mitigate threats to validity, certain aspects of the research could poten-

tially impact the generalizability of the obtained results. This section examines both internal and

external threats to validity to better understand the applicability of the findings, allowing for a more

comprehensive interpretation of the study outcomes.

Potential internal threats to validity include self-selection bias, social desirability bias, recall

bias, and response bias. The survey relied on voluntary participation, which introduces the risk

of self-selection bias. Students who were more knowledgeable or concerned about spam may have

been more likely to participate, leading to an overestimation of their ability to identify spam. Con-

versely, those who were less interested or knowledgeable about the topic may have chosen not to

participate, potentially underrepresenting their abilities. Respondents also may have felt pressure

to provide socially desirable responses, such as overestimating their ability to identify spam. This

bias could lead to inflated self-reported accuracy rates and may not reflect their actual ability to

detect spam successfully. The survey required participants to recall and self-report their experi-

ences and behaviors related to identifying spam. Participants’ recollections may be influenced by

memory limitations or biases, potentially affecting the accuracy of their responses. The accuracy of

their self-assessment might not align with their actual ability to identify spam. Finally, respondents

might provide answers they believe the researcher wants to hear, leading to response bias. This

bias can occur if participants feel judged or fear negative consequences, resulting in a reluctance

to report their true abilities accurately. Alternatively, participants may deliberately exaggerate or

downplay their skills, affecting the validity of the survey results. Many of these issues were mitigated

by keeping the survey anonymous, and allowing the respondents to skip any question they may have
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wanted to skip.

Potential external threats to validity include sampling bias, limited generalizability, timeframe

limitations, social media and email platform variability, and experimenter bias. Sampling bias may

have occurred because this survey had so many respondents from a single university and may not

be representative of the broader population. The findings may not be applicable to students from

different universities or individuals with more diverse backgrounds. It is possible that the attitudes

and experiences of students at this particular university differ significantly from those at other in-

stitutions. The study also focuses on students at a single university, limiting the generalizability

of the findings. Factors such as educational background, age, and technological familiarity specific

to this group may influence their ability to identify spam. Consequently, the results may not be

applicable to individuals outside of the university population. The study’s data collection occurred

during a specific time period, and the rapidly evolving nature of technology and spam detection

techniques may influence the validity of the findings. The prevalence and sophistication of spam

attacks may vary over time, potentially affecting participants’ abilities to identify and report spam

accurately. The study also assumes that participants have similar experiences with social media

and email platforms. However, different platforms may employ varying spam detection mechanisms,

user interfaces, and filtering algorithms. These platform-specific differences could impact partici-

pants’ ability to identify spam and potentially introduce additional sources of variability. Finally,

the researcher involved in survey administration, data collection, and analysis may introduce unin-

tentional bias. This bias can manifest in the framing of questions, instructions provided, or even in

the interpretation of the results.

Potential construct threats include: mono-method bias, hypothesis guessing, as well as a poor

construction of the survey itself. Mono-method bias may have occurred since only a survey was

done. No other method of obtaining data was employed. To mitigate this bias an observation of

an individual would have had to be conducted, or a test could have been given to see how well

respondents would be able to detect spam. Hypothesis guessing could have interfered with the

results as well. While respondents were taking the survey they could have been hoping to find out

the purpose of the study, and answer the questions accordingly. As a result respondents may have

stretched the truth in their answers or lied, to add to a hypothesis they may believe is true. Finally, a

survey that is poorly or unclearly constructed, may result in inaccurate responses by the respondents.

If the survey takers did not understand a question, it may have been skipped or randomly answered.

While some of these threats are unavoidable, others were mitigated as much as possible. The survey

was constructed in such a way to make sure respondents understood what was being asked of them.
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By using the previous survey, building upon it to clarify previously complex questions, as well as a

small pilot study being done to make sure all questions were clear and understandable.

Some potential threats to conclusion validity include finding relationships that were non-existent,

or missing some relationships that did exist. Since there are so many potential ways of conducting

statistical analysis, there will always be some method that may have been overlooked. As a result

a potential relationship could have been missed or just overlooked. To mitigate this, both logistic

regression was looked at, as well as using more standard Chi-squared analysis with a contingency

correlation analysis. On the other hand some relationships could have been created by the researcher.

This could have been done unconsciously while cleaning the data, or even just by stretching the truth

by the researcher. In order to mitigate this many of the analyses were done in both python and

excel to make sure that the statistics were consistent.

To enhance the validity of future studies, researchers could employ random sampling techniques

to ensure broader representation, consider multi-institutional studies for increased generalizabil-

ity, employ objective performance measures in addition to self-reporting, and conduct longitudinal

studies to account for the evolving nature of spam detection technology.
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Chapter 8

Conclusion

This thesis has made significant contributions to the understanding of social media and email spam.

It extended previous surveys by exploring users’ experiences as victims of spam in addition to

identifying spam, interactions, and reporting practices. The factors affecting users’ ability to identify,

interact with, report, and become victims of spam were quantified and analyzed using regression

analysis. Similarities and differences in user behavior between social media and email spam were

identified. Moreover, a longitudinal study provided insights into the trend changes in spam over

time. These contributions enhance our understanding of the complex nature of social media and

email spam.

This study benefits our understanding of users’ interactions with spam on social media and email

platforms. The results highlight the prevalence of spam, with a significant number of respondents

reporting encountering it regularly. However, the percentage of users who interacted with spam

varied, indicating that while users encounter spam frequently, a significant portion exercise caution

and refrain from interacting with it.

Analyzing the influence of different factors, such as age, education, and formal spam training, it

was found that a STEM education played a role in users’ interactions with and reporting of social

media spam as well as email spam. Individuals with higher education and a STEM background

were less likely to be victims of email spam, emphasizing the potential impact of educational and

professional backgrounds on spam susceptibility. Notably, formal spam training did not show statis-

tical significance in determining how users interact with, report, or become victims of social media

spam. However, it did help users identify email spam. Age was the only factor that influenced users

behaviour in reporting spam, at least in email spam.
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As previous work [1] found, spam training is still not as significant in preventing users from

falling victim to spam. STEM educations continue to be the most important factor in interacting

with spam, and it was also the only factor that influenced and reduced being a victim of email spam

and social media spam.

The significance of this research lies in its contribution to developing effective strategies against

spam. By identifying factors that influence users’ behaviors and vulnerability to spam, this study

provides valuable insights for targeted educational campaigns and the improvement of spam detection

and prevention techniques.

It should be noted that this work was based on a specific sample of respondents, and the gener-

alizability of the findings to broader populations should be considered in future works. Additionally,

future research could explore additional factors and assess the effectiveness of interventions in miti-

gating spam-related risks.

Understanding the factors that shape users’ interactions with and responses to spam is vital for

developing effective strategies to combat spam and protect users. By uncovering important insights

into the dynamics of spam interactions on social media and email platforms, with a focus on age,

education, and other factors, this study contributes to this goal. Building upon these findings,

further research and advancements in spam detection and prevention can be pursued to create a

safer and more secure online environment.
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Appendix A: Contingency

Coefficient C

The adjusted contingency coefficient, C, is a X2-based measure of association for categorical data.

It relies on the X2 test for independence. The contingency coefficient ranges between 0 and 1, with

0 being no relation between the variables and 1 being a perfect relation between the variables.

The contingency coefficient, denoted as C∗ , adjusts the X2 statistic by the sample size, n is

written as

C∗ =

√
χ2

n+ χ2
, (1)

where X2 corresponds to the Chi-squared statistic and n corresponds to the number of observations.

When there is no relationship between two variables, C∗ is close to 0. The contingency coefficient

C∗ cannot exceed values > 1, but it may be less than 1, even when two variables are perfectly related

to each other. Since this is not desirable, C∗ is adjusted so it reaches a maximum of 1 when there is

complete association in a table of any number of rows and columns. This can be denoted as C∗
max

and calculated with the following equation:

C∗
max =

√
k − 1

k
, (2)

where k is the number of rows or the number of columns, whichever is less, k = min(rows, columns).

Then the adjusted contingency coefficient is computed by

C =
C∗

C∗
max

=

√
k · χ2

(k − 1)(n+ χ2)
(3)

These equations were provided by the Freie Universität Berlin [74].
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Appendix B: Questionnaire
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Introduction

Thank you for your interest and time in taking this survey.
      
The purpose of this study is to explore experiences with spam on social media and email.
Your responses will help in the research related to cybersecurity and social media. Data
collected through this survey will be used for a master's thesis and published papers by
researchers at the Lane Department of Computer Science and Electrical Engineering at West
Virginia University. Participation in this study is completely voluntary, and will not affect class
standing, grades, or job status in any way.  You are free to choose not to participate, choose
to answer only some questions, or to exit before completion. All responses are anonymous,
and the Qualtrics service ensures that researchers have no way of identifying respondents.

This study has been approved by the WVU IRB.

The survey should take approximately 10 minutes to complete. You must be at least 18 years
or older to participate.
If you agree to participate, click the arrow bellow to start the survey.

If you have questions, please contact the principal investigator:

Katerina Goseva-Popstojanova
Professor, Lane Dept of Computer Science and Electrical Engineering
katerina.goseva@mail.wvu.edu

or the Co-investigator:
Wojciech Mazurek
Graduate Student, Lane Dept of Computer Science and Electrical Engineering
wmm0003@mix.wvu.edu 
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Demographics

What is your age?

What gender do you most closely identify with?

Choose one or more races that you consider yourself to be

What is the highest level of education you have completed?

Female

Male

Transgender

Other

Prefer not to say

White/Caucasian

Black/African American

American Indian/Native American/Alaska Native

Asian

Native Hawaiian/Pacific Islander

Other

Prefer not to say

Some high school or less
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What statement best describes your current employment status?

Select the closest choice for the most recent higher education that you have completed or
are enrolled in. Please select all that apply.

High school diploma or GED

Some college, but no degree

Associates or technical degree

Bachelor's degree

Graduate or professional degree (MA, MS, MBA, PhD, JD, MD, DDS etc.)

Prefer not to say

Student

Part-time employee

Full-time employee

Self employed

Seeking work

Not seeking work/not working

Retired

Prefer not to answer

Agriculture

Anthropology

Archaeology

Architecture

Arts

Astronomy

Biology

Business

Chemistry

Communication

Computer Science/Engineering

Cultural Studies

Cybersecurity
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End of the demographics section, please press the back arrow if you believe you forgot
something, as you will not be able to return to this section.

Earth Science

Economics

Education

Engineering

Exercise Physiology

Forestry

Gender Studies

Geography

History

Journalism

Law

Linguistics

Literature

Mathematics

Medicine/Health Sciences

Military Science

Philosophy

Physics

Political Science

Psychology

Public Administration

Religion

Social Work

Sociology

Statistics

Transportation

Other (please specify)
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Social Media

What social media sites do you use? Select all that apply. If you do not use social media,
click the arrow to continue.

How often do you use the following sites/applications?

Discord

Facebook

Flickr

Instagram

LinkedIn

Pinterest

Reddit

Snapchat

Tiktok

Tumblr

Twitter

WhatsApp

WeChat

Other (please specify)

    

Less than once a
week Once a week 2-6 times a week Once per day

More than once a
day

Discord   

Facebook   

Flickr   

Instagram   

LinkedIn   

Pinterest   

Reddit   

Snapchat   
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Do you keep the following accounts private or public?

    

Less than once a
week Once a week 2-6 times a week Once per day

More than once a
day

TikTok   

Tumblr   

Twitter   

WhatsApp   

WeChat   

Other   

    
Private Public

Public with some
privacy settings

Multiple accounts
some private
some public I don't know

Discord   

Facebook   

Flickr   

Instagram   

LinkedIn   

Pinterest   

Reddit   

Snapchat   

TikTok   

Tumblr   

Twitter   

WhatsApp   

WeChat   

Other   
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What methods do you use to interact with social media? Select all that apply.

Social media spam is defined as any kind of unwanted, unsolicited digital communication on
social media sites.
Please answer the following questions on encountering and interacting with social media
spam.
Examples of interaction include clicking a link, watching a video, or some other action.
However, simply reading spam is NOT considered interacting.

Have you ever fallen victim to social media spam that led to a scam (spam with malicious
intent)?

Desktop / Laptop (web browser)

Desktop / Laptop (dedicated app)

Smartphone (web browser)

Smartphone (dedicated app)

Tablet (web browser)

Tablet (dedicated app)

Other(please specify)

    
Never Rarely Sometimes Often Always

How often do you encounter
spam on social media? Please
note that each spam post, status,
upload, etc., counts as an
occurrence.

  

How often do you interact with
spam on social media before
knowing that it is spam?

  

How often do you interact with
spam on social media after
knowing that it is spam?

  

Definitely yes

Probably yes
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Which of the following occurred when you fell victim to social media spam? Select all that
apply. 

What type of social media spam/scam did you fall victim to? Please select all that apply.

Not certain

Probably not

Definitely not

Lost money

Lost goods

Revealed credit card Information

Revealed personally identifiable information (SSN, driver's license numbers, alien registration numbers, financial or
medical records, bio-metrics, criminal history, etc.)

Revealed username and password of an account or computer

Had a device infected with malware (virus)

Other (please specify)

Investment and cryptocurrency scams

Romance scams

Imitating a friend or relative

Ads promoting fake online stores and counterfeit products

Authentication code scams (gaining access to dual authentication i.e. 2 factor authentication)

Social media account takeover fraud

Impersonator accounts

“Is this you in this photo/video?” and other link scams

Social media quizzes (quizzes that may ask personal information that could reveal answers to security questions
"what is you mother's maiden name?", "what was your first pets name?")

Lottery, sweepstakes, and giveaway scams

Job scams

COVID-19 related scams

Other (please specify)
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End of the social media section, please press the back arrow if you believe you forgot
something, as you will not be able to return to this section.

Email

How often do you check your email accounts?

What methods do you use to interact with email? Select all that apply.

don't know/ don't remember

Never/ No account

Less then once a week

2-6 times a week

Once a week

Once a day

More then once a day

Desktop / Laptop (web browser)

Desktop / Laptop (dedicated app)

Smartphone (web browser)

Smartphone (dedicated app)

Tablet (web browser)

Tablet (dedicated app)

Other(please specify)
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Email spam is defined any kind of unwanted, unsolicited digital communication over email.
Please answer the following questions on encountering and interacting with email spam. 
Examples of interaction include clicking a link, watching a video, or some other action.
However, simply reading spam is NOT considered interacting.

Have you ever fallen victim to email spam that led to a scam (spam with malicious intent)?

Which of the following occurred when you fell victim to email spam. Select all that apply.

    
Never Rarely Sometimes Often Always

How often do you encounter
spam over email? Please note
that each spam post, status,
upload, etc., counts as an
occurrence.

  

How often do you interact with
spam over email before knowing
that it is spam?

  

How often do you interact with
spam over email after knowing
that it is spam?

  

Definitely yes

Probably yes

Not certain

Probably not

Definitely not

Lost money

Lost goods

Lost credit card Information

Lost personally identifiable information (SSN, driver's license numbers, Alien Registration numbers, financial or medical
records, bio-metrics, criminal history, etc.)

Revealed username and password of an account or computer

Had a device be infected with a virus (this may have led to the other choices as well)
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What type of email spam/scam did you fall victim to? Please select all that apply.

This concludes the email section, please press the back arrow if you believe you forgot
something, as you will not be able to return to this section.

Spam Related Education

Have you ever received education and/or information about spam, and if so, from where?
Select all that apply.

Other(please specify)

Government impersonation scam (FBI, local police, etc.)

Tax scam (refund, being audited, etc)

Romance scams

Imitating a friend or relative

False billing issue scam

Tech support scam: Virus or compromised account

Authentication code scams (gaining access to dual authentication i.e. 2 factor authentication)

Sweepstakes/charity/lottery scam

Bank imitation scam

"Issue with your account" scam (Account expiration scam, password reset scam, etc.)

COVID-19 related scam

Other (please specify)

don't know/ don't remember

Teachers/Instructors

School (required training for school, etc.)
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Your spam education was useful in your ability to detect spam.

Please answer the following:

This concludes the education section, please press the back arrow if you believe you forgot
anything, as you will not be able to return to this section.

Work (required training for work, etc.)

Media (TV, magazines, online, etc.)

Family members

Friends

Other (please specify)

Never

Strongly agree

Somewhat agree

Neither agree nor disagree

Somewhat disagree

Strongly Disagree

    
Never Rarely Sometimes Often Always

I am able to identify social
media spam.

  

I am able to identify email spam.   

I report social media spam.   

I report email spam.   
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