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Introduction

The uncertainty of the calculated dose distribu-
tion by the computerized treatment planning sys-
tem affects the actual dose that a patient will re-

ceive during the therapeutic session. Compliance 
between the measured (reference) value of the dose 
and its calculated value is extremely important in 
order to carry out radiation therapy in both safe 
and effective [1, 2] way. The use of increasingly 
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Background: The aim of this study was to indicate the most favorable — in terms of to the time of calculation and the un-
certainty of determining the dose distribution — values of the parameters for the Electron Monte Carlo (eMC) algorithm in 
the Eclipse treatment planning system.

Materials and methods: Using the eMC algorithm and the variability of the values of its individual parameters, calculations 
of the electron dose distribution in the full-scattering virtual water phantom were performed, obtaining percentage depth 
doses, beam profiles, absolute dose values in points and calculation times. The reference data included water tank measure-
ments such as relative dose distributions and absolute point doses. 

Results: For 63 sets of calculation data created from selected values of the parameters for the eMC algorithm, calculation 
times were analyzed and the absolute calculated and measured doses were compared. Performing a statistical analysis made 
it possible to determine whether the differences in the values of deviations between the actual dose and the calculated dose 
in individual regions of the percentage depth dose curve and the beam profile are statistically significant between the ana-
lyzed sets of parameters.

Conclusions: Taking into account obtained results from the analysis of the discrepancy between the distribution of the cal-
culated and measured dose, the correspondence of the absolute value of the calculated and measured dose and the duration 
of the calculation of the dose distribution, the optimal set of parameters was indicated for the eMC algorithm which allows 
obtaining the dose distribution and the number of monitor units in an acceptable time.
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accurate algorithms in computerized treatment 
planning systems plays an important role in deter-
mining the three-dimensional dose distribution for 
different anatomical structures of a patient and dif-
ferent beam geometries based on the data obtained 
from the measurements. Their task is to reproduce 
the dose distribution in a precise way with regard 
to the reference data [3]. A breakthrough solution 
for calculating the dose distribution, conditioned 
by increasing speed and efficiency of computers, 
turned out to be the Monte Carlo computation-
al method (MC), which allows — regardless of 
the complexity of geometry — the interaction of 
particles that make up the therapeutic beam to be 
simulated [4].

Monte Carlo is a commonly used method in 
radiotherapy, allowing for precise reproduction of 
the interaction of radiation with matter. The use 
of this technique in recent decades has increased 
almost exponentially [4]. In this method, a large 
number of simulated particles is used to statistical-
ly obtain dose distributions from a predetermined 
computational uncertainty. It is worth noting that 
Monte Carlo is the only simulation method that al-
lows the implementation of all interactions of par-
ticles occurring in a heterogeneous medium such 
as the human body [5, 6]. Simulations for different 
particles (electrons, photons, etc.), energy ranges, 
their centers of motion and types of interactions 
are possible due to the variety of MC simulation 
codes [5, 7].

The Electron Monte Carlo (eMC) algorithm 
available in the Eclipse treatment planning system 
(Varian Medical Systems, Palo Alto, CA) is an ef-
ficient implementation of the MC method used to 
calculate the electron beam dose distribution [8]. 
This algorithm allows the user to select the values 
of seven parameters such as: statistical uncertain-
ty (floating-point number from 0.2 to 8.0), size of 
the calculation grid (0.10, 0.15, 0.20, 0.25, 0.30, 
0.40, 0.50 cm), starting number of random gener-
ator, number of particle history, dose threshold for 
uncertainty (10, 20, 30, 40, 50, 60 70, 80%), smooth-
ing method (no smoothing, 2-D Median and 3-D 
Gaussian), smoothing options and smoothing level 
(low, medium and strong). Only four of them have 
a significant impact on both the calculation time 
and the uncertainty of determining the dose distri-
bution: statistical uncertainty, the size of the calcu-

lation grid, the smoothing method and the level of 
smoothing [9].

The effect of the dose threshold for uncertainty 
on the time of calculation was not in the area of 
interest of this study. In this work, it was assumed 
that in the eMC algorithm the threshold can be se-
lected to the clinical situation. If the only interest 
is to cover, for example, isodose 80%, and there 
are no critical organs nearby, then one can take 
a threshold of 80% and then the volume of tissue 
with a dose greater than the threshold will have 
a dose determined with a certain uncertainty. If 
the clinical situation is such that a critical organ 
is close to the irradiated volume, then a smaller 
threshold value can be selected to achieve a reliable 
estimate of the dose absorbed in the critical organ 
under consideration.

These parameters of the eMC algorithm have 
been described in detail in the instructions pre-
pared by the manufacturer [9] and in publications 
[6, 10].

The aim of the study was to find optimal values 
for the parameters of the Electron Monte Carlo al-
gorithm in the Eclipse treatment planning system 
for an electron beam with an energy of 6 MeV as 
a function of calculation time and computational 
uncertainty determination of the dose distribution.

Materials and methods

Calculations of the dose distribution in 
the computerized treatment planning system using 
the Electron Monte Carlo v. 15.6 algorithm, imple-
mented in the Eclipse treatment planning system, 
and measurements made during system verifica-
tion, were carried out for the TrueBeam linear ac-
celerator from Varian Medical Systems.

Measurements
The reference data were acquired during the ver-

ification process of the treatment planning sys-
tem before the accelerator was approved for clin-
ical work. The measurements, including both 
relative dose distributions and absolute point dos-
es, were made in the full-scattering water phantom 
PTW MP3 (PTW Freiburg). The selected geometry 
is SSD equal to 100.0 cm and all original applicators 
with square fields: 6 × 6, 10 × 10, 15 × 15, 20 × 20, 
25 × 25 cm2.
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The transverse and the longitudinal beam pro-
files were obtained using a Semiflex ionization 
chamber (PTW Freiburg) with an active vol-
ume of 0.125cm3 (directed parallel to the beam 
axis). The depth of maximum dose, the dose at 
depth of 80% and 50% relative to the normal-
ized maximum dose were chosen which corre-
spond to values R100 = 1.3 cm, R80 = 1.9 cm 
and R50 = 2.4 cm. The resolution of acquired data 
was 2.0 mm in the plateau and the umbra area 
and 1.0 mm in the penumbra region. The per-
centage depth dose measurements with a step of 
1.0 mm were performed using a plane parallel ion-
ization chamber (Markus type) recommended by 
international protocols as the most suitable for its 
spatial resolution and presence of guarding ring. 
The absolute dose values were calculated from mea-
surement with a plane parallel chamber, which is 
a reference tool for absolute dosimetry of electron 
beams, especially for low energies such as 6 MeV. 
The measuring depth was zref, recommended by Re-
port 398 [11].

Calculations
The dosimetric model of the accelerator head has 

been prepared based on only the mandatory data. 
These data include the air profile for a 40 × 40 cm2 
field without an applicator and a percentage depth 
dose for the same field in the water. For each appli-
cator, a characterization of dose change with depth 
and the dose rate at the depth of the maximum dose 
are necessary. Calculations of the electron dose dis-
tribution were made in a water phantom created in 

the treatment planning system with dimensions of 
50 × 50 × 50 cm3. To achieve speedup, calculations 
were performed on the graphics cards and were 
divided into several parallel processes. Percentage 
depth doses and beam profiles were extracted from 
exported three-dimensional dose distributions 
from the phantom (RTDOSE files in DICOM for-
mat [12]). The dose values in points and the calcu-
lation time were obtained directly from the Eclipse 
treatment planning system. The entire phantom 
was covered by a calculation grid. The effect of 
the external size of the calculation grid on the cal-
culation time has not been studied.

Due to the wide range of statistical uncertainty 
(SU) values, preliminary studies were conducted. In 
order to estimate the effect of statistical uncertainty 
on the calculation time and quality of the output, 
calculations were carried out for SU = 0.2, 0.25, 0.3, 
0.4, 0.5, 0.75, 1.0, 2.0 and 3.0%. The limit of 3% is due 
to the fact that this is the recommended tolerance 
for profiles in the therapeutic field. The calculations 
were carried out for a grid of 0.25 cm, applicators: 
6 × 6, 15 × 15 and 25 × 25 cm2 and SSD = 100.0 cm 
at 80% uncertainty limit and without smoothing 
the output. Eight computation threads were used 
for the calculations.

Based on preliminary results (Tab. 1), three sta-
tistical uncertainty values (1%, 2%, 3%) were select-
ed for further studies due to the shortest calculation 
times, relevant especially for the largest applicator. 
The times given are averaged values from two mea-
surements. The selected statistical uncertainty 
values were then checked in sets with other pa-

Table 1. Calculation time as a function of statistical uncertainty values. The calculation was carried out using 8 threads and for 
the grid of 0.25 cm without smoothing with a threshold of 80%. The time measurement was repeated twice

SU <t>

t(25x25)/t(6x6) t(25x25)/t(15x15) t(15x15)/t(6x6)
(%)

[s]

6 ×6 15 ×15 25 ×25

0.20 342 2220 6177 18.1 2.8 6.5

0.25 236 1456 4073 17.3 2.8 6.2

0.30 178 1036 2849 16.0 2.8 5.8

0.40 116 590 1575 13.6 2.7 5.1

0.50 77 392 1063 13.9 2.7 5.1

0.75 55 190 486 8.8 2.6 3.5

1.00 43 136 323 7.5 2.4 3.2

2.00 34 58 124 3.6 2.1 1.7

3.00 33 48 82 2.5 1.7 1.5
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rameters affecting the calculation time and the un-
certainty of the dose distribution: calculation grid 
size (0.10 cm, 0.25 cm, 0.50 cm), smoothing meth-
od (none, 2-D Median, 3-D Gaussian), smooth-
ing level (low, medium, high). Table 2 shows that 
63 data sets were obtained from calculations de-
scribed above. These sets were then analyzed both 
in terms of the duration of the dose distribution 
calculations in the Eclipse computerized treatment 
planning system, the consistency of the calculat-
ed and measured absolute dose values, as well as 
the dose distributions (relative values) determined 
experimentally with the results of computer cal-
culations, indicating in the end the optimal set of 
parameters of the eMC algorithm for groups of pa-
rameters selected above.

Calculations were carried out for all five ap-
plicators simultaneously and time was measured 
for such calculations. Due to the comparison of 
the profile with the depth of R50, a threshold of 
statistical dose uncertainty of 50% was chosen.

Comparison of measured dose distributions 
and those calculated in the treatment planning 
system was performed according to the recom-
mendations published by the Polish Society of 
Medical Physics [13] and based on international 
recommendations [14]. The Alfard package [15] 
was the main software used for the processing of 
the measurement data.

For the purpose of this work, the measure-
ments and calculations were normalized to 100% 
in the central axis of beam profiles and up to 
100% at the maximum point in the case of depth 
doses. As recommended, the measurement data 
were divided into areas differentiated according 
to the size of the dose and its gradient — regions 
with literature designations δ1, δ2, δ3, δ4. These re-
gions are presented on the percentage depth dose 
curve (Fig. 3) and electron beam profile (Fig. 4). 
Alfard software made it possible to find boundaries 
between these areas, based on a gradient value of 
0.5%/mm [16, 17].

Profiles from the treatment planning system as 
well as from measurements have been symmetri-
cally transformed relative to the beam axis. The dif-
ferences between the measurement and calculat-
ed graphs for specific intervals were computed in 
the last step, and the resulting data were used for 
analysis. The above method was described in more 
detail, on the example of determining the bound-

aries of the region of a large and small gradient of 
the photon beam profile, in the works [16, 17].

The available literature does not provide a way 
to divide the electron beam percent depth dose 
(PDD) into the appropriate regions. Therefore, in 
this work, a division into three regions was pro-
posed based on the value of the dose and its gra-
dient. The first region stretched from the surface 
of the phantom to a point with a gradient val-
ue of 0.5%/mm, but deeper than the maximum, 
and it was defined as a high dose-small gradient 
(δ1). The second region was the region of a large 
gradient (δ2) and included a dose gradient greater 
than 0.5%/mm, located deeper than the maximum 
dose. The third low-dose region was the deepest 
and was defined by a gradient smaller than the as-
sumed limit value (δ4). Schematically, these areas 
are depicted in Figure 3. The dashed vertical lines 
represent the boundaries of the regions.

In the case of low energies, the gradient in the first 
part of the slope is greater than the accepted limit 
value (top panel Fig. 3), but in order to maintain 
consistently one tolerance value in a given region, it 
was decided to go for the above solution and mark 
the region as high dose and small gradient. Energies 
other than 6 MeV were not in the area of interest 
for this study, but it should be noted that for high 
energies the situation is different. In the first part 
of the PDD curve, the gradient is definitely smaller, 
as can be shown for a beam with the energy of 22 
MeV (bottom panel Fig. 3). Another argument for 
adopting such a definition of this area is Table 3. It 
shows that the tolerance of 10.0% is recommended 
for a large gradient, which seems inappropriate for 
a region that is important from a therapeutic point 
of view.

Both the differences between the profiles 
and the percentage depth doses were calculated 
with a resolution of 1.0 mm. The value of the devi-
ation of the δ between the point of the target dose 
and the measured dose is expressed as a percentage 
and is determined according to the formula (1):

δ � D� � D�
D  ∙ 100% 

 

Δ���� � |δ����| � 1��� 

     (1)

where:
Dc — dose calculated at a given point of the phan-

tom,
Dm — dose measured at the same point in 

the phantom,
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D — dose:
•	 Dr — reference dose in the beam axis for the pro-

file,
•	 Dmax — maximum dose for PDD.

For specific regions: δ1, δ2, δ3, δ4, the mean de-
viation δmean was determined in the Alfard software, 
due to the fact that each region contains many 
points and then the average confidence limit Δmean 
[14], also expressed as a percentage (%), which is 
described by the formula (2):

δ � D� � D�
D  ∙ 100% 

 

Δ���� � |δ����| � 1���      (2)

where: 
δmean — mean value of the deviation,
σ — standard deviation of the mean.
For individual sets of parameters of the eMC al-

gorithm, the values of the mean confidence limits Δ 
were obtained. To assess the discrepancy between 
the actual and the calculated values in individual 
regions, the criteria set out in TRS 430, which are 
defined in Table 3, were used [13, 14].

In order to find the sets in which the deviations 
between the calculated and measured dose dis-
tributions are the smallest, the average of the ob-
tained error values (mean confidence limits Δmean) 
for both beam profiles and PDDs was calculated, 
and then the obtained values were added up. For 7 
sets with the least errors, a statistical analysis was 
performed, which checked whether there were 
significant statistical differences in error values be-
tween them. The statistical hypotheses were veri-
fied using the Jamovi package version 1.1.9.0 [18]. 
First, the analysis of basic descriptive statistics was 
performed along with the Shapiro-Wolf normality 
test, followed by the one-way analysis of variance. 
The threshold value was α = 0.05.

For some of the variables analyzed, the result of 
the Shapiro-Wolf test turned out to be statistically 
significant, which means that these distributions 
deviate from the normal distribution. However, in 
none of the cases analyzed, the skew value exceed-
ed the contractual absolute value of 2, therefore 
the distributions were considered sufficiently close 
to normal distributions [19]. Due to this, paramet-
ric statistical tests were used. In order to test the as-
sumption of the equality of variance, a Levene test 
was performed. In the case when the result of this 
test was statistically significant, i.e. there were 
differences between the variances in the studied 

groups, the result of the univariate analysis of vari-
ance was read from the Welch correction (the vari-
ances are not equal), while otherwise the Fisher 
correction was used (the variances are equal). 
Based on the results obtained from the univariate 
analysis of variance, it was determined whether 
the compared sets of eMC parameters differed sta-
tistically significantly in a given region (δ1, δ2, δ3, 
δ4) of the beam profile and the percentage depth 
dose. Then, in order to detect cases that differed 
statistically significantly, post-hoc tests were used 
with the Games-Howell correction (due to uneven 
variances) or with the Tukey correction (due to 
equal variances).

In order to analyze the absolute dose values, 
10 simulations of calculations were performed in 
a computerized treatment planning system for sev-
eral sets of parameters of the eMC algorithm to 
determine the standard deviation of the maximum 
dose Dmax (SD). Based on the results obtained, 
an absolute dose uncertainty (2SD) of 0.02 Gy was 
assumed. Then, the absolute value of the differ-
ence between the maximum calculated dose Dmax,c 
and the reference Dmax,ref for all cases was calculated, 
after which it was checked whether it falls within 
the assumptions of this 2SD uncertainty range.

Results

Preliminary tests
The results of the preliminary tests are presented 

in Table 1 and in Figure 1. In Table 1 also includes 
calculation time quotients for different applicators 
at the same SU. For the selected four SU values, 
beam profiles are presented (Fig. 2).

Fundamental research
In order to indicate the optimal set of parameters 

of the eMC algorithm, an analysis was carried out 
for 63 sets of computational data (Tab. 2), taking 
into account the calculation time, the discrepan-
cies obtained between the calculated and measured 
dose distributions and the results obtained from 
comparisons of the absolute value of the calculated 
and reference doses.

The results of the time of the calculation of 
the dose distribution by the computerized treat-
ment planning system for individual cases are pre-
sented in Table 2. The last column shows aggregated 
data for the given dataset. Number one means that 
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for each applicator, the absolute value of the dose 
difference calculated and measured was less than 
0.02 Gy, which is 2% of the set dose at dmax. Number 
zero indicates those cases in which for at least one 
applicator this difference exceeded the set value.

In Table 4 the results of the preliminary analysis 
are presented. Based on these results, seven sets of 
parameters for the eMC algorithm were selected, 
in which the deviations between the distribution of 
the calculated and measured doses were the small-

Table 2. The time of calculation of the dose distribution by the computerized treatment planning system for individual sets 
of parameters of the Electron Monte Carlo (eMC) algorithm. In the last column in the fields with the value “1”, the absolute 
value of the difference between the maximum calculated dose Dmax,cal and the reference Dmax,ref is within the specified 
uncertainty interval for each applicator

No. Statistical 
uncertainty [%] Grid size [cm] Smoothing 

method
Level 

of smoothing Time [s] |Dmax,cal - Dmax,ref|

1. 1 0.10 – – 5749 1

2. 1 0.25 – – 192 1

3. 1 0.50 – – 73 1

4. 2 0.10 – – 2496 1

5. 2 0.25 – – 106 0

6. 2 0.50 – – 63 1

7. 3 0.10 – – 2031 1

8. 3 0.25 – – 62 0

9. 3 0.50 – – 62 0

10. 1 0.10 2-D Median Low 5840 1

11. 1 0.25 2-D Median Low 220 0

12. 1 0.50 2-D Median Low 80 0

13. 2 0.10 2-D Median Low 2667 1

14. 2 0.25 2-D Median Low 107 1

15. 2 0.50 2-D Median Low 67 0

16. 3 0.10 2-D Median Low 2225 1

17. 3 0.25 2-D Median Low 96 0

18. 3 0.50 2-D Median Low 62 0

19. 1 0.10 2-D Median Medium – 0

20. 1 0.25 2-D Median Medium 197 0

21. 1 0.50 2-D Median Medium 69 0

22. 2 0.10 2-D Median Medium 4927 0

23. 2 0.25 2-D Median Medium 113 0

24. 2 0.50 2-D Median Medium 57 0

25. 3 0.10 2-D Median Medium – 0

26. 3 0.25 2-D Median Medium 108 0

27. 3 0.50 2-D Median Medium 56 0

28. 1 0.10 2-D Median Strong – 0

29. 1 0.25 2-D Median Strong 196 0

30. 1 0.50 2-D Median Strong 66 0

31. 2 0.10 2-D Median Strong – 0

32. 2 0.25 2-D Median Strong 146 0

33. 2 0.50 2-D Median Strong 54 0

34. 3 0.10 2-D Median Strong 3163 0
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est. For the indicated sets, a statistical analysis was 
carried out, based on which it was determined 
whether the obtained differences in deviation 
values are statistically significant between sets. 
The analysis was performed for individual areas 
of electron beam profiles and from the percentage 
depth doses.

In order to verify the hypothesis of a significant 
impact of individual sets of eMC parameters on 
the differences in deviation values between the ac-
tual dose and the calculated dose in the area of δ4(l), 
δ2(l), δ3, δ2(r), δ4(r) of the beam profile, the univari-

ate analysis of variance was performed and, on 
its basis, it was found that the deviations between 
the actual dose and the calculated dose in the com-
pared sets differ statistically significantly in the area 
of δ4(l), δ2(l), δ2(r), δ4(r) of electron beam profiles, i.e. 
in the so-called shadow and penumbra regions 
(l — left side of the analyzed profile, r — right side). 
However, in the most important region, which is 
the therapeutic region δ3, the differences between 
the analyzed sets are not statistically significant. 
In order to find groups that differ from each other, 
multiple post-hoc comparisons were carried out. 

Table 2. The time of calculation of the dose distribution by the computerized treatment planning system for individual sets 
of parameters of the Electron Monte Carlo (eMC) algorithm. In the last column in the fields with the value “1”, the absolute 
value of the difference between the maximum calculated dose Dmax,cal and the reference Dmax,ref is within the specified 
uncertainty interval for each applicator

No. Statistical 
uncertainty [%] Grid size [cm] Smoothing 

method
Level 

of smoothing Time [s] |Dmax,cal - Dmax,ref|

35. 3 0.25 2-D Median Strong 119 0

36. 3 0.50 2-D Median Strong 52 0

37. 1 0.10 3-D Gaussian Low 6214 1

38. 1 0.25 3-D Gaussian Low 183 1

39. 1 0.50 3-D Gaussian Low 67 0

40. 2 0.10 3-D Gaussian Low 2772 1

41. 2 0.25 3-D Gaussian Low 93 1

42. 2 0.50 3-D Gaussian Low 67 0

43. 3 0.10 3-D Gaussian Low 2142 1

44. 3 0.25 3-D Gaussian Low 88 0

45. 3 0.50 3-D Gaussian Low 55 1

46. 1 0.10 3-D Gaussian Medium – 0

47. 1 0.25 3-D Gaussian Medium 188 0

48. 1 0.50 3-D Gaussian Medium 69 0

49. 2 0.10 3-D Gaussian Medium 4864 0

50. 2 0.25 3-D Gaussian Medium 99 0

51. 2 0.50 3-D Gaussian Medium 58 0

52. 3 0.10 3-D Gaussian Medium 3525 0

53. 3 0.25 3-D Gaussian Medium 78 0

54. 3 0.50 3-D Gaussian Medium 55 0

55. 1 0.10 3-D Gaussian Strong 6038 0

56. 1 0.25 3-D Gaussian Strong 216 0

57. 1 0.50 3-D Gaussian Strong 73 0

58. 2 0.10 3-D Gaussian Strong 2786 0

59. 2 0.25 3-D Gaussian Strong 98 0

60. 2 0.50 3-D Gaussian Strong 62 0

61. 3 0.10 3-D Gaussian Strong 2140 0

62. 3 0.25 3-D Gaussian Strong 97 0

63. 3 0.50 3-D Gaussian Strong 60 0
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On their basis, a statistically significant difference 
was observed in individual areas between the eMC 
parameter sets. Based on the results obtained from 
the statistical analysis, it was found that the best 
set which differs statistically significantly from 
each other in the area of δ4(l), δ2(l), δ2(r), δ4(r) 
is a set for statistical uncertainty of 1%, size of 
the calculation grid: 0.25 cm, smoothing methods: 
3-D Gaussian, level of smoothing: mean. In each 
of the analyzed regions, the mean value of the de-
viation between the actual dose and the calculated 
dose for this case is the smallest.

In the case of the percentage depth dose, 
a one-way analysis of variance was also performed 
to test another hypothesis of a significant influence 
of individual sets of eMC parameters on the dif-
ferences in deviation values between the reference 
dose and calculated dose in the area of δ1, δ2, δ4. 
Analogous calculations were made as in the case of 
beam profiles and, on their basis, it was found that 
the deviations between the actual dose and the cal-
culated dose in the compared sets were statisti-
cally significantly different in all analyzed regions 
of the PDDs. Based on the results obtained from 
the multiple post-hoc comparisons and the aver-
age error values obtained for the compared sets, 
which differ statistically significantly, it was con-
cluded that the set for statistical uncertainty of 1%, 
the size of the calculation grid: 0.25 cm, the meth-
od of smoothing: 3-D Gaussian, the mean level 
of smoothing, is the least favorable for region δ1 
and δ4 (scattered photons). Significant statistical 
differences between the sets were also observed in 
the area of δ2 percentage depth doses, in which cas-
es for statistical uncertainty of 1%, calculation grid 
size: 0.10 cm, smoothing methods: 3-D Gaussian, 
level of smoothing: low and statistical uncertain-
ty of 2%, calculation grid size: 0.10 cm, smooth-
ing methods: 3-D Gaussian, level of smoothing: 
low have the highest average error value.

Discussion

The calculation time can be roughly described 
by a power function, dependent on SU, as pre-
sented on Figure 1. In the case of the smallest ap-
plicator, the increase in calculation time caused 
by the change in the SU value from 3.0 to 0.2% is 
eleven times. For the largest applicator, the same 
change causes the calculation to take 76 times lon-

ger. Correlation of preliminary data from Table 1 
with Figure 2 allows a conclusion that the best re-
sults (the lowest noise) are obtained for very long 
times. However, in routine clinical work, such 
times would be unacceptable, especially for large 
applicators. Therefore, for further studies, SU val-
ues were adopted, which gave acceptable results 
and computation time was not too long.

In a simplified mental model it can be assumed 
that voxels with a high dose will only be in the area 
covered by the applicator. The “layer thickness” of 
voxels of a certain dosage in the direction of depth 
in the phantom is approximately constant for given 
beam energy and does not depend on the size of 
the applicator. In such a model, the calculation time 
will be proportional to the surface area of the appli-
cator. The quotient of the applicator surface areas 
is 252/62 = 17.4, 252/152 = 2.8 and 152/62 = 6.3. Such 
a relationship is approximately satisfied only for 
the smallest SU values and tends to approach unity 
with an increase in the value of statistical uncer-
tainty.

From the obtained results, it can be concluded 
that it is not possible to clearly indicate the set of 
parameters that would be fully satisfactory. Chang-
ing one of the parameters may improve one of 
the characteristics of the beam, but at the same 
time it results in deterioration of another.

For the duration of the calculation (Tab. 2) un-
der constant conditions of the other parameters 
for the eMC algorithm, it was found that the sta-
tistical uncertainty and the size of the calculation 
grid have an impact on the calculation speed. As 
both the statistical uncertainty value and the mesh 
size increase, the time it takes for the computerized 
treatment planning system to calculate the dose 
distribution is reduced. Changing the level, as well 
as the method of smoothing, does not significantly 
affect the duration of the calculation. In the case 
of the smallest grid (0.10 cm) and the smallest an-
alyzed statistical uncertainty value, the calculation 
lasted about 1 h 40 min., regardless of the other pa-
rameters. Changing the size of the grid to 0.25 cm 
caused the reduction of the calculation time to 
less than 4 min., which is a significant change. If 
the grid was maintained at 0.10 cm and the statis-
tical uncertainty changed to 2.0%, the calculation 
time was about 40 min. In two cases, the calcula-
tions took more than an hour, but this was due to 
other computational processes sharing resources. 
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Figure 1. Graphical representation of the calculation time as a function of statistical uncertainty values, error bars denote 2 
standard deviations (SD)

Figure 2. Beam profile as the statistical uncertainty (SU) function for 6 MeV at dmax for 10 × 10 cm2 applicator (normalization 
in the beam axis intentionally done so that the profiles do not obscure each other and noise becomes visible)
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For the statistical uncertainty of 3.0% at 0.10 cm 
grid, the calculation times are also of the order of 
thirty minutes. In all other cases, the calculation 
time is in the order of a few minutes. In several cas-
es in Table 2 information about the calculation time 
is missing (rows 19, 25, 28, 31, 46) because the sys-
tem indicated errors and stopped the calculation 
after more than 2 hours of calculation. The error 
was repeatable. The reason for the behaviour of 
the Eclipse system remained unknown. For such 
cases the calculations were performed individually 
for single applicators to receive point dose and dose 
distribution.

For profiles (Tab. 4), the only set with an average 
level of smoothing out of the selected seven turned 
out to be the best suited for the measurements. In 
that case, the average of all obtained mean confi-
dence limits Δmean for electron beam profiles was 
below 2.00%. The highest value of the average con-
fidence limits was obtained by the set with a low 
level of smoothing, but using the 2D Median meth-
od (2.65%). Just behind it, with a value equal to 

2.62%, was the case without smoothing. In the case 
of smoothing profiles, a small value of the calcula-
tion grid had a positive effect, regardless of statisti-
cal uncertainty, and gave a result of 2.16 and 2.15%, 
respectively (the last two items in Tab. 4).

The winning set for the profiles simultaneously 
reached the highest value of the mean confidence 
limits Δmean for the percentage depth doses (2.73%). 
Not much worse are the sets ranked 2nd and 3rd in 
the profile comparisons, with 2.61% and 2.59%, 
respectively. The set of parameters best reflecting 
the dose decrease with depth reaching an aver-
age confidence limit of Δmean of 1.65% and simul-
taneously was the set with the worst model fit for 
the measurements for the profiles.

It has been observed that an increase in the lev-
el of smoothing causes an increase in the dis-
crepancy between the maximum dose measured 
at the point and the maximum dose calculated 
by the computerized treatment planning system 
(Tab. 2). For the medium and strong levels of 
smoothing, regardless of the smoothing meth-

Table 3. Recommended deviation values for different regions of the electron beam [14]

Region 
designation Type and location of the region Deviation value for simple geometry, homogeneous 

environment

δ1

High dose, small dose gradient

Central axis of the radiation beam 
2.0%

δ2

High dose, large dose gradient

Dose drop area in the central axis, penumbra region
10.0%

δ3

High dose, small dose gradient

Outside the central axis of the radiation beam
3.0%

δ4

Low dose, small dose gradient 

Region beyond the beam boundary
3.0%

Table 4. Sets of electron Monte Carlo (eMC) algorithm parameters with the smallest deviation values along with 
the corresponding time of calculation of the dose distribution by the computerized treatment planning system. 
Determinations: — the mean value of all obtained mean confidence limits  for electron beam profiles; — the mean value 
of all the mean confidence limits obtained  for the percentage depth doses

No. Statistical 
uncertainty (%)

Size nets 
[cm]

Smoothing 
method

Level 
Honing μprof μPDD μprof + μPDD Time

1. 1 0.25 3-D Gaussian Low 2.36 1.70 4.06 3 mins 3 s

2. 1 0.25 2-D Median Low 2.65 1.65 4.30 3 mins 40 s

3. 2 0.25 3-D Gaussian Low 2.44 2.05 4.49 1 mins 33 s

4. 1 0.25 lack – 2.62 1.90 4.52 3 mins 12 s

5. 1 0.25 3-D Gaussian Medium 1.96 2.73 4.69 3 mins 8 s

6. 1 0.10 3-D Gaussian Low 2.16 2.59 4.75 1 h 43 mins 34 s

7. 2 0.10 3-D Gaussian Low 2.15 2.61 4.76 46 mins 12 s
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od used, not a single set was observed for which 
the calculated differences would be less than those 
set for each of the applicators. Another factor that 
affects these discrepancies is the calculation grid. 
The smaller the grid size, the better the fit. Out of 
the sixteen sets in which there was a consensus for 
all applicators, nine had a grid of 0.10 cm. There 
were three cases in which the grid was equal to 
0.50 cm. Therefore, the best results were obtained 
for unsmoothed data sets (for which the level of 

smoothing does not matter) or smoothed ones 
with a low level.

Conclusions

The above analysis of matched profiles and dose 
decreases confirms the opposite effect of specific pa-
rameters on the obtained results. Improving the fit 
of profiles with the help of smoothing, clearly causes 
a deterioration in the matching of percentages depth 

Figure 3. The percent depth dose (PDD) curves of the electron beam dose with marked areas where deviations between 
calculations and measurements are compared. A tenfold increased gradient for the PDDs are also shown. Graphs for energies 
of 6 MeV (top panel) and 22 MeV (bottom panel) are presented
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doses. In addition, smoothing results in greater dis-
crepancies between absolute dose values in points.

Taking into account the duration of the calcu-
lations, the correspondence of the absolute dose 
calculated with the measured one within the deter-
mined uncertainty limits and the results obtained 
from the statistical analysis of relative doses, 
the optimal values of the parameters of the eMC 
algorithm are as follows: statistical uncertainty: 
2.0%, calculation grid size: 0.25 cm, 3-D Gaussian 
smoothing method with low level of smoothing. 
Such a set of parameters allows the distribution of 
the dose and the number of monitor units  to be 
obtained in a clinically acceptable time of sever-
al minutes. Based on the obtained results, it can also 
be concluded that statistical uncertainty, the size 
of the calculation grid, the method of smoothing 
and the level of smoothing have a significant im-
pact on the dose distribution, and the first two fac-
tors also mostly affect time of calculation.

When analyzing the results, a suggestion aris-
es that the process of planning the distribution of 
the dose with electron beams should be carried out 
in two stages. In the first one, the values of the pa-
rameters for the Electron Monte Carlo algorithm de-
scribed in the above paragraph can be used to quick-
ly obtain a satisfactory result, not fundamentally 

deviating from the one confirmed by measurements, 
without waiting too long for the results of individual 
geometry changes (necessary changes of arm angle, 
collimator angle, applicator dimension, frame shape, 
use of bolus, its various thicknesses, etc.), which are 
an integral part of the treatment planning process. 
At this stage, the planning process can be completed, 
bearing in mind the optimal compliance of the data 
calculated with the measurements.

However, purists creating treatment plans may 
then feel unsatisfied with the noise visible on 
the profile with a low level of smoothing and a rel-
atively high SU value. Therefore, following the ex-
ample of other treatment planning systems, a sec-
ond step can be taken, the effect of which would 
be the distribution with the least possible level of 
noise and, at the same time, the most convergent 
with the measurements. To obtain such a final dis-
tribution, the SU value should be significantly re-
duced, preferably to the minimum value and then 
the results obtained would be more similar to 
the measurements, both in terms of the three-di-
mensional dose distribution and the designated 
number of monitor units. This may involve several 
dozen minutes of calculations, but with the final 
geometry of the plan already in place, only this sin-
gle calculation remains to be performed.

Figure 4. Beam profile with marked regions where deviations between calculations and measurements are compared using 
different tolerance values
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