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Abstract 

Living organisms can build their bodies with complex shapes and functions. This process, called development, 

is remarkable because it achieves the desired shape and function in a programed manner without external help. 

Understanding and reconstructing this process will be useful to build complex artificial systems. 

Biological development is interpreted as a combination of four phenomena: pattern formation that determines 

the shape, morphogenesis that changes shape, cell differentiation that functionalizes cells according to their 

location, and growth that increases size. Pattern formation, which plays a role in early developmental stage, 

proceeds through complex, simultaneous, and multi-step interactions among biomolecules. Although 

understanding the mechanism of development at molecular level is not easy, simulations of spatiotemporal 

concentration change due to molecular reaction and diffusion can reproduce the patterns. In other words, artificial 

pattern formation is possible if the actual chemical reactions and diffusion can be programed according to the 

desired purpose. 

Synthetic DNA is beneficial for programing chemical reactions because DNA-DNA interaction can be defined 

by designing the base sequences. Various DNA reaction systems have been reported, and some have been applied 

to construct reaction–diffusion systems. However, diffusion programs have received almost no attention so far. 

In this study, I aim to program both reaction and diffusion in a DNA chemical reaction system to realize cascaded 

pattern formation. I investigated a method to form a bisector pattern between sources by programming DNA. 

First, I employed a DNA anchoring method and logic gate to construct a DNA reaction–diffusion system that 

forms a bisector pattern in a hydrogel. The AND gate forms a complex when two inputs from the sources coexist. 

The bisector pattern formation was observed by fluorescent modification for the inputs, and was well-reproduced 

by simulation. 

Next, I introduced diffusion modulation to program the diffusion term. The diffusion of the inputs is suppressed 

by a trap DNA anchored to the hydrogel. The degree of suppression can be adjusted by changing the concentration 

of the competitor, which competes with the input. Using this method, I successfully changed the position of the 

bisector pattern. 

However, there is a problem of low pattern resolution. To address this, I redesigned DNA reaction system to use 

the polymerization approach. In this approach, DNA is designed to hybridize each other alternately to form a 

polymer. As polymerization proceeds, the molecular size increases and diffusion decrease according to the 

Einstein–Stokes equation. When two DNAs diffuse from each source in a hydrogel, they react on the bisector 

between the sources and start forming a polymer and their diffusion stops after sufficient polymerization. This 

technique formed a four-fold sharper pattern using less DNA. In addition, I successfully shifted the bisector 

position by suppressing diffusion using adjuster DNA. The pattern formation was well-reproduced by numerical 

simulation. 

For cascaded pattern formation, I prepared DNA pairs with orthogonal sequences to form multiple parallel 

bisector patterns. Using adjusters to parallelize the pattern formation, I achieved a cascaded pattern formation, 

where bisectors first appear on the left and right sides and an additional bisector forms between them. These pattern 

formation processes were also well-reproduced by simulations. 

Cascaded pattern formation by DNA-based reaction–diffusion system is important for artificial systems that 

configure themselves like living organisms. Integration with other technologies, such as molecular motor control, 



DNA hydrogel, and biosensing, will enable us to design artificial systems that change their shapes and functions. 

In future, it is expected to provide a new approach to realizing artifacts that develops by themselves. 
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1. Introduction 

1.1 Pattern formation in nature 

Living organisms autonomously construct their bodies, which have complex shapes and 

various functions. If we can understand and reconstruct the phenomena that realize the desired 

forms and functions during development, it will be possible to design self-organizing artifacts.  

The process and principles of organismal development have been studied extensively. 

Wolpert et al. distinguished four processes in development as follows: pattern formation, 

morphogenesis, cell differentiation, and growth (Figure 1.1). Pattern formation is the process 

of determining body shape and function distribution, morphogenesis is the process of changing 

the shape, cell differentiation is the process of changing the cellular structure and function, and 

growth is the process of increasing body size [1, 2]. The first three processes are particularly 

important in achieving the desired shape and function. 

In engineering, which can be regarded as an attempt to realize desired shapes and functions 

in an artificial system, morphogenesis and cell differentiation can be interpreted in terms of 

hardware and software. For example, mechanical analysis can be used to estimate the structural 

strength to obtain the desired shape, and informatic analysis uses the necessary algorithms to 

realize various functionalities. In other words, the self-organizing properties of natural 

organisms can be effectively used to achieve desired geometry and functionality in artificial 

systems. 

Pattern formation is the process of translating the design into reality, and there is no 

equivalent specification- and blueprint-based ordinary fabrication process. Designing the 

pattern formation process is the central issue in an artificial system that self-organizes itself. 

Multi-step gene expression causes pattern formation of natural organisms. Spatial gradients 

in the concentration of gene expression-produced proteins promote or inhibit gene expression 

and cause the spatial protein distribution. The patterns created by protein distribution become 

complex as these proteins influence the expression of other proteins. 
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1.2 Reaction–diffusion system for pattern formation 

Several studies have attempted to reproduce it in engineering systems by focusing on pattern 

dynamics instead of directly mimicking the principle of gene expression. The complex patterns 

seen on the body surface of living organisms are formed autonomously due to spatial 

differences in gene expression and proteins synthesized in each cell of the body surface [3,4]. 

Turing modeled the pattern formation by the interaction between molecular interaction 

(reaction) and molecular movement (diffusion) [5, 6]. The basic idea in the reaction–diffusion 

system is to express the spatiotemporal change in molecule concentration in a single partial 

differential equation. As an example, consider a situation where chemicals X and Y react to 

produce Z. The chemical reaction is described as follows: 

𝑋 + 𝑌 ⇀ 𝑍, 

where 𝑘 is the rate constant for this reaction, and 𝐷𝑋 , 𝐷𝑌, and 𝐷𝑍 are the X, Y, and Z diffusion 

coefficients, respectively. The spatiotemporal concentration change can be expressed by the 

following three partial differential equations:  

Figure 1.1 Schematics of biological development. A typical pattern formation in fly 

embryogenesis. 
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𝜕

𝜕𝑡
[𝑋] = 𝐷𝑋∆[𝑋] − 𝑘[𝑋][𝑌] 

𝜕

𝜕𝑡
[𝑌] = 𝐷𝑌∆[𝑌] − 𝑘[𝑋][𝑌] 

𝜕

𝜕𝑡
[𝑍] = 𝐷𝑍∆[𝑍] + 𝑘[𝑋][𝑌] 

where [X], [Y], and [Z] are concentrations of each chemical and the left side is the time change 

of the concentration at a point. The first and second terms of the right side represent diffusion 

and reaction, respectively. Diffusion is proportional to the diffusion coefficient and spatial 

distribution gradient divergence. The Stokes–Einstein equation describes the diffusion 

coefficient as follows [7, 8]: 

𝐷 =
𝑘B𝑇

6𝜋𝜂𝑟
. 

Here, 𝑘B is the Boltzmann constant, 𝑇 is the absolute temperature, 𝜂 is the dynamic viscosity, 

and 𝑟 is the radius of the spherical particle. 

The reaction term explains the reaction that consumes one X and one Y to produce one Z, at 

𝑘 rate. Z production is proportional to 𝑘 and X and Y concentration. The plus and minus signs 

are reversed in the equations of reactant and product. For a system consisting of three chemicals 

X, Y, and Z, the general reaction–diffusion equation can be described by summarizing the 

reaction term of X by 𝑓𝑋([𝑋], [𝑌], [𝑍]) as follows:  

𝜕

𝜕𝑡
[𝑋] = 𝐷𝑋∆[𝑋] + 𝑓𝑋([𝑋], [𝑌], [𝑍]) 

𝜕

𝜕𝑡
[𝑌] = 𝐷𝑌∆[𝑌] + 𝑓𝑌([𝑋], [𝑌], [𝑍]) 

𝜕

𝜕𝑡
[𝑍] = 𝐷𝑍∆[𝑍] + 𝑓𝑍([𝑋], [𝑌], [𝑍]) 
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When we have the chemical distribution of a system at a certain time step, the chemical 

distribution of the next timestep can be calculated based on the equations. The diffusion 

coefficient, the chemical equation, the rate constant of each reaction, and the initial spatial 

chemical distributions determine the behavior of the reaction–diffusion system. 

Thus, we can realize a pattern formation in reaction–diffusion system by appropriately setting 

these conditions. Kondo et al. compared the pattern on fish skin and numerical simulation based 

Figure 1.2 Turing pattern with several reaction rate and diffusion coefficients. Diffusion 

coefficient and rate constant increase in the rightward and downward directions, 

respectively. 
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on the Turing model, which is one of a reaction–diffusion system, and reported that reaction–

diffusion simulation can potentially predict such biological pattern formation [3,6]. 

Different rate constants and diffusion coefficients change the resultant pattern in the system 

with the same reaction equation. For example, in the Turing model, when the initial condition 

has a random noise for the concentration, a mazed-like pattern forms when the diffusion 

coefficient is small, while a dot pattern is obtained for a large diffusion coefficient. As the rate 

constant increases, the lines of the maze and the dots become fine (Figure 1.2). 

A reaction–diffusion system with appropriate parameters, such as periodic oscillatory 

reaction called Belouzov–Zhabotinsky reaction, may be applied to the artificial pattern 

formation [9, 10]. In this reaction, the metal salts concentration ratio changes periodically by 

redox reaction, and the solution color changes, allowing us to observe the reaction dynamics. 

When the solution is prepared in a shallow dish, a spot-like pattern appears and then expands 

concentrically [11, 12]. 

Pattern formation using differences in metal compound solubility has also been reported [13]. 

Between two electrolytes that produce precipitates, one is spread throughout the system at a 

low concentration, while the other is dropped as a spot at a high concentration. In this situation, 

an area of lack of reactant surrounds the precipitate-producing area. When a high-concentration 

electrolyte solution is dropped on multiple points, these propagating areas contact each other, 

the reactant depletes, and the reaction stops. Accordingly, a Voronoi pattern referring to the drop 

locations forms. 

Note that the pattern is composed of precipitates, so the resultant pattern remains as 

heterogeneous distribution of molecules.  

Recently, a method to change the physical properties of the medium using the localization of 

molecules has been reported. Boekhoven et al. designed two molecules that form a polymer 

when they react with each other. They built a system where polymerization occurs in the central 

region by diffusing two molecules from the left and right sources [14-16]. In this system, 

polymer localization forms a bisector line between the two sources. Furthermore, since a 

polymer network forms, gelation occurs on the bisector. This means that by associating the 

reaction–diffusion system with the gel–sol phase transition, it is possible to create hydrogels 

with a shape of the formed pattern. 
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Various artificial reaction–diffusion systems based on chemical reactions have also been 

reported, and the effects of parameters have been well studied [17, 18]. However, constructing 

a new arbitrary reaction system is generally difficult because designing the materials interacting 

with each other in desired manner is difficult. Realizing the pattern formation seen in biological 

development may require a high level of programmability.  

1.3 DNA-based reaction–diffusion system for artificial pattern 

formation 

1.3.1. Synthetic DNA as a programmable material 

Designing reaction–diffusion system requires materials that program their parameters for 

reaction and diffusion. Thus, synthetic DNA is particularly useful. While DNA carries genetic 

information, it is also programmable [19-22]. 

A DNA molecule is composed of three elements: a base, a sugar, and a phosphate. The base 

is attached to the sugar and the sugar and the phosphate are interlinked to form the backbone. 

These bases are one of four types: adenine (A), guanine (G), cytosine (C), and thymine (T). 

They specifically form base pairs when A–T or G–C face each other. This property is called 

complementarity, and complementary bases are called Watson–Crick base pairs [23]. This 

property determines the complementary sequence for an arbitrary DNA base sequence. The 

thermodynamic properties of base pair formation have been carefully investigated, and the 

structure composed of DNA sequences can be predicted presently [24-30]. In other words, 

appropriate base pair design enables us to construct various reaction systems and nanostructures 

using DNA. 

Hybridization, the basis for implementing the desired reaction system, is base pairing 

between the complementary single-stranded DNA. When two DNAs X and Y with 

complementary sequences are in a solution, double-stranded DNA Z forms by hybridization. 

𝑋 + 𝑌 ⇀ 𝑍, 
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 Since the double-stranded DNA is less reactive, it is necessary to devise a way to denature 

it. For denaturing the double-stranded DNA, designing a single-stranded domain that serves as 

a toehold for the reaction and recombing it into a stable bond is useful [31, 32]. The reaction is 

called the toehold-mediated strand displacement reaction (or just strand displacement) based 

on the thermodynamical mechanism that a long complementary sequence stabilizes the double 

helix structure DNA Y’, which has more bases than Y, hybridizes with DNA X, DNA structure 

Z’ with a single-stranded domain as a toehold. Z’ and X’, which is fully complementary to Y’, 

react with each other to produce double-stranded DNA Z’’, which comprises X’ and Y’, and 

release the X as a single-stranded DNA. The reaction is described as a chemical equation as 

follows: 

𝑍′ + 𝑋′ ⇀ 𝑋 + 𝑍′′, 

Figure 1.3 Shape of DNA. The DNAs are usually illustrated by the arrows (double-stranded 

DNA is indicated by a pair of anti-parallel two arrows. 
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Artificial reaction systems capable of information processing have been constructed by 

designing DNA sequences with the differences in stability due to complementary sequence 

domain and its arrangement [33-38]. The tools for sequence design, such as DINAMelt [39], 

NUPACK [40], and Visual DSD [41] are available online without installation. (However, as of 

2022, we cannot access Visual DSD, which was a convenient tool for studying the time 

development of chain displacement reactions.) 

Artificial reaction systems often utilize modified DNAs [42-44]. A typical example includes 

fluorescent modifications used to visualize specific DNA [45], and molecules that add reactivity 

to DNA such as functional peptides [46]. Other modifications that allow DNA manipulation, 

such as changing bonding between DNAs [47-49], and cleaving backbones in response to light 

[50] are also widely used. Developing artificial bases, which expands the possibilities of 

sequence design, is also progressing [51-53]. The application of functionalized DNA as a 

biocompatible molecule has also been well studied.  

In the complementarity-based interaction, although the bond between DNAs changes, the 

primary structure of DNA molecules in solution does not change. Complex reaction systems 

are produced using DNA producing enzymes, such as polymerase, nickase, and exonuclease. 

Hybridization:

A+B→C

Strand displacement reaction:

D+E→F+G

Polymerase: Elongation

Nickase: Cutting

A

B

C

D

E

F

G

Exonuclease : Degradation

Sequence dependent reactions Enzymatic reactions

Fig. 1.4 Basic DNA reactions. Same color indicates a reaction domain with a 

complementary sequence. 
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Polymerase elongates DNA and synthesizes a complementary sequence to the template DNA. 

Nickase detects specific sequences in double-stranded DNA and cleaves the backbone, and the 

exonuclease degrades DNA molecules. A combination of these enzymes has been designed to 

control the DNA rection systems [54-56]. 

1.3.2. DNA-based reaction–diffusion system with enzymes 

Recently, some studies have reported the application of DNA reactions to artificial reaction–

diffusion systems. Enzymatic reactions that can produce or degrade DNA molecules in a system 

are particularly useful to design such reaction–diffusion systems.  

Figure 1.5 Wave pattern formation using enzymatic reactions. According to the reaction 

shown above, predator increases in the region of increased prey, and spatially propagates 

with highly prey concentration region followed by high predator concentration region. 

Adapted from [60]. 

Time

Distance

C
o
n
c
e
n
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a
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o
n

Spatial pattern
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Fujii et al. designed a DNA-based reaction referring to a predator-prey oscillator [57]. The 

oscillator consists of three chemicals: grass, prey, and predator. The grass works as a catalyst to 

increase the amount of the prey, the amount of predator increases by consuming the prey, and 

the prey and predator are degraded at a constant rate. Under an appropriate condition, an 

increase in the predator follows the increase in prey. Then, the predator decreases because of 

the lack of prey, and the prey increases again and the cycle goes on [58, 59].  

Figure 1.6 French flag pattern formation. As shown above, when there is a gradient in the 

amplifying factor concentration in a space where the target always degrades, the target is 

amplified in the high concentration region and degraded in the low concentration region, 

generating a steep concentration gradient. Furthermore, when target 1 repress the 

amplification of target 2, the target 2 is amplified on the opposite side of target 1, resulting 

in compartmentalization into three regions, including a region where the repression is 

balanced, and both do not increase. Adapted from [61]. 
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Here, grass, prey, and predator are all represented by DNA strands, and they increase or 

decrease by enzymes. The grass strand has a repeated base sequence complementary to the prey 

strand sequence. When a prey strand hybridizes with a grass strand, a polymerase elongates the 

prey strand, a nickase cut it, and the number of prey strand increases to two. In contrast, the 

prey and predator strands hybridize and the prey strand transforms into a predator strand by 

polymerization. Thus, the grass strand increases the prey strand amount catalytically, and the 

predator strand increases by consuming the prey strand. Both prey and predator strands are 

degraded by exonuclease. The authors use these interactions among these DNA strands to 

realize wave propagation behavior [60].  

Such a DNA reaction system using enzymes called “PEN DNA toolbox” is employed for 

several applications. Anton, et al. utilize the toolbox for a reaction–diffusion system that 

generates a French flag pattern [61] (Figure 1.6), which resembles fly development [62]. They 

use a reaction system similar to the previous oscillator to control the concentration of the prey 

strand as a target molecule, where the grass and predator strands are used as amplifier and 

repressor for the target, respectively. When the concentration of the amplifier has a gradient, 

the target increases only where the amplifier is rich. Furthermore, a reference DNA that works 

as an amplifier for target 1 and repressor for target 2 is introduced. Where the reference is rich, 

target 1 is amplified, but target 2 is repressed. However, where the reference concentration is 

low, target 2 is amplified and target 1 is degraded. Using such reactions, a French flag pattern 

in a 1D reaction–diffusion system is realized.  

1.3.3. Enzyme-free DNA-based reaction–diffusion systems 

The DNA reaction systems can be applied to program reaction–diffusion systems. A 

simulation study on designing the DNA reactions for programming desired patterns has 

constructed five reaction modules called SHARPEN, COPY, AND, NOT, and BLUR [63]. 

Reaction–diffusion systems that form some desired shapes were successfully programed by 

combining these modules. 

Reaction and diffusion speeds should be considered while designing a reaction–diffusion 

system. If reaction and diffusion magnitudes are not in the same order, one term will dominate, 

and the influence of the other term will be suppressed. Many DNA computing systems are 
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designed so that the reaction field is always homogeneous [64-66]. This is because the diffusion 

rate is larger than the DNA interaction rate in ordinary solution conditions. Thus, concentration 

changes due to the reaction are immediately homogenized by diffusion. For instance, the 

diffusion coefficient of 20 nt DNA is approximately 108.6 μm2/ s [67]. On the contrary, when 

the DNA reacts with other DNA complex with strand displacement, is approximately 3×106 

/M/s rate [31]. Thus spatial concentration gradient patterns are lost by diffusion. Constructing 

Figure. 1.7 Reaction–diffusion system using reservoirs. Based on the reaction system shown 

in the upper left, pattern formation can be realized by preparing DNA in the gel region (grey) 

and the solution region (light blue) as shown in the upper right. As shown in lower left, a 

linear or hill-shaped chemical gradient can forms by changing the DNA in the gel and 

solution, and a recovery behavior can be realized by continuously supplying DNA with a 

microfluidic device, as shown in the lower right. Adapted from [68, 69] 
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a reaction–diffusion system for pattern formation requires a design that balances between 

reaction and diffusion.  

One approach to solve this is to employ a DNA reservoir. Zenk, et. al. set reservoirs in which 

they continuously replace the inner solution to maintain the DNA concentration in the reservoirs 

(Figure 1.7) [68]. They designed four DNA complexes (source, initiator, recapturer, and 

Figure 1.8 Edge detection in hydrogel using DNA circuit. The input UV light activates A 

and inhibit B. The reaction cascade proceeds only in the boundary region where diffused 

activated A and uninhibited B coexist, resulting in edge detection. Adapted from [70] 
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reporter) for DNA release, recapture, and reporting and realized stable pattern formations. 

During the release reaction, the source and initiator react and release output. The output reacts 

with both recapturer and reporter, with different rates and reversibility. The recapture reaction 

is slow but irreversible and consumes the output. However, the reporting reaction is fast and 

reversible. Therefore, the released output is initially used for the reporting reaction, and then 

gradually consumed by the recapture reaction. They built a reaction–diffusion system where 

the recapturer and reporter are prepared in the whole area, and the source and initiator are stored 

in facing reservoirs. The reporting reaction was visualized using a fluorescent signal. In addition, 

the authors have also reported later that microfluidic devices can continuously supply DNA. 

The pattern formed there recovered from the disturbance [69]. 

Another well-known example is an edge detection system constructed in a polyacrylamide 

gel (Figure 1.8) [70]. This system detects the UV-irradiated area on the hydrogel using A, B, 

and C DNAs, which have active and inactive states and are initially inactive. The activated A 

and B activate inactive B and C, respectively, and fluorescent emission visualizes the C DNA 

activation. The input UV irradiation activates A and inhibits the B activation. Then, the active 

A diffuses into the unirradiated area and starts the activation cascade. Since inactive B and 

active A are around the irradiated area boundary, the cascade occurs only at the edge of the 

irradiated area. 

1.3.4 Programming DNA diffusion 

There are two main ways to maintain the patterns in methods described. In the first method, 

the pattern is dynamically maintained by balancing supply and dissipation. In the second 

method, it is statically maintained by immobilizing the molecules. The mechanism to change 

the diffusion of molecules also differs. Since the chemical gradient is lost by diffusion, the 

pattern formation in a reaction–diffusion system requires a mechanism to maintain the result. 

The methods for dynamic pattern require perpetual molecule supply or synthesis, while the 

systems for static pattern adopt mechanisms that decrease the diffusion of molecules. 

The chemical approach described in section 1.2, uses the BZ reaction, which is a cyclic 

reaction, while the other two approaches involve molecule retention by precipitation. Most 



1. Introduction 

15 

DNA-based approaches mainly focus on the mechanism of dynamic pattern maintenance. This 

is because the advantage of DNA sequence design is usually applied to program reaction terms. 

In contrast, previous studies have focused on the mechanisms that manipulate DNA diffusion 

(Figure 1.9), particularly the size dependence of molecular diffusion based on the Stokes–

Einstein equation [71]. The size of single-stranded DNA depends on the number of bases, but 

long single-stranded DNA is not suitable for practical use because of the increase in undesired 

interactions. On the contrary, grafting even small DNA with a polymer suppress diffusion. The 

copolymerization of acrylamide with acryldite binds acrydite-modified DNA to the 

Figure 1.9 Pattern formation with programmed diffusion. Top, the anchor DNA remains in 

the cell and controls cell–cell signal propagation [71]. Bottom, the anchor DNA prevents the 

dissipation of the pattern created by the enzyme reaction [75]. 
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polyacrylamide network. In particular, a specific DNA can be anchored to a certain space in the 

hydrogel. 

This technique was developed to materialize gellular automata, a cellular automaton realized 

by separating compartments containing molecule solutions using hydrogel walls [72-74]. While 

the DNA signals diffuse in the hydrogel wall and propagate to the neighboring compartments, 

the acrylamide-modified DNA cannot diffuse into the neighbor compartment because it cannot 

penetrate the gel walls. The diffusion state of the signals can be switched by binding the anchor 

DNA. Combining the anchor DNA with DNA logic circuits realizes spatial state transitions of 

the cellular automata. 

This anchoring technique can be combined with enzymatic reactions. Based on previously 

described reaction–diffusion system for French-flag pattern [61], combining the combination 

of the PEN DNA toolbox with the anchor DNA maintains the pattern formed for a long time 

[75]. 

This anchoring method has also been applied to the control diffusion speed of DNA molecule 

[76]. A toehold exchange reaction, in which two DNA strands compete for a toehold of the 

anchor DNA, is the reversible interaction that adjusts the degree of equilibrium to vary the 

diffusion coefficient. This changes the diffusion coefficient by a factor of six and causes 

sequence-specific adjustment between orthogonal DNA sequences. I have employed it in this 

study and described the detailed mechanism in section 3.1. 

1.4 Purpose of this thesis 

This study aim to develop a method to program pattern formation by DNA reaction–diffusion 

systems. I investigated a method for building a DNA-based reaction–diffusion system that 

mimics pattern formation process in biological development.  

During biological development, biomolecules move and interact with each other to create 

ordered patterns, which are maintained for a certain time period to provide the positional 

information necessary to form the body. Mutually orthogonal positional information, such as 

front–back or top–bottom coordinates are simultaneously generated in a closed space called an 
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embryo. The pattern formation occurs in multiple steps in an appropriate order, resulting in 

complex maturation as an individual. The following three issues must be addressed to realize 

such a phenomenon in artificial DNA reaction–diffusion systems. 

1) To construct a reaction–diffusion system that switches the DNA diffusion state in the 

hydrogel to form static patterns. 

2) To program the spatiotemporal DNA diffusion process by introducing a mechanism to 

inhibit diffusion and change the patterns formed. 

3) To combine and link multiple pattern formation processes in a cascade. 

I addressed these issues using two approaches. In Chapter 2, I have described the construction 

of a reaction–diffusion system that forms a static pattern by applying a DNA anchoring 

technique.  Anchor DNA employment in a hydrogel medium and the program for logical 

operations realize a static pattern formation. In Chapter 3, I have introduced an additional 

technique to modulate diffusion, which is an extension of the reaction–diffusion system 

described in Chapter 2. In Chapter 4, I have described the polymerization approach developed 

after evaluating the effectiveness and problems of the approach described in Chapter 2 and 3. 

Figure 1.7 Construction of this thesis 
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In Chapter 5, I have described the realization of parallel and cascaded pattern sresults obtained 

and describe the future perspectives based on them. 
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2. Bisector pattern formation in hydrogel 

In this chapter, I describe the construction of a reaction–diffusion system that forms the basic 

bisector pattern using synthetic DNA. The bisecting pattern can be formed by programming 

two molecules to diffuse form the left and right diffusion sources and stopping their diffusion 

when they react at the center. 

2.1 Design and experimental system 

2.1.1 DNA anchoring method 

Bisector pattern formation requires stopping the diffusion of substances propagating from 

the sources. Here, I explain how to construct a reaction–diffusion system that stops the diffusion 

of two DNAs by combining the anchoring method and the DNA AND gate. 

A method of attaching DNA to polymers has been reported as a DNA anchoring technique. 

By modifying DNA with acrydite and copolymerizing it with acrylamide, anchor DNA that 

attaches to long polyacrylamide chains and does not pass through the wall separated by the 

hydrogel can be produced [71]. The anchor DNA stops the diffusion of other DNA in the 

hydrogel medium by dispersing in the hydrogel. 

The anchor DNA behaves in the same sequence-dependent manner as other DNA because 

molecular modifications to DNA ends do not affect the DNA properties. If the anchor DNA has 

a sequence complementary to the diffusing DNA sequence, they hybridize and stop the 

diffusion. Such diffusion-inhibiting properties can be introduced into a reaction system by 

sequence design. 

2.1.2 DNA AND gate 

To realize a reaction that stops the diffusion of two DNA strands on the bisector, I used a 

DNA AND gate that binds when two single-stranded DNA inputs A and B coexist. In the pattern 
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formation system, hydrogel beads containing two types of single-stranded DNA inputs A and B 

face each other and are surrounded by hydrogel anchored with AND gate to construct a 

reaction–diffusion system. 

This AND gate was designed based on the logic gate using the associative toehold activation 

reaction [34] (Figure 2.2). The AND gate is a DNA complex that operates to bind inputs A and 

B to the anchor DNA only in the presence of both. The details of the reaction are as follows: 

inputs A and B are first combined by hybridization in the reaction domain “b” to form an input 

A–B complex. Since the reaction domain “g” of input B and the reaction domain “a” of input 

A are adjacent by this reaction, AND gate joins input A-B complex via strand displacement 

reaction. 

Figure 2.1 Schematics of the experimental system. In the initial state, the source of 

inputs A and B are placed in a hydrogel medium containing an anchored AND gate 

(upper left). DNA bound to polyacrylamide by acrydite modification not only prevents 

its diffusion but also to stops the diffusion of complementary DNA (upper right). This 

system was realized by filling the area around hydrogel beads with alginate gel with an 

anchored AND gate (lower). 
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In contrast, when only input A is present, input A hybridize with the AND gate at the 6 nt 

reaction domain a, it denatures immediately at room temperature. However, when input A is 

absent, the reaction domain “g” is covered by gate strand 2; thus, input B cannot hybridize with 

the AND gate. 

Figure 2.2 Design of our DNA logic gate. AND gate stably binds only to input A-B 

complex (upper panels). The AND gate consists of two strands (lower left). The inputs 

bind to each other in the reaction domain “b” (lower right). 
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2.1.3 Experimental setup 

The reaction–diffusion system used in the experiment consists of the following four steps 

(Figure 2.3). 

Step 1.Mix 1.5% acrylamide (BIORAD), 0.5% N, N’-methylenebisacrylamide (Bio-Rad 

Laboratories, Inc., CA, USA), and 40 μM acrydite-modified DNA in a 10 mM Tris-

HCl buffer supplemented with 12.5 mM MgCl2 (Fuji Film Wako Pure Chemical 

Corporation, Osaka, Japan) (Other solutions in Chapter 2 and 3 are also with the 

same condition) and add a polymerization initiator (10% TEMED; Bio-Rad 

Laboratories, Inc., CA, USA) and 10% APS (Fuji Film Wako Pure Chemical 

Corporation, Osaka, Japan). Leave it left overnight to attach the DNA to the 

polyacrylamide chain. 

Step 2. Prepare pre-gel solutions for AND gate, input A, and B. 

1) Mix the anchor DNA with other DNA. 

2) Add the connector DNA which mediates the bind between the anchor and the 

inputs. 

3) Mix each solution with 1.5% sodium alginate solution. 

Step 3. Prepare hydrogel beads containing inputs A and B. 

1) Drop 3 μL pre-gel solutions containing inputs A and B into 0.4 M CaCl2 (Fuji 

Film Wako Pure Chemical Corporation, Osaka, Japan) solution. At this time, the 

alginate polymers in the solution cross-link and immediately congeals the 

solution (Figure 2.4 top). The inputs A and B bind to the anchor via the connectors 

and immobilized in the hydrogel. 

2) Remove the CaCl2 solution around the gel, add 150 μL Ca2+-free buffer and 

exchange the buffer again to rinse the beads twice. 

Step 4. Set up the initial state and start pattern formation. 

1) Place the hydrogel beads to face each other in a silicon chamber and fill it with 

sodium alginate solution containing the anchored AND gate. 
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2) Pour CaCl2 solution into the chamber and incubate it for 10 minutes (Figure 2.4 

bottom). 

3) Add 4 μL 8 μM starter DNAs, which release inputs A and B from their connectors 

through strand displacement reaction to initiate pattern formation after 

observation setup.  

Input A and B were modified with fluorescent molecules FAM and TAMRA, respectively, to 

visualize pattern formation process. 

Figure 2.3 Steps for fabricating the reaction–diffusion system. The system was constructed 

in four steps: preparing anchored DNA, mixing pre-gel solution, preparing hydrogel beads 

containing inputs, and setting up initial conditions. 
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2.2 Results and discussion 

 2.2.1 DNA anchoring 

The performance of DNA anchoring was evaluated by polyacrylamide electrophoresis 

(Figure 2.5). Lane 1 contains anchor DNA without step 1 treatment and Lane 2 contains DNA 

with a complementary sequence as a reference. Lane 3 shows a band in the upper position 

compared to than in Lane 2, representing hybridized DNA. 

On the contrary, the lower fluorescent band indicating unanchored DNA disappears in Lane 

4, and the area near the well has strong fluorescence. This indicates that the acrydite-modified 

DNA is bound to the polyacrylamide chain in step 1, increasing its molecular weight. When the 

complementary strands are added (Lane 5), the band observed in Lane 3 becomes faint. This is 

because the added complementary strand binds to the anchor DNA and stays near the well. 

Therefore, the result shows that anchoring is possible by binding acrydite-modified DNA to a 

polyacrylamide chain and does not damage that the sequence-dependent property. 

2.2.2 Associative toehold activation reaction–based DNA logic gate 

The behavior of the DNA logic gate was also evaluated by polyacrylamide gel 

electrophoresis (Figure 2.6).  

Figure. 2.4 Hydrogel preparation for medium 
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Comparing to the bands in Lanes 1–4, which represent inputs A, B, A–B complex, and gate 

strand 1, no interaction between gate strand 1 and input A is observed in Lane 5, while input B 

and gate strand 1 bind to each other in Lane 6. Since the band in Lane 7 appears upper than that 

in Lane 6, three DNAs including gate strand 1 form a complex when both inputs A and B are 

added. Lanes 9–11 show that gate strand 2 does not interact with inputs A and B. Therefore, 

even if the AND gate reacts as designed, the released gate strand 2 will not affect the operation 

of other inputs. 

When gate strands 1 and 2 are mixed to form an AND gate, the inputs do not react with the 

complex (Lanes 12–14). In contrast, when both inputs A and B are added (Lane 7), a complex 

band of input A, B, and gate strand 1 appears, confirming that the AND gate acts as a logic 

circuit as designed.  

2.2.3 Pattern formation in hydrogel medium 

The DNA was introduced into the hydrogel and the pattern formation process was observed. 

The inputs A and B were modified with FAM and TAMRA, and the changes in the concentration 

distribution were visualized as green and magenta fluorescence, respectively. Figure 2.7 shows 

the results of a system where input A is prepared on the left bead and input B on the right bead, 

and the AND gate is anchored to the surrounding hydrogel medium observed for 10 hours. 

Figure. 2.5 Electrophoresis of anchor DNA. DNA was mixed to 1 μM, run on a 10% 

polyacrylamide gel for 60 min at 100 V and stained with SYBR Gold for 20 min. 
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Inputs A and B diffuse into the hydrogel containing AND gate after 2 hours, and a white 

bisector appears weakly between the two beads after 4 hours (Figure 2.7). The white area 

indicates where both FAM and TAMRA fluorescence was observed, indicating that the co-

localization of inputs A and B in this reaction–diffusion system resulted in the appearance of 

the bisector line. This bisector remained throughout the observation period (10 hours), even as 

the DNA in the left and right beads diffused. This suggests that the bisector is not a temporary 

pattern due to the overlap of the diffusion fronts, but a static pattern formed by the programed 

DNA reaction. 

Furthermore, when the same inputs are provided for both the left and the right sides, or when 

the AND gate is not anchored to the surrounding hydrogel, such bisector lines did not appear 

(Figure 2.8). Thus, the bisector pattern did not form when the inputs A and B do not react to the 

AND gate. Therefore, the bisector pattern formed and remained by the operation of the 

anchored AND gate. 

  

Figure. 2.6 Electrophoresis of DNA logic gate. DNA was mixed to 1 μM, for 30 min, and 

run on a 10% polyacrylamide gel for 60 min at 100 V. Left: a superimposed image of FAM 

(green) and TAMRA (magenta) fluorescence images, respectively. The bands of the DNA 

complexes that include both inputs A and B, such as Lane 3, are visualized in white. Right: 

stained with SYBR Gold for 20 min. 
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Figure. 2.7 Bisector pattern formation in hydrogel medium. The results are superimposed 

FAM and TAMRA fluorescence images (green and magenta, respectively). The area 

where inputs A and B coexist is visualized in white. 

Figure. 2.8 Reaction–diffusion system in hydrogel medium insufficient for bisector pattern 

formation. The results are superimposed FAM and TAMRA fluorescence images (green 

and magenta, respectively. (Scale bar: 1 mm). 
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2.2.4 Reaction–diffusion simulation 

The reactions were verified by simulations based on a reaction–diffusion system model. First, 

the molecules involved in the reaction were classified as follows. 

IA : Input A 

IB : Input B 

IAB : Input A–B complex 

A1 : AND gate 

A'1 : AND gate–input A complex (which denatures easily) 

A2 :AND gate–input A–B complex 

The reaction and diffusion for each molecules were described by the following partial 

differential equations and simulated using the reaction–diffusion simulator “Ready” [77] 

(https://github.com/GollyGang/ready) for solving the partial differential equations numerically. 

𝜕

𝜕𝑡
[IA] = 𝐷∆[IA] − 𝑘h[IA][IA] − 𝑘h[IA][A1] + 𝑘d[A'1], 

∂

∂t
[IB] = 𝐷∆[IB] − 𝑘h[IA][IB] − ks[IB][A'1], 

𝜕

𝜕𝑡
[IAB] = 𝐷∆[IAB] + 𝑘h[IA][IB] + 𝑘s[IAB][A1], 

𝜕

𝜕𝑡
[A1] = 𝐷′∆[A1] − 𝑘h[IA][A1] − 𝑘s[IAB][A1] − 𝑘d[A1], 

𝜕

𝜕𝑡
[A'1] = 𝐷

′∆[A'1] + 𝑘h[IA][A'1] − 𝑘d[A'1] − 𝑘s[IB][A'1], 

∂

∂t
[A2] = 𝐷′∆[A2] + 𝑘s[IAB][A1] + 𝑘s[IB][A'1], 

[X] is the concentration of the chemical X at the time, 𝐷 is the diffusion coefficient of DNA 

in the hydrogel medium, and 𝐷′ is the diffusion coefficient of anchored DNA. The rate constant 

𝑘h , 𝑘sd , and 𝑘d  are correspond to hybridization, strand displacement, and denaturation, 

respectively. The values consistent with the experimental results were obtained by changing the 

diffusion coefficient and rate constants based on those reported earlier. The reaction–diffusion 

field was set up in two dimensions (32× 64 pixels), and calculations were performed by 

changing the time t corresponding to seconds (sec) in increments of 0.01. The results were 
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output every 10 minutes (6000 timesteps), which is the same interval as experimental 

observation. 

First, the 𝐷 of DNA in hydrogel was set to 70 μm2/sec based on the DNA diffusion in high-

viscosity solvents [76], and 𝐷′ for anchored DNA was set to 0 μm2/sec, which is close to the 

experimental results. However, the rate constant of 3.3 × 106 /M/sec, which is close to the value 

of 3.0 × 106 /M/sec shown in [31] that investigated the rate of the strand displacement in buffer, 

was too large to reproduce the pattern formation process obtained in the experiment. Then, the 

simulation was conducted at lower rate constant and the results are compared. 

To evaluate the effect of the rate constant, a kymograph was used to visualize the 

spatiotemporal changes in the chemical distribution (Figure 2.9). The leftmost image is the ideal 

case where most inputs reaching the bisector are immediately coupled to the AND gate. 

However, the bisector formed in the experiment has a wide and blurred co-localization area 

possibly due to the low sensitivity of the AND gate. The 𝑘sd was decreased, and a result close 

to the experimental result was obtained at 𝑘sd= 3.3 × 101 [/M/sec]. This value is five orders of 

magnitude lower than that reported previously, and it is expected that there are other reasons 

for the small reaction rate besides the AND gate efficiency. 

One possible cause is the difference in reaction field conditions. In particular, the mesh 

structure of the alginate polymer inhibits molecular diffusion, which reduces the probability of 

DNA collisions, thus decreasing the reaction rate. There is also a difference in the buffer 

condition between our system and the reference. 

Figure. 2.9 Kymographs of bisector pattern formation in simulation with several rate 

constants and in experiment. The larger the rate constant of the strand displacement 

reaction, the thinner the bisector becomes. If the value is too large, the reaction proceeds 

immediately before A’1 denatures, and the position of the bisector shifts slightly toward 

the diffusion source of input A. 
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As the result, the pattern formation in the hydrogel can be reproduced by a simulation with 

𝐷 = 70 μm2/s, 𝐷′= 0 μm2/s, and 𝑘sd= 3.3 × 101 /M/s. However, if the rate constant is increased, 

a finer pattern can be obtained. Although the use of a hydrogel reaction–diffusion field is 

difficult to be improved due to DNA anchoring, the rate constant may be improved by changing 

the logic circuit. 

2.3 Summary 

In this chapter, I report a method to construct an artificial reaction–diffusion system in 

hydrogel by combining a DNA logic gate and anchoring technique. First, I devised a method to 

create a reaction–diffusion field using alginate gel, and verified the effect of anchoring in the 

hydrogel to introduce the DNA anchoring technique into it. Furthermore, I employed an AND 

gate, where the reaction proceeds only when two specific DNA strands (inputs A and B) are 

presented to form a DNA complex and developed a reaction–diffusion system that forms a 

bisector pattern. The obtained bisector pattern remained for 10 hours, whereas no pattern 

formed when the AND gate condition was not satisfied or not anchored. Simulations were also 

performed using partial differential equations based on the reaction–diffusion model to 

reproduce the bisector pattern formation. Through these results, a reaction–diffusion system 

that forms static patterns using DNA, although some issues such as pattern resolution remained. 
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3. Diffusion modulation for pattern 

formation 

In the reaction–diffusion system described in Chapter 2, if the left and right molecules diffuse 

at different rates, the position of bisector line appears will change. In other words, the position 

of the bisector can be set by programming DNA diffusion speed. In this chapter, I report the 

construction of a system that combines diffusion modulation to program DNA diffusion and 

evaluate its effect on pattern. 

3.1 Diffusion modulation mechanism 

I employed diffusion modulation [76], combines DNA anchoring with a reversible reaction 

that utilizes toehold exchange to tune diffusion coefficient without changing the target DNA 

sequence or concentration, to program diffusion.  

Diffusion modulation involves introducing two types of DNA, trap and competitor, to control 

net diffusion coefficient of target DNA. The competitor DNA has the same number of bases as 

the target DNA and binds to the trap, but not stably. The target and competitor bind to the trap, 

replacing each other in a competing manner. In the hydrogel medium, the target stops diffusing 

when it binds to the anchored trap and can diffuse again when it is replaced by the competitor. 

Since the target can also release the competitor from the trap, this process is reversible. The 

diffusion of the target is not stopped completely but decrease than free diffusion by this 

mechanism. 

The balance of the reversible reaction defines the degree of inhibition for the diffusion. Here, 

the equilibrium constant is assumed to be 1, the relationship between each chemical 

concentration can be described as follows: 

[D][CT]=[C][TD] 
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where [D], [CT], [C], and [TD] are the concentration of target, competitor–trap complex, 

competitor, and trap–target complex, respectively. When [D] is constant and the field is 

homogeneous, this equation can be transformed as follows: 

[D]total=[D]+[TD]=(1+
[C]

[CT]
) [TD]=

[C]+[CT]

[CT]
[TD] 

[C]total=[C]+[CT] 

[D]total=
[C]total

[CT]
[TD] 

[D]total

[C]total

=
[TD]

[CT]
 

Here, the trapped target to trapped competitor ratio is equal to the ratio of the total amount 

of target to that of competitor. Small TD indicates that the target DNA diffusion is similar to 

free diffusion. 

Sequence design using three reaction domains “cm,” “td,” and “tc” (and their complementary 

domains “cm*,” “td*,” and “tc*”) realizes this reaction. For the trap, complementary reaction 

domains are designed from the 5’ end in the order of “td*”, “cm*”, and “tc*” (Figure 3.1). 

Without the competitor, the target and trap are bound by hybridization at “cm” and “td” domains, 

while the trap “tc*” domain remains single-stranded (TD). In the presence of the competitor, 

the binding of “cm” is recombined by branch migration with the reaction domain “tc” as the 

toehold. Then, only the target “td” domain cannot maintain a stable bond with the trap and 

Figure. 3.1 Mechanism of diffusion modulation 
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dissociates. This process is reversible, and conversely, the target can bind to the trap while the 

competitor is dissociated by branch migration with “td” as the toehold. 

By applying this mechanism to the system described in Chapter 2, a program of diffusion 

necessary for designing a sequence orthogonal to the base sequence used for the AND gate can 

be developed. The sequence design requires that this mechanism and the AND gate work 

independently and not intermingle with each other. 

3.2 Results and discussion 

3.2.1 Diffusion modulation with DNA logic gate 

First, trap A and competitor A were prepared for input A, and their coexistence with the AND 

gate reaction was examined by polyacrylamide electrophoresis (Figure 3.2). 

When competitor A was added to each solution under the conditions for the AND gate 

explained in 2.2.1, the fluorescence image was unchanged from those obtained when the DNAs 

for the AND gate alone was added (Figure 2.8). SYBR Gold staining showed a band at the same 

position in the lower part of all lanes. The position of the band is almost the same as that of the 

15 nt gate strand 2 and indicates the presence of 16 nt competitor A. Thus, competitor A does 

not affect the AND gate operation. 

Interestingly, when the trap is added, the position of the input A band shifts slightly upward. 

However, other bands are at the same position as in Figure 2.8, indicating that the AND gate 

functions properly. A new band appears at the bottom of lanes that do not include input A (Lanes 

0, 2, 4, 6, 8, 10, 12, and 14). Since this band appears slightly above the gate strand 2, it indicates 

the presence of 25 nt trap A. This result shows that trap A binds to input A but does not inhibit 

the AND gate reaction.  

These results show that diffusion modulation and AND gate react in an appropriate 

combination without interfering with each other. Thus, they can be used in the same reaction–

diffusion system to program the diffusion in bisector pattern formation. 
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3.2.2 Pattern formation in hydrogel 

The trap and competitor are then introduced into the hydrogel containing AND gate to 

program diffusion in the bisector pattern formation. The process was observed using the same 

procedure as in Chapter 2. 

Figure. 3.2 Electrophoresis of competitor (above) and trap (below) for input A with DNA 

logic gate. DNA was mixed to 1 μM, for 30 min and run on a 10% polyacrylamide gel for 60 

min at 100 V. Left: superimposed image of FAM and TAMRA fluorescence (green and 

magenta, respectively). The bands of the DNA complexes that include both inputs A and 

B, such as Lane 3, are visualized in white. Right: stained with SYBR Gold for 20 min. 
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Figure 3.3 shows bisector pattern formation using 2 μM competitor and trap were for 4 hours. 

The position of the bisector is closer to the source of input A than the position equidistant from 

the two diffusion sources. 

The effect of the competitor concentration was examined by changing the competitor to trap 

ratio to 1:0, 1:1, and 1:2, while the trap concentration is fixed at 2 μM. The fluorescence images 

after 6 hours showed that the white bisector did not appear when no competitor was added, 

while the bisector appeared farther from the diffusion source when the competitor concentration 

was doubled. This result indicates that the bisector position shifts depending on competitor  

concentration.  

Figure. 3.3 Bisector pattern formation with diffusion modulation. The results are 

superimposed FAM and TAMRA fluorescence images (green and magenta, respectively) 

as same as Figure 2.8. 
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3.2.3 Reaction–diffusion simulation 

To verify the correspondence of the obtained results with the theory of reaction–diffusion 

systems, the behavior of bisector pattern formation was described by partial differential 

equations formulated by adding trap A and competitor A terms to the equations described in 

2.2.4 and its numerical simulation was compared with the experimental results. The chemical 

species are labeled as follows: 

IA : Input A 

IB : Input B 

IAB : Input A–B complex 

A1 : AND gate 
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Figure. 3.4 Modulated bisector pattern formations. The amount of competitor to trap was 

varied from none, to equal, to double. The results are superimposed of FAM and TAMRA 

fluorescence images assigned to the green and magenta channels, respectively as same 

as Figure 2.8. (The scale bar is 1 mm). 
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A'1 : AND gate–input A complex (which denatures easily) 

A2 : AND gate–input A–B complex 

C : Competitor A 

T : Trap A 

TI : Trap A–input A complex 

TC : Trap A–competitor A complex 

 

𝜕

𝜕𝑡
[IA] = 𝐷∆[IA] − 𝑘h[IA][IA] − 𝑘h[IA][A1] + 𝑘d[A'1] − 𝑘h[IA][T] − 𝑘s[IA][TC]

+ 𝑘s[C][TI], 

∂

∂t
[IB] = 𝐷∆[IB] − 𝑘h[IA][IB] − ks[IB][A'1], 

𝜕

𝜕𝑡
[IAB] = 𝐷∆[IAB] + 𝑘h[IA][IB] + 𝑘s[IAB][A1], 

𝜕

𝜕𝑡
[A1] = 𝐷′∆[A1] − 𝑘h[IA][A1] − 𝑘s[IAB][A1] − 𝑘d[A1], 

𝜕

𝜕𝑡
[A'1] = 𝐷

′∆[A'1] + 𝑘h[IA][A'1] − 𝑘d[A'1] − 𝑘s[IB][A'1], 

∂

∂t
[A2] = 𝐷′∆[A2] + 𝑘s[IAB][A1] + 𝑘s[IB][A'1], 

∂

∂t
[C] = 𝐷∆[C] − 𝑘h[C][T] + 𝑘s[C][TI], 

𝜕

𝜕𝑡
[T] = 𝐷′∆[T] − 𝑘h[IA][T] − 𝑘h[C][T], 

𝜕

𝜕𝑡
[TI] = 𝐷

′∆[TI] + 𝑘h[IA][T] + 𝑘s[IA][TC] − 𝑘s[C][TI], 

𝜕

𝜕𝑡
[TC] = 𝐷′∆[TC] + 𝑘s[IA][TC] + 𝑘s[C][TI] − 𝑘s[IA][TC]. 

where the notation and parameters are the same as those described in 2.2.4. These partial 

differential equations were solved numerically. 

The pattern obtained in the simulation (Figure 3.5) shows that the position of the bisector 

shifts with the competitor concentration corresponding with the experimental result (Figure 3.4). 

The intensity of the bisector formed when the competitor concentration is equal to the trap 

concentration is weaker than that formed when the concentration is double. This is because the 
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diffusion of input B is the same in both cases, and it takes longer for input B to reach the left 

side, which is farther from the source. The left side has low input B concentration and the 

reaction is less likely to proceed. Then, slow diffusion increases the time necessary for pattern 

formation. The time necessary for pattern formation is also affected by the distance between 

the diffusion sources. 

The kymograph shows that increasing the competitor concentration increases the speed at 

which the green region spreads, and reaches close to the magenta region. This indicates that the 

pattern also depends on input A diffusion speed. The simulation results agree with the 

experimental results, suggesting that this pattern formation is caused by the designed interaction. 

The graph on the right of Figure 3.6 quantitatively shows that the bisector position varies 

depending on the conditions. The horizontal axis represents the position of the line drawn from 
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Figure. 3.5 Bisector pattern formation in simulation with several modulation condition. The 

intensities of green and magenta correspond directly to the concentrations of inputs A and 

B, respectively. As in Figure 3.4, the simulation was performed with a fixed trap 

concentration and no, equal, or double competitor concentration. (Scale bar: 1 mm). 
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the source of input A to that of input B. The distances between the sources are normalized to [0, 

1]. Without the competitor, the calculated positions are close to zero because input A diffusion  

stops around the source, which is verified in the simulation. When the competitor concentration 

is equal to the trap concentration, the bisector forms at 0.25, which is halfway from the midpoint 

of the sources. In contrast, when the competitor concentration is twice the trap concentration, 

the bisector appeared at 0.44, indicating that by increasing the competitor, the input behaves 

more like free diffusion, which also occurs without diffusion modulation. 

Interestingly, bisector position also depends on the spacing of the diffusion sources as 

mentioned previously. The bisector width and the time it appears are affected by the distance 

between the diffusion sources. 

3.2.4 Diffusion modulation for Weighted Volonoi pattern formation 

As a demonstration, four sources (two sets of input A and B sources) were used to form two-

dimensional Voronoi patterns. When no competitor or trap was used, the system formed a cross 

pattern at the center of the four diffusion sources. When diffusion modulation was applied to 

Figure. 3.6 Bisector pattern formation in simulation with several modulation condition. The 

left kymograph represents the fluorescent distribution between the sources. The right graph 

shows the position of the peak of bisectors in experiment and simulation. 
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input A, the cross was broken and two curved lines appeared around the input A sources. Next, 

an additional trap and competitor are introduced to modulate input B diffusion. Then, two 

curves appeared around the input B sources. Comparing these patterns, the connectivity of the 

regions varied for different parameters, indicating that diffusion modulation formed the 

weighted Voronoi pattern. 

3.3 Summary 

The reaction–diffusion system reported in Chapter 2 is extended to include diffusion 

modulation to change DNA diffusion. Tuning input A diffusion also shifted the bisector the 

positions. Moreover, the degree of the shift can be adjusted by changing the competitor 

concentration. The various weighted Voronoi pattern formations in two-dimensional space were 

demonstrated. 

The white region indicating the co-localization of inputs A and B was blurred when diffusion 

modulation was used, particularly in the weighted Voronoi patterns. The problem in the reaction 

kinetics mentioned in Chapter 2 seems to become more apparent here since the added DNA 

complicates the reaction and less DNA reaches the reaction site by the suppression of diffusion.  

In the next chapter, I will discuss the construction of a reaction–diffusion system that forms 

sharp patterns. 
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Figure. 3.7 Weighted Voronoi pattern formation in experiment and simulation. The sources 

of input A are at the upper left and lower right (green) and that of input B are at the upper 

right and lower left (magenta). (The scale bar is 1 mm). 
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4. Polymerization approach for high 

resolution pattern 

In Chapters 2 and 3, I have discussed the development of a reaction–diffusion system for 

various pattern formations by programming both reaction and diffusion. However, issues of 

bisector pattern resolution (steepness and width) remain to be addressed for forming advanced 

patterns. In this chapter, I describe a method to develop a reaction–diffusion system that forms 

high resolution patterns. Two points will be discussed: an experimental method and DNA 

reaction system design. For the experimental method, I have considered methods that defines 

the source locations to evaluate the pattern, while reducing factors that can affect the reactions. 

The reaction system have been redesigned to achieve the behavior in which two molecules 

interact and stop diffusing with high rate constant, while still shifting the bisector by adjusting 

diffusion like the method in Chapter 3. 

4.1 Experimental method 

The type of hydrogel used and setting the initial conditions are particularly important for 

DNA reaction–diffusion system. The hydrogel used in the experiment reported in the previous 

chapter was an alginate gel prepared by adding sodium alginate solution to CaCl2 solution. In 

this method, the alginate polymer congeals immediately, but since the alginate solution is in 

contact with the solution, the diffusion of molecules is not suppressed. Moreover, the DNA was 

prepared in the alginate polymer solution, and there was concern that it would diffuse into the 

CaCl2 solution. In addition, the high calcium ion concentration ions may affect the DNA–DNA 

interaction. 

Agarose and polyacrylamide gels are used in electrophoresis because of their high 

compatibility with DNA. In this chapter, we have reported the use of polyacrylamide gel, which 

can be prepared without temperature manipulation and can directly bind to acridite-modified 

DNA. 
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When we employ the polyacrylamide gel as the medium, we can determine the source 

location as follows. A rectangular polyacrylamide gel with two 3mm apart rectangle holes was 

prepared using a mold (Figure 4.1). The polyacrylamide gel was mixed with the anchor and the 

AND gate DNA during polymerization to anchor the AND gate. The inputs A and B were in 

solutions, and pattern formation starts with dropping them into the left and right square holes, 

respectively. 

Using this method, a bisector pattern was observed as in the experiment using alginate gel. 

Since the distance between the sources was 3 mm, which is farther than in the previous 

experiments, pattern formation is slow. This result confirms that this experimental method is 

effective in constructing a DNA reaction–diffusion system.  

Figure. 4.1 A polyacrylamide-based reaction–diffusion system. The results indicate 

superimposed FAM and TAMRA fluorescence images (green and magenta, 

respectively), similar to that reported in Figure 2.8. 
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4.2 Design of DNA reaction for sharp bisector formation 

4.2.1 Polymerization approach for bisector pattern formation 

To form a bisector pattern, we need a reaction field where the molecules diffuse from the left 

and right sources and stop diffusing when they react with each other. As reported in the previous 

chapter, DNA AND gates releases the output DNA when both input DNAs are present. The 

AND gates need to be homogeneously distributed in the medium for spatiotemporal 

development, so the amount of DNA required per experiment is large. 

The logic gate used, an associative toehold activation, does not form stable bonds with the 

gate when only one input DNA is present. While this property is required to form bisector 

patterns, the reaction process become complicated. In addition, pattern resolution implies that 

the reaction term is not as large as the diffusion term. Thus, this property is an obstacle to obtain 

sharp pattern. 

In this chapter, I propose a method named “polymerization approach.” Based on the Einstein–

Stokes equation, the molecular size is inversely proportional to the diffusion coefficient. I 

designed 46nt DNAs (L1 and R1) comprising two 23nt complementary segments, that hybridize 

alternately, and form a polymer (Figure 4.2). The polymerization process is based on 

hybridization, faster than complex strand displacement reaction and increases the molecular 

size of the DNA strands rapidly, thus rapidly decreasing the diffusion coefficient. I placed the 

L1 and R1 solutions facing each other on the hydrogel medium. The DNAs diffuse into the 

hydrogel medium, react on the bisector, and immobilize to form a bisector pattern. The DNA 

logic gate needs five DNAs including an anchoring DNA, whereas this approach requires only 

two DNA strands. Since the number of DNAs constituting the system is small, it is less likely 

to cause undesired reactions and develop into parallel and cascaded reactions. 

4.2.2 Adjuster DNA for shifting position of bisector 

As mentioned in Chapter 3, different DNA diffusion coefficients shift the bisector. The 

diffusion modulation can adjust the diffusion coefficient of the target according to competitor 

concentration, but it requires anchoring DNA throughout the medium. 
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To overcome these difficulties, I introduced adjuster DNA for tuning the diffusion more 

directly with less DNA. The adjuster binds to target DNA by hybridization and its single-

stranded length can tune the molecule size. 

Figure. 4.2 Polymerization approach for bisector pattern formation. L1 and R1 form a 

polymer (upper). Single-stranded L1 and R1 diffuse in the hydrogel, but the polymer is 

trapped in the network (middle). When they diffuse from the left and right sides, they react 

at the midpoint to form the polymer, stop diffusion, immobilize, and form a bisector pattern 

(lower). 
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I design an adjuster hybridizing with L1 on the 3' end (Figure 4.3). The adjuster slows down 

L1 diffusion and is released in the polymerization process. Since the adjuster hybridize to a 15 

nt segment of the 23 nt domain necessary for polymerization, the reaction with R1 in that 

domain is a strand displacement reaction mediated by an 8 nt toehold from hybridization. 

However, the rate of strand displacement reaction mediated by over 6 nt toehold is only about 

15% slower than that of hybridization. The other domain for the polymerization on the 5' end 

is still single-stranded, so the adjuster weakly affects polymerization.  

4.3 Results and discussion 

4.3.1 DNA polymer diffusion in hydrogel 

The behavior of the DNA polymer formed by polymerization, was verified using 

polyacrylamide gel electrophoresis and fluorescence recovery after photobleaching (FRAP). 

The result of the polyacrylamide gel electrophoresis is shown in upper left of Figure 4.4. A 

band at a higher position in Lane 3 (mixed L1 and R1) indicates the formation of a high 

Figure. 4.3 Adjuster for shifting position of bisector. The adjuster increases the molecular 

size but is released during the polymerization process, thus adjusting the diffusion but not 

inhibiting the reaction for pattern formation. 
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molecular weight structure by the interaction between L1 and R1. The highest band in the lane 

appeared slightly above the 500 bp ladder.  

The change in diffusion in the hydrogel due to polymerization was quantified by FRAP. 

Briefly10% polyacrylamide gels were prepared in 10 μL tubes, placed in a silicon chamber, 

covered with liquid paraffin to prevent evaporation and photo-stimulated using a confocal unit 

for microscopy. 

Fluorescent recovery was measured at three points in the hydrogel in the presence of absence 

L1 and/or R1. No recovery was observed when L1 and R1 are mixed, indicating that diffusion 

is suppressed by polymerization. The L1 and R1 diffusion were calculated by fitting (42.3 and 

84.0 μm2/s for L1 and R1, respectively). The values suggest that R1 is smaller and has a higher 

diffusion coefficient than L1; however, the value is about twice as large as that of L1 though 

they have the same number of bases. Since DNAs with the same length and different sequences 

have different molecular weights and possible structures, they may have different diffusion 

coefficients; however, such a large difference may be due to not only the differences in DNA 

itself, but also environmental factors, such as the medium heterogeneity. Therefore, its 

reliability should be considered. 

Figure. 4.4 Electrophoresis and fluorescence recovery after photobleaching (FRAP) of the 

L1 and R1. DNA was mixed to 200 nM and then run on a 10% polyacrylamide gel for 120 

min at 50 V and stained with SYBR Gold for 20 min (left). In the FRPA, the intensity of the 

fluorescent recovery was normalized by reference to that of background and unstimulated 

areas, and its change over time was plotted (right). Details of the analysis are in A.9. 
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4.3.2 Pattern formation in hydrogel medium 

I built the rectangular polyacrylamide gel with two rectangular holes 3 mm apart like section 

4.1 and added the 4 μM DNA solutions into the holes (Figure 4.5). The L1 and R1 are labeled 

with FAM and Cy5, respectively, and visualized as green and magenta, respectively. Then, L1 

and R1 co-localization was visualized as white superimposed image. 

The L1 and R1 were in left and right sources in the initial state and diffused into hydrogel 

medium. Six hours later, a very weak white bisector appeared and the intensity increased over 

time. The bisector remained for 24 hours, implying that the DNAs are immobilized on the 

bisector. 

I compared the DNA type and amount used to form a single bisector, the width of the bisector 

formed, and the average normalized fluorescence intensity. Compared with the DNA logic 

circuit, which requires five anchor DNA in addition to two inputs and two AND gates, the 

polymerization approach requires only two DNA for polymerization. The amount of DNA used 

in one experiment is 80 pmol for the two types of DNA, 4 μL each of 10 μM DNA added as 

input. The polymerization approach requires much less DNA than the DNA logic gate. In this 

experiment, 2 μΜ DNA for the AND gate and 4 μΜ anchor DNA were added to 160 μL 

polyacrylamide gel. Thus 1280 pmol DNA should be present in the hydrogel. The 

polymerization approach reduces the amount of DNA required for a bisector formation by 94%. 

Next, I examined the fluorescence intensity distribution among the sources at 24 hours and 

normalized them to [0:1]. The degree of co-localization was then quantified by calculating the 

synergistic mean normalized fluorescence intensity for each combination of inputs A and B, L1, 

and R1. 

Bisector width is defined as the width around the bisector at 0.5 intensity, which  was 

approximately one-fourth of the value obtained by the DNA logic circuit. 
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The average normalized intensity obtained by the logic circuit approach is approximately 

one-fourth the value obtained by the polymerization approach. This value corresponds to the 

size of the area where both types of fluorescence are at the same level. In particular, the small 

value indicates that the diffusion of DNA is immediately suppressed on the bisector and 

                 

           

           

Figure. 4.5 Bisector pattern formation using polymerization approach. The reaction–

diffusion system was set up as shown above. The results indicate superimposed FAM and 

Cy5 fluorescence images (green and magenta, respectively). The area of L1 and R1 

colocalization is visualized in white. 
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localized on the bisector. Overall, the results suggest that the polymerization approach can 

rapidly form a sharp bisector pattern with less DNA by suppressing strong DNA diffusion. 

4.3.3 Bisector pattern with adjusters 

Before conducting pattern formation experiments, the adjuster performance was evaluated 

by polyacrylamide gel electrophoresis. Lanes 1, 2, and 3 show the L1, R1, and the polymer, 

respectively, while Lanes 4, 5, and 6 show the adjuster A0, A46, and A92, respectively. The 

bands in Lanes 7, 8, and 9, which has L1 and each adjuster, respectively, appear above the band 

Figure. 4.6 Comparison of bisector patterns between the logic gate and the polymerization 

approach. The plotted intensity is a geometrical mean of the intensity of inputs A and B or 

L1 and R1. 

 able. 4.  Q antitative com arison of the two methods. 
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indicating L1. In the Lanes, band shift increases with the adjuster length, suggesting that 

binding L1 to the adjuster increased the molecular size and reduced its mobility. However, the 

bands did not shift after adding R1 to the adjusters (Lanes 10, 11, and 12). The result shows 

that binding to the adjusters does not inhibit L1 and R1 polymerization. 

Then, I used the adjusters to shift the bisector. I prepared four reaction–diffusion systems for 

bisector pattern formation: without adjuster DNA, with A0, with A46, and with A92. Each 

bisector formed at the shifted position between the sources 24 hours later. The plot of the 

geometric means of the fluorescent intensity representing the bisector shape shows that the 

distance between the left L1 source and the peaks without adjusters, A0, A46, and A92 were 

(1.65±0.03) ×103, (1.27±0.07) ×103, (1.05±0.05) ×103, and (0.98 ± 0.02) × 103 μm, respectively. 

The results mean that the long adjuster shifts the peak to the left. 

Figure. 4.7 Electrophoresis of anchor DNA. DNA was mixed to 200 nM and then run on a 

10% polyacrylamide gel for 120 min at 50 V and stained with SYBR Gold for 20 min. 
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4.4 Reaction–diffusion simulation 

4.4.1 Polymerization reaction model 

A numerical simulation based on a reaction–diffusion system is a powerful tool for the design. 

Describing the partial differential equation representing the whole process is difficult because 

polymerization occurs unlimitedly, so that the intermediate products are also unlimited. I 

modeled the reaction by categorizing the reactivity and the number of polymer strands and 

limiting the maximum polymer size. In Figure 4.9, the polymers are classified into three types: 

a linear polymer with an L1 at the left end (𝛼), an R1 at the left end (𝛽), and a complex with no 

single-stranded part (𝛾 ). The subscripts represent the number of strands (i.e., 𝛼𝑚  means a 

polymer that consists of m strands and is classified into 𝛼). Based on the type and the number 

of the strands (subscript number of 𝛼, 𝛽, or 𝛾), the reactivity of the polymer can be categorized 

into five: 𝛼2𝑛−1 reacts with 𝛽2𝑛−1, 𝛼2𝑛, and 𝛽2𝑛, to produce 𝛼2(𝑛−1) or 𝛽2(𝑛−1), 𝛼2(2𝑛)−1, and 

𝛽2(2𝑛)−1, respectively. 𝛽2𝑛−1 reacts with 𝛼2𝑛−1, 𝛼2𝑛, and 𝛽2𝑛, to produce 𝛼2(𝑛−1) or 𝛽2(𝑛−1), 

Figure. 4.8 Bisector patterns with A0, A46 or A92. The images are superimposed FAM 

and Cy5 fluorescence images (green and magenta, respectively), same as that in 

Figure 4.5. Based on the images, the geometric mean of the fluorescent intensity 

representing L1 and R1 was calculated to compare the peak position. 
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𝛽2(2𝑛)−1 , and 𝛼2(2𝑛)−1 , respectively. 𝛼2𝑛  reacts with 𝛼2𝑛−1 , 𝛽2𝑛−1 , and 𝛼2𝑛 , to produce 

𝛼2(2𝑛)−1, 𝛽2(2𝑛)−1, and 𝛼2(2𝑛), respectively. 𝛽2𝑛 reacts with 𝛼2𝑛−1, 𝛽2𝑛−1, and 𝛽2𝑛, to produce 

𝛼2(2𝑛)−1 , 𝛽2(2𝑛)−1 , and 𝛽2(2𝑛) , respectively. 𝛾2𝑛  is a circular structure produced by the 

intramolecular reaction of 𝛼2𝑛 or 𝛽2𝑛 and does not react with anything (Figure 4.10).  

When I set the maximum number of DNA in a polymer to N, the reaction–diffusion system 

can be described as partial differential equations as follows:  

𝜕

𝜕𝑡
[𝛼2𝑛−1] = 𝐷2𝑛−1∆[𝛼2𝑛−1] +∑ ∑ (𝑘ℎ[𝛼2𝑖−1][𝛼2𝑗] + 𝑘ℎ[𝛼2𝑖−1][𝛽2𝑗])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛼2𝑛−1][𝛼2𝑖] + 𝑘ℎ[𝛼2𝑛−1][𝛽2𝑖] + 𝑘ℎ[𝛼2𝑛−1][𝛽2𝑖−1]

2𝑖≤𝑁−2𝑛

+ 𝑘ℎ[𝛽2𝑖−1][𝛼2𝑛−1]) 

Figure. 4.9 Classification of the polymers. The reactions of the polymerization process are 

covered by summarizing the reaction relationships for five types of molecules when 

classified by the arrangement of the strands and the number of DNA.  
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𝜕

𝜕𝑡
[𝛽2𝑛−1] = 𝐷2𝑛−1∆[𝛽2𝑛−1] +∑ ∑ (𝑘ℎ[𝛽2𝑖−1][𝛼2𝑗] + 𝑘ℎ[𝛽2𝑖−1][𝛽2𝑗])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛽2𝑛−1][𝛼2𝑖] + 𝑘ℎ[𝛽2𝑛−1][𝛽2𝑖] + 𝑘ℎ[𝛼2𝑖−1][𝛽2𝑛−1]

2𝑖≤𝑁−2𝑛

+ 𝑘ℎ[𝛽2𝑛−1][𝛼2𝑖−1]) 

𝜕

𝜕𝑡
[𝛼2𝑛] = 𝐷2𝑛∆[𝛼2𝑛] +∑ ∑ (𝑘ℎ[𝛼2𝑖][𝛼2𝑗] + 𝑘ℎ[𝛼2𝑗][𝛼2𝑖] + 𝑘ℎ[𝛼2𝑛−1][𝛽2𝑖−1])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛼2𝑛][𝛼2𝑖] + 𝑘ℎ[𝛼2𝑖][𝛼2𝑛] + 𝑘ℎ[𝛼2𝑖−1][𝛼2𝑛] + 𝑘ℎ[𝛼2𝑛][𝛽2𝑖−1])

2𝑖≤𝑁−2𝑛

− 𝑘𝑐[𝛼2𝑛] 

𝜕

𝜕𝑡
[𝛽2𝑛] = 𝐷2𝑛∆[𝛽2𝑛] +∑ ∑ (𝑘ℎ[𝛽2𝑖][𝛽2𝑗] + 𝑘ℎ[𝛽2𝑗][𝛽2𝑖] + 𝑘ℎ[𝛼2𝑛−1][𝛽2𝑖−1])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛽2𝑛][𝛽2𝑖] + 𝑘ℎ[𝛽2𝑖][𝛽2𝑛] + 𝑘ℎ[𝛽2𝑛][𝛼2𝑖−1] + 𝑘ℎ[𝛽2𝑛][𝛽2𝑖−1])

2𝑖≤𝑁−2𝑛

− 𝑘𝑐[𝛽2𝑛] 

𝜕

𝜕𝑡
[𝛾2𝑛] = 𝐷2𝑛∆[𝛽2𝑛] + 𝑘𝑐[𝛼2𝑛] + 𝑘𝑐[𝛽2𝑛] 

where 𝑘ℎ and 𝑘𝑐 represent the rate constants of intermolecular and intramolecular hybridization. 

𝐷𝑚 is the diffusion coefficient of polymers consisting of 𝑚 strands and calculated as follows. 

𝐷𝑚 =
𝐷1
𝑛
(1 ≤ 𝑚 < 𝑁) 

 𝐷𝑁 = 0 

Here, 𝑚 is in the range of [1, N]. Since the polymerization proceeds unlimitedly, N was used 

as the maximum number of strands to limit the number of chemical species in the simulation. 

Considering the electrophoresis results (Figure 4.4), N=16 was used in the following simulation. 
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𝐷1(the diffusion coefficient of single-stranded DNA), 𝑘ℎ, and 𝑘𝑐 values were decided based 

on experimental results. Moreover, the 𝐷1  value obtained by FRAP in 4.3.1 was large to 

reproduce the pattern formation. Therefore, I set lower 𝐷1 values according to the obtained L1 

diffusion coefficient. The values are summarized in Table 4.2. The simulation was compared 

with experimental results in two points: bisector formation process and shape after 24 hours. I 

evaluated the results for each condition by calculating error E as follows 

𝐸 =∑(𝐼experiment(𝑡) − 𝐼simulation(𝑡))
2

, 

where 𝐼experiment(𝑡)  and 𝐼simulation(𝑡)  represent the bisector intensities obtained as the 

geometric means of L1 and R1 intensities.   

Fig re 4.   Reaction relationshi s of fo r ty es of  olymers. In the schematics, γ, 

which has no reaction domain, is omitted. 



4. Polymerization approach for high resolution pattern 

55 

For condition #15, which agreed best with the experimental result, the obtained kymograph 

and the graphs showing pattern growth and shape over 24 hours are shown in Figure 4.11. The 

difference in the time when the bisector intensity reached 0.5 was less than 1 hour. The half-

widths of the bisectors were 1.8 ×102 and 1.4 ×102 μm in the experiment and simulation, 

respectively. Due to the resolution of the simulation, the difference was less than 2 pixels. 

The graphs of other conditions (Figure 4.12 and 4.13) suggest that each of three parameters 

has a characteristic effect on the pattern formation process. When 𝐷1  (monomer diffusion 

 able 4.  Parameter conditions for sim lation 
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coefficient) is large, the bisector intensity and half-width increases rapidly. This indicates that 

when the diffusion coefficient is large, L1 and R1 meet quickly to form the bisector, but the line 

formed is blurred due to dissipation before sufficient polymerization. When 𝑘ℎ  (the rate 

constant of hybridization) is high, the rise of bisector intensity is rapid and the half-width is 

small because the time between the start of polymerization and growth is short, and the DNA 

stays in place before being dissipated by diffusion. When 𝑘𝑐 (the rate constant of cyclization) 

is large, the bisector intensity rises slowly and the half-width is large. This is the rate of 

intramolecular reaction at which  𝛼2𝑛  and 𝛽2𝑛  become 𝛾2𝑛 . Since 𝛾2𝑛  does not polymerize 

further, a large rate constant means that the polymerization is less likely to proceed. As  𝛾𝑚(𝑚 <

𝑁), where 𝐷𝑚 > 0, increase, the bisector pattern becomes blurred. 
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Figure 4.11 Simulated pattern formation with condition #15. Left: kymographs of 

experimental and simulated pattern formation. Right: the growth and shape of the bisector 

pattern. 
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4.4.2 Spatiotemporal effect of adjuster DNAs for the bisector 

I compared the bisector pattern positions after 24 hours by decreasing L1 diffusion coefficient 

while that of R1 was fixed. Based on the fitted value, the diffusion coefficient of L1, which is 

assumed to bind the adjuster, was 4–15 μm2/sec. 

Here, since the reaction in the adjuster-bound domain changes from a 23 nt hybridization to 

a 8 nt toehold-mediated strand displacement reaction, a new rate constant 𝑘s for the reaction is 

introduced. The equations were revised as follows: 

𝜕

𝜕𝑡
[𝛼2𝑛−1] = 𝐷2𝑛∆[𝛼2𝑛−1] +∑ ∑ (𝑘ℎ[𝛼2𝑖−1][𝛼2𝑗] + 𝑘𝑠[𝛼2𝑖−1][𝛽2𝑗])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛼2𝑛−1][𝛼2𝑖] + 𝑘𝑠[𝛼2𝑛−1][𝛽2𝑖] + 𝑘𝑠[𝛼2𝑛−1][𝛽2𝑖−1]

2𝑖≤𝑁−2𝑛

+ 𝑘ℎ[𝛽2𝑖−1][𝛼2𝑛−1]) 

𝜕

𝜕𝑡
[𝛽2𝑛−1] = 𝐷2𝑛∆[𝛽2𝑛−1] +∑ ∑ (𝑘ℎ[𝛽2𝑖−1][𝛼2𝑗] + 𝑘𝑠[𝛽2𝑖−1][𝛽2𝑗])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛽2𝑛−1][𝛼2𝑖] + 𝑘𝑠[𝛽2𝑛−1][𝛽2𝑖] + 𝑘𝑠[𝛼2𝑖−1][𝛽2𝑛−1]

2𝑖≤𝑁−2𝑛

+ 𝑘ℎ[𝛽2𝑛−1][𝛼2𝑖−1]) 

𝜕

𝜕𝑡
[𝛼2𝑛] = 𝐷2𝑛∆[𝛼2𝑛] +∑ ∑ (𝑘ℎ[𝛼2𝑖][𝛼2𝑗] + 𝑘ℎ[𝛼2𝑗][𝛼2𝑖] + 𝑘𝑠[𝛼2𝑛−1][𝛽2𝑖−1])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘ℎ[𝛼2𝑛][𝛼2𝑖] + 𝑘ℎ[𝛼2𝑖][𝛼2𝑛] + 𝑘ℎ[𝛼2𝑖−1][𝛼2𝑛] + 𝑘ℎ[𝛼2𝑛][𝛽2𝑖−1])

2𝑖≤𝑁−2𝑛

− 𝑘𝑐[𝛼2𝑛] 

𝜕

𝜕𝑡
[𝛽2𝑛] = 𝐷2𝑛∆[𝛽2𝑛] +∑ ∑ (𝑘𝑠[𝛽2𝑖][𝛽2𝑗] + 𝑘𝑠[𝛽2𝑗][𝛽2𝑖] + 𝑘ℎ[𝛼2𝑛−1][𝛽2𝑖−1])

𝑗≤𝑛−𝑖𝑖≤𝑛

− ∑ (𝑘𝑠[𝛽2𝑛][𝛽2𝑖] + 𝑘𝑠[𝛽2𝑖][𝛽2𝑛] + 𝑘𝑠[𝛽2𝑛][𝛼2𝑖−1] + 𝑘𝑠[𝛽2𝑛][𝛽2𝑖−1])

2𝑖≤𝑁−2𝑛

− 𝑘𝑐[𝛽2𝑛] 
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𝜕

𝜕𝑡
[𝛾2𝑛] = 𝐷2𝑛∆[𝛽2𝑛] + 𝑘𝑐[𝛼2𝑛] + 𝑘𝑐[𝛽2𝑛] 

Note that the four reactions whose rate constants were changed to 𝑘s are shown in Figure 4.14. 

Small L1 diffusion coefficient, shift the bisector to the left (Figure 1.14). The relationship 

between the peak position and the diffusion coefficient obtained from the graph was 

approximated by the least-squares method to the following exponential function.  

D = 0.669exp(0.0023b) 

The equation represents the relationship between D (L1 diffusion coefficient) and b (bisector 

position) by finding the parameter using the least-squares approximation. 

Based on the equation and the result shown in Figure 4.8, the diffusion coefficients for 

L1+A0, L1+A46, and L1+A92 are 8.9, 5.3, and 4.5 μm2/s, respectively. These values suggest 

that the diffusion coefficient decreases as the adjuster length increases, and the degree of the 

decrement reduces. 

Figure 4.14 Reactions releasing adjusters. The reaction involving the domain at the  ’ end 

of L1 is replaced by a strand displacement reaction when the adjuster is used. 
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This result can be explained by focusing on the behavior of single-stranded DNA in solution. 

Single-stranded DNA has shorter persistent length than double-stranded DNA [78] and behaves 

Figure 4.14 Relationship between bisector position and L1 diffusion coefficient. The bisector 

shifts following the change in the L1 diffusion coefficient (above). The relationship can be 

fit by an exponential function (below). 
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as a string-like molecule in solution. Rg, the radius of gyration of a polymer consisting of x 

monomers of length l, can be obtained by the following equation: 

Rg=l√
𝑥

6
 

Substituting Rg for r in the Einstein-Stokes equation yields the following equation. 

𝐷 =
𝑘𝐵𝑇

6𝜋𝜂𝑙
√
6

𝑥
=

𝐴

√𝑚
, (𝐴 =

𝑘𝐵𝑇

√6𝜋𝜂𝑙
) 

Note that when the temperature and the viscosity are constant, 𝐴 is also a constant. 

For the patterns with adjusters, a linear relationship is suggested when the horizontal axis is 

plotted as 1/√𝑚𝑏, where 𝑚𝑏 is the number of bases in a single strand, and the vertical axis 

indicates the calculated diffusion coefficients (Figure 4.16). The graph suggests that the effect 

Figure 4.15 Relationship between diffusion coefficient and the length of single-stranded 

domain. 𝑚𝑏  is the number of bases in single strand. The three plots represent L1+A0, 

L1+A46, and L1+A92. 
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of the adjuster can be formulated by its length. We must note that the L1-adjuster complex is 

not a single-stranded DNA as shown in Figure 4.3 and the DNA structure potentially affects the 

diffusion coefficient. It seems possible to predict the effects of adjusters with other lengths since 

there was a certain correspondence with theory. 

Next, I investigated the effect of the adjuster on the time necessary for bisector pattern 

formation (Figure 4.16). The simulation was performed assuming that adjusters were used for 

both L1 and R1. The diffusion coefficients were set to the calculated values. The kymographs 

show that the time at which the bisector appears has changed compared to that in the absence 

of adjusters. 

Figure 4.16 Temporal effect of adjuster for bisector pattern formation. Assuming that 

adjusters are used for L1 and R1, the diffusion coefficient was set to that of L1+A0, L1+A46, 

and L1+A92. 



4. Polymerization approach for high resolution pattern 

64 

4.5 Summary 

In this chapter, I report a method for constructing a reaction–diffusion system using 

polyacrylamide gel and designed a polymerization-based reaction system by hybridization for 

bisector pattern formation (polymerization approach). The bisector pattern gradually appeared 

after 6 hours within 3 mm and was observed for 24 hours. Compared to the design in Chapter 

2, this method required 94% DNA, while the resulting pattern was four times sharper. 

By introducing adjuster DNA to suppress the diffusion, the bisector shifted successfully. The 

degree of shift can be modulated by different adjuster lengths. We modeled the polymerization 

approach to simulate the pattern formation process. The diffusion coefficients and rate constants 

that reproduce the experimental results were obtained. Additionally, the partial differential 

equations were modified to reproduce the experiments using the adjusters. The influence of the 

adjuster was quantitatively evaluated by comparing it with the experimental results, and the 

possibility of applying the adjuster to time control of pattern formation was also suggested. 

Compared to the system in Chapter 2 and 3, a system with higher resolution was achieved. 

They are beneficial for parallel and cascaded pattern formation described in the next chapter.

 

 

 

 

 

 



5. Cascaded pattern formation in hydrogel medium 

65 

5. Cascaded pattern formation in hydrogel 

medium 

In this chapter, I describe a method for parallel and cascaded pattern formation by the 

polymerization approach described in Chapter 4. I focused on DNA orthogonality for 

parallelization of DNA, and utilized the DNA released in the polymerization process for the 

cascade. Furthermore, I applied the model in the experiment described in previous chapter and 

discuss the correspondence between these pattern formations and the model here. 

5.1 Mechanism 

5.1.1 DNA orthogonality for parallel reactions 

In DNA nanotechnology, orthogonal sequence design enables parallelized DNA-based 

reactions. In this polymerization approach, introducing DNA pairs with similar reaction 

domains but different sequences allow to parallelize the DNA interactions for superimposing 

the pattern formation. Here, I designed L2 and R2, an additional DNA pair (pair 2) for bisector 

pattern formation. L2 and R2 are 46 nt long and polymerize by hybridization using the 23 nt 

segment also used by the L1 and R1 (pair 1), where the base sequence is orthogonal to avoid 

confusing the reactions. 

In this design, pairs 1 and 2 form the bisector at the same area. Then, the adjuster for R2 is 

prepared to shift the bisector to the right. When L2 and R2 are added to the left and right sources, 

respectively, with the adjuster for R2, R2 diffuses slower than L2. Using pairs 1 and 2 in the 

same medium, L1 and R1 react at the left and L2 and R2 react at the right. The two bisectors 

consist of the superimposed patterns formed for pairs 1 and 2 in the hydrogel medium (Figure 

5.1). 
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5.1.2 Mechanism to make pattern formation cascaded 

The cascaded pattern formation can be achieved by establishing a relationship within a single 

DNA reaction–diffusion system in which one pattern acts as a source of chemicals in subsequent 

pattern formation.  Here, we built a DNA reaction system in which two superimposed bisector 

patterns are used to form a third bisector pattern. In addition to pairs 1 and 2, this system uses 

AL1-L3 and AR2-R3, which add 15 nt connector domains that bind to L1 and R2, respectively, 

to the third orthogonal DNA pair (L3 and R3). These initially act as adjusters for L1 and R2 

and are released during the polymerization of pairs 1 and 2. Then, they diffuse from the two 

bisectors as a single strand and polymerize with each other to form the third bisector. The 

bisectors of pairs 1, 2, and 3 are labeled in green, red, and blue, respectively. First, green and 

Figure 5.1 Superimposition of parallel pattern formation. Since pairs 1 and 2 are orthogonal, 

they do not interact with crossing pairs but form a polymer in each pair (above). In the 

reaction–diffusion system, pairs 1 and 2 act to form bisectors in the left and right, 

respectively (below). 
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blue bisectors appear on the left and right at first, and then a red bisector appears between them 

(Figure 5.2). 

5.2 Results and discussion 

5.2.1 DNA pair orthogonality 

The orthogonality of the designed pairs 1 and 2 was evaluated by polyacrylamide gel 

electrophoresis (Figure 5.3). Lanes 1, 2, and 3 show the bands of L1, R1, and their mix, 

respectively. Lanes 4–7 show the bands of L1+R2, R1+R2, and their mix+R2, respectively, and 

Lanes 8–11 show the bands of L1+L2, R1+L2, and their mix+L2 instead, respectively. Both 

bands of polymers and a monomer were observed in Lanes 7 and 11, which contain both L1 

and R1, while only the band of the monomer was observed in the others. This result indicates 

that L2 and R2 do not affect pair 1 polymerization. 

For pair 2, bands of polymers similar to those in Lane 3 appeared in Lane 12, which contain 

both L2 and R2. When L1 and R1 were added (Lanes 13 and 14), bands showing the polymers 

and a monomer appeared as those in Lanes 7 and 11. In Lane 15, to which all DNAs of pairs 1 

Figure 5.2 Design for cascaded pattern formation. AL1-L3 and AR2-R3 act as adjuster at 

first, are released in the polymerization of other pairs, and form a polymer.  
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and 2 were added, the bands showing the polymer were denser than those in Lanes 3, 7, and 11, 

and the band indicating the monomer was weaker, suggesting that both pairs polymerize at the 

same time. Therefore, this result shows that pairs 1 and 2 do not interact with each other and 

undergo similar polymerization. 

5.2.2 Superimposed pattern formation 

Superimposed pattern formation was demonstrated using the two pairs and adjusters for L1 

and R2. L1, R1, L2 and R2 were modified with FAM, Cy5, Cy3 and AMCA, respectively, and 

the pattern formation processes of the pairs was visualized by four-channel fluorescence 

imaging. In Figure 5.4, images of FAM and AMCA fluorescence representing L1 and R2 

distribution are indicated in green and blue, respectively. Within 24 hours two lines appeared. 

In the channels representing R1 and L2, which are omitted in Figure 5.4, the bisectors appeared 

and their positions were the same for the correct pair combinations (Figure 5.5). This implies 

that the pattern formed due to the orthogonal polymerization of the pairs. 

Figure 5.3 Orthogonality of pairs 1 and 2. DNA was mixed to 200 nM and then run on a 10% 

polyacrylamide gel for 120 min at 50 V and stained with SYBR Gold for 20 min. 
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In the superimposed patterns with two pairs facing each other on a horizontal axis, the space 

is divided into three regions: to the left of the green bisector, between the green and blue 

bisectors, and the right of the blue bisector. Increasing the number of DNA pairs and the placing 

axes enables us to generate several partitions in the space. For example, if pairs 1 and 2 are 

placed horizontally and vertically facing each other, respectively, vertical and horizontal 

bisectors appear and divide the region into four regions. 

Increasing the number of pairs requires designing DNA with orthogonal sequences. Four 

bases are available for DNA sequences. Thus, there are 423 possible 23 nt sequences, which is 

the reaction domain length in this design. On the contrary, there is only one sequence that is 

fully complementary to a sequence. Since two reaction domains are required for the 

polymerization approach, four different sequences are used for each pair. That means that 

maximum 422 pairs of fully complementary sequences are available. 

Binding is possible despite a mismatch of a few bases (for example, the adjuster binds stably 

at room temperature using 16 nt segment, which is not fully complementary to the 23 nt), so 

Figure 5.4 Superimposed pattern formation using two DNA pairs. The reaction–diffusion 

system was set up as shown above. The results are superimposed FAM and AMCA 

fluorescence images indicated in green and blue, respectively. 
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preparation of orthogonal DNA pairs requires proper sequence. It is reported that 300 

orthogonal sequences with 23 nt are possible, and that sufficient orthogonality was 

experimentally examined using at least 37 of them [79]. Therefore, based on the sequences 

reported previously, at least nine orthogonal DNA pairs can be prepared. 

 When the pattern formation process is observed by fluorescent modification, the number of 

pairs that can be observed simultaneously is further limited. This is because combinations of 

fluorescent molecules with less leakage should be selected and to assign at least one fluorescent 

channel should be assigned to each pair. 

Based on this, we next attempted to superimpose four bisectors by utilizing four channels of 

fluorescence that can be observed simultaneously. Two new DNA pairs (L3–R3 and L4–R4) 

were prepared, and the pattern formation process was observed by placing pairs 1 and 2 on the 

left and right, and pairs 3 and 4 facing each other on the top and bottom. L1 and R2 were 

Figure 5.5 Fluorescence images before the composition. Although the images of Cy5 and 

Cy3 are omitted in the color image in Figure 5.4, the bisector appears at the same site with 

their correct pairs. 
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modified with FAM and AMCA, respectively, as in the previous experiment. L3 of pair 3 and 

R4 of pair 4 were modified with Cy3 and Cy5 to observe fluorescence in four channels (blue, 

green, orange, and red). The position of the bisectors was changed by using an adjuster for the 

four labeled DNAs. The images of each fluorescent channel are indicated in blue, green, red, 

and white, respectively (Figure 5.6). Interestingly, the regions with blue, green, and red 

fluorescence to the same extent are visualized in white, so the composite image does not 

visualize the four channels independently at the same time. Thus, there are regions where the 

fluorescence intensity does not correctly correspond to the DNA concentration. However, since 

Figure 5.6 Super imposed pattern formation using four DNA pairs two-dimensionally. The 

reaction–diffusion system was set up as shown the left. The results are superimposed FAM, 

AMCA, Cy3 and Cy5 fluorescence images indicated in green, blue, red, and white, 

respectively. 
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the bisectors obtained in this design appeared sharply with high intensity, they were considered 

to show the positional relationship of the superimposed bisector pattern. 

Without adjusters, the bisectors on the same axis appear in the same position. The green and 

blue vertical bisectors and the white and red horizontal bisectors appear in the same position 24 

hours later, dividing the space into four regions. In contrast, when the adjusters are bound to 

the four DNAs, the green and blue vertical bisectors appear on the left and right, respectively, 

and the red and white horizontal bisectors appear on the upper and lower sides, respectively. 

These four lines form a lattice pattern with nine regions. The bisectors that appear here are 

slightly curved probably because the four sources are smaller than those in the previous system. 

The diffusion perpendicular to the axis affects the shape, forming a two-dimensional weighted 

Voronoi diagram that reported in Chapter 3. 

Furthermore, when adjusters are applied to only R2 (blue) and R4 (white), the green and red 

bisectors intersect in the center, while the blue and white lines shift to the right and bottom, 

respectively, and intersect in the lower right corner. In this situation, the lattice shifts to the 

lower left, with the upper right corner is larger and the left corner smaller. On the contrary, when 

adjusters are applied to L1 (green) and L3 (red), the lattice shifts to the upper right corner. These 

results indicate that the reactions of the four DNA pairs are orthogonal to each other and the 

adjusters also work independently, showing the possibility of superimposition of at least four 

pattern formation in a reaction–diffusion system. 

5.2.3 Cascaded pattern formation 

A-pair 3 (AL1–L3 and AR2–R3), which has the sequence of pair 3 and connector domains 

to act as adjusters for L1 and R1 was prepared for the cascaded pattern formation. The reactivity 

of the A-pair 3 evaluated by polyacrylamide gel electrophoresis is shown in Figure 5.7. 

Comparing to the bands in Lanes 1–3, which contain pair 1, and Lanes 4–7, which contain 

AL–L3, the band in Lane 5 shifts upward. The bands indicating R1 and pair 1 polymer appeared 

in Lanes 6 and 7, showing that AL1–L3 does not interact with R1 or inhibit the polymerization. 

In Lanes 8–11, only the bands seen in Lanes 1–3 and AR2–R3 were observed, indicating that 

pair 1 does not interact with AR2–R3. Both AL1–L3 and AR2–R3 are 61 nt long and the band 

in Lane 13 shifted upward, suggesting that it represents a one-to-one conformation. The bands 
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of the other pairs also show a one-to-one structure, which seems to be a common trend in the 

design. As mentioned in 4.1.1, they can form closed shapes called γ in the simulation, but they 

are not critical for the bisector pattern formation shown in Chapter 4.   

Figure 5.7 Interaction between A-pair 3 and other pairs. DNA was mixed to 200 nM, run on 

a 10% polyacrylamide gel for 120 min at 50 V, and stained with SYBR Gold for 20 min. 
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Using these DNAs, we performed an experiment to make a pattern formation cascade. For 

fluorescence observation, L1, R1, L2, and R2 were modified with FAM, Cy5, Cy3, and AMCA, 

respectively as same as the 5.2.2, while AL1–L3 and AR2–R3 were modified with Cy3 and 

Cy5, respectively. The images of four fluorescent channels were converted to color images by 

assigning FAM, AMCA, and Cy3–Cy5 as green, blue, and red, respectively (Figure 5.8). After 

Figure 5.8 Cascaded pattern formation using two DNA pairs and A-pair3 as adjusters. The 

reaction–diffusion system was set up as shown above. The results show FAM, AMCA, Cy3, 

and Cy5 fluorescence images. The FAM and AMCA images are shown in green and blue 

channels, respectively. Cy3 and Cy5 images are merged using the “M lti ly” f nction of Fiji 

(https://fiji.sc/), and the resultant image is shown in red. 
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12 hours, yellow (green+red) and magenta (blue+red) bisectors appeared. Their intensity 

gradually increased, and an additional red bisector appeared between the two bisectors 15 hours 

later.  

To compare the formation process, the temporal changes in fluorescence intensity were 

examined for each bisector peak position at 24 hours (Figure 5.9). Taking time on the horizontal 

axis and the geometric mean of the fluorescence intensity on the vertical axis, the center bisector 

pattern formed later and has less intensity than the bisector pattern with the A-pair 3 alone. This 

indicates that the bisector was not formed by the diffusion of free A-pair 3 strands. In addition, 

middle bisector formation is slower than the left and right bisectors formed in the same hydrogel. 

The intensity of left and right, and middle bisectors are 0.05 at 22.5, 18.5, and 23.5 hours, 

respectively. Therefore, this result indicates that the center bisector formed after the formation 

of the left and right bisectors; in other words, the cascaded pattern formation was realized. 

Figure 5.9 Peak intensity growth of each bisector. The bisector of A-pair 3 in the non-

cascaded process appeared faster than pairs 1(Left) and 2(Right) in the cascaded process, 

whereas that in the cascaded process appeared slower than them. Note that the non-

cascaded pattern formation was observed in a separate hydrogel from the others. 
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5.3 Reaction–diffusion simulation 

The model in 4.4.2 was applied to simulate superimposed and cascaded patterns. The 

superimposition of the pattern can be simulated using the same model when using adjuster and 

introducing the chemical species corresponding to pair 2. The cascaded pattern can be further 

developed by introducing the A-pair 3 produced in the reaction shown in Figure 4.14. For 

example, since the pair 1 polymerization process produces AL1–L3, the following reaction 

terms were added: 

𝑓𝛼31 = ∑ ∑ (𝑘𝑠[𝛼12𝑛−1][𝛽12𝑖−1] + 𝑘𝑠[𝛼12𝑖−1][𝛽12𝑗] + 𝑘𝑠[𝛽12𝑖−1][𝛽12𝑗]

𝑗≤𝑛−𝑖−1𝑖≤𝑛−1

+ 𝑘𝑠[𝛽12𝑖][𝛽12𝑗] + 𝑘𝑠[𝛽12𝑗][𝛽12𝑖]) 

Figure 5.10 Kymographs of bisector (non-cascaded), superimposed, and cascaded pattern 

formation in experiment and simulation. Each process in the simulation agreed well with 

those in the experiment. 
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where 𝛼1 and 𝛽1 are pair 1 monomers or polymers and 𝛼31is AL1–L3 monomer. The initial 

concentration was set at zero. Figure 5.10 shows the resulting kymograph from the simulation, 

which reproduces the pattern formations. In particular, the A-pair 3 consisting middle bisector 

formation process, for which additional reaction equation was introduced, was compared with 

the experiment. 

The graph in Figure 5.11, with time on the horizontal axis and bisector peak fluorescence 

intensity on the vertical axis, shows that the cascaded pattern formation process is well 

reproduced by the simulation. According to the parameter fitting described in 4.4.1,  𝐸 was 

6.2×10-3. The value under condition #15 in Table 4.2, which is in good agreement with bisector 

pattern formation the experiment, is 0.28. Due to the difference in the experimental values, we 

normalized them by the following equation: 
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Figure 5.11 Peak intensity growth of cascaded bisector in experiment and simulation. The 

values of are corrected by the effect of FRET between the Cy5 (AL1–L3) and Cy3 (AR2–

R3). 
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𝐸′ =
𝐸

max (𝐼experiment(𝑡))
2 

and obtained 𝐸′ for condition #15 and this cascaded process are 0.52 and 0.36, respectively. 

Overall, the simulations based on this model and the parameters of condition #15 are in good 

agreement with experimental results, even for the complicated system. Therefore, the model 

and the parameters reproduce the reaction–diffusion system constructed in this study. 

5.4 Summary 

In this chapter, I have described the superimposed pattern formation using multiple 

orthogonal DNA pairs. The experiments showed that at least four patterns can form in parallel. 

Furthermore, I have described a cascaded pattern formation by superimposing pattern formation 

and designing the released adjusters that react with each other. The bisectors appeared on the 

left and right sides, followed by a third bisector in the middle. The simulation model reported 

in the previous chapter well reproduced the pattern formation process. 
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6. Conclusions 

6.1 Achievements in this thesis 

In this thesis, I have reported the developme t of a method to program a reaction–diffusion 

system for pattern formation using synthetic DNA. A series of reaction–diffusion systems for 

pattern formation were developed to form various patterns. 

In Chapter 1, I have described the advantages of using synthetic DNA as a material for the 

construction of artificial reaction–diffusion systems, and then, presented the following three 

issues: 

1) To construct a reaction–diffusion system that switches the DNA diffusion state in the 

hydrogel to form static patterns. 

2) To program the spatiotemporal DNA diffusion process by introducing a mechanism to 

inhibit diffusion and change the patterns formed. 

3) To combine and link multiple pattern formation processes in a cascade. 

In Chapter 2, I have discussed the development of a method of constructing DNA anchoring-

based a reaction–diffusion system for static pattern formation. First, I fabricated anchor DNA 

bonded to polyacrylamide by acrydite-modification and verified that it inhibits diffusion, but 

not hybridization. Next, I combined an associative toehold activation-based DNA logic gate for 

bisector pattern formation. The performance of proposed method is evaluated through 

experiments and simulations. 

In Chapter 3, I have discussed the diffusion modulation used to program diffusion. I verified 

the position shift of the bisector by the diffusion modulation. Furthermore, I showed that the 

degree of the shift can be adjusted by changing the competitor concentration. By applying 

diffusion modulation to a weighting of the sources, I implemented the weighted Voronoi 

diagrams as a demonstration. 
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In Chapter 4, I have discussed the problems of the methods described in Chapters 2 and 3 

and proposed the polymerization approach to form a sharp pattern. I redesigned the system 

using polymerization by hybridization. Through experiments and simulations, I found that 

polymerization approach is effective in forming sharp patterns. 

In Chapter 5, I have discussed superimposed and cascaded pattern formation based on 

polymerization approach. First, using DNA orthogonality, I prepared multiple independent 

DNA pairs for polymerization. I have experimentally proved that patterns by at least four DNA 

pairs can be superimposed in a single system. Furthermore, I realized cascaded pattern 

formation using the adjuster DNA released during polymerization for the next step of pattern 

formation.   

Taken together, a reaction–diffusion system that can be programed in both reaction and 

diffusion was built in hydrogel. 

In the next step, an artificial system that self-organizes by mapping the DNA concentration 

patterns should be developed to develop further physical properties, shape, and functionalities. 

6.2 Future perspectives  

Although the fundamental questions on using the reaction–diffusion system for DNA pattern 

formation were successfully, the obtained patterns are just a chemical gradient and have no 

function. We should be inspired from biological development and associate patterns with 

physical properties and location-specific functionalization. DNA nanotechnology can play a 

major role in realizing such a vision. For example, molecular motors are used for changing 

shapes. Synthetic DNA can be used to control the kinetic state of molecular motors. Vesicle 

deformation [80] and sheet structure contraction [81, 82] have been proposed so far. Moreover, 

the physical properties and volume of materials can be altered via several techniques. DNA 

hydrogel realizes such behavior, and various changes such as gel-sol transition [83, 84], 

swelling [85-87], and deformation [87, 88] can be induced via DNA. 

Since DNA does not have chemical activities other than hybridization, it must be 

functionalized to interact with other chemicals. Modifications through fluorescence, functional 

peptide, and photoreactors, mentioned in Chapter 1 [42-46] are typical examples. The detection 
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of various chemicals using aptamers has also been reported [89-94] and may be used to 

functionalize DNA.  

Integrating these techniques for DNA will materialize artificial self-assembly system inspired 

by biological development. Such technology is expected to contribute to the development of 

building non-biological tissues such as artificial organs. Furthermore, this technology may 

develop large-scale, higher-order systems. Progress in related areas such as large-scale DNA 

synthesis, artificial metabolism [95], and chemical AI technology [96] will pave the way to 

develop not only artificial tissues but also intelligent life-like systems in the future.  
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Appendix 

A.1 DNAs used in Chapter 2 and 3 

DNA strands expected to be acrydite-modified were purchased from Eurofins Genomics 

Japan, Tokyo, Japan. The acrydite-modified DNA was purchased from Integrated DNA 

Technologies, Coralville, IA, USA. The purification was HPLC for DNAs with modifications 

and OPC for others. The samples were hydrated with MilliQ water. 

The base sequence is listed in Figure A1.1. There are reaction domain names under the 

sequences and unnamed parts are spacers for adjusting the lengths. The complementary domain 

of “x” is described as “x̅”. The roles of domains are as follows. 

 

Domain "a": Toehold for strand displacement in AND gate reactions 

Domain "b": Binding the input A and B 

Domain "c": Binding the input A to connector (see Figure S3-2) 

Domain "d": Migrated domain for diffusion modulation 

Domain "e": Toehold of input A for diffusion modulation 

Domain "g": Connecting input B and AND gate 

Domain "j": Binding strands and anchor 

Domain "k": Toehold for starter (see Figure S3-2) 

Domain "l": Toehold of competitor A for diffusion modulation 

Domains "h," "I," "m": Domains of input B for diffusion modulation 

  



Appendix 

95 

  
Figure A.1 DNA sequences used in Chapter 2 and 3.  

Figure A.2 Input releasing reaction initiated by starters. 
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A.2 Hybridization of anchoring DNA in hydrogel 

To evaluate the reactivity of the anchored DNA, we measured the melting temperature (Tm) 

and folding temperature (Tf) in the hydrogel. The free single-stranded DNA was prepared in 

the solution and added to the hydrogel at the end because it diffuses into the CaCl2 solution 

during alginate gel preparation. Therefore, the reaction in the surrounding solution affects the 

result for the no polymerization and in-gel conditions. 

Figure A.3 shows the results of eight measurements. Tf is slightly lower than Tm both with 

and without polyacrylamide bonding (polymer and monomer) and the differences are higher 

after polymerization, indicating that the hybridization occurring in the presence of 

polyacrylamide is difficult to melt. This is because the polymer around the DNA inhibits 

double-stranded DNA dissociation. 

Both Tm and Tf were slightly lower in the hydrogel than those in solution because the 

alginate polymers in the hydrogel inhibited the interaction with DNA. Although the maximum 

difference is approximately 7℃, it is still high compared to the temperature (25℃) at which the 

experiment was conducted; therefore, the effect on the pattern formation is small.  

Figure. A.3 Melting temperature (Tm) and folding temperature (Tf) of the anchor DNA 

in solution and a hydrogel bead 
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A.3 Image processing for the results described in Chapter 2 and 3 

The images in the experiment were obtained using a Nikon TE2000-U (Nikon, Tokyo, Japan) 

fluorescence microscope. The reaction–diffusion systems were built in 7×6×1 mm3 and 5×5×5 

mm3 chambers made of silicon rubber sheet on glass for bisector patterns and weighted Voronoi 

diagrams, respectively. Image processing and analysis were performed using Fiji, an image-

processing software (https://fiji.sc/). 

A.3.1 Composition of images to visualize pattern formation process 

The green and red fluorescence images were obtained separately and composited after 

normalizing the brightness for Figures 2.8, 2.9, 3.4, 3.5, and 3.7 (Figure A.4). 

A.3.2 Kymographs 

The kymographs show the temporal variation in the fluorescence intensity between sources 

indicating the pattern formation process. To obtain these, lines were drawn between the 

diffusion sources and the fluorescence intensity on the lines was measured for each time step 

in both channels. Intensity Fraw was normalized using the following equation: 

F(𝑐, 𝑥, 𝑡) = 255 ∗
Fraw(𝑐, 𝑥, 𝑡)

max
x
Fraw(𝑐, 𝑥, 𝑡)  

, 

where 𝑐, 𝑥, and 𝑡 represent the channel (green or red), position (0 ≤ 𝑥 ≤ 1), and time (0 ≤ 𝑡 ≤

360 [min]), respectively. The max
x
Fraw(𝑐, 𝑥, 𝑡) represents the maximum intensity at time step. 

The normalized values F(𝑐, 𝑥, 𝑡)  were plotted, composed, and resized to 512 ×512 pixels 

(Figure A.5). 
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Raw image 

(Too dark to see the pattern)  

Normalize the brightness 

 in each image 

Composite the images 

Fig re A.4 Image  rocessing flow. 

Figure A.5 Image processing for kymograph. 
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A.4 FRET caused by the input reaction 

The FAM and TAMRA used for imaging inputs A and B undergo Förster resonance energy 

transfer (FRET); therefore the effect of FRET was evaluated. The effect of FRET on FAM due 

to the reaction between the inputs was confirmed by fluorescence spectral analysis using a 

spectrofluorometer (JASCO FP-6200). The fluorescence spectrum between 510 and 700 nm 

when a 945 nm emission irradiation was used. The intensities were normalized from 0 to 1 with 

respect to the maximum excitation radiation intensity. 

Figure A.6 shows that FAM excited TAMRA and reduced the fluorescence intensity at 519 

nm by 73.5%. FAM-tagged input A showed one peak around 519 nm, while input B showed no 

significant peak. In contrast, when the inputs reacted, two peaks appeared in the spectrum. The 

peak near 519 nm represents the fluorescence of FAM, which is weaker than that of input A. 

The peak near 580 nm represents the fluorescence of TAMRA. 

Then, to investigate the FRET effect on the pattern, in Figure A.7, the spatial green 

fluorescence intensity in the pattern formation was corrected as follows: 

Fcorrect(green, 𝑥, 360) =

{
  
 

  
 
Fraw(red, 𝑥, 360)

𝑌
+ (Fraw(green, 𝑥, 360) − Fraw(red, 𝑥, 360))

 (Fraw(green, 𝑥, 360) ≥ Fraw(red, 𝑥, 360)),

Fraw(green, 𝑥, 360)

𝑌
                                    

(Fraw(green, 𝑥, 360) < Fraw(red, 𝑥, 360)),

 

where 𝑌 is the correction constant (0.265). However, it did not affect the position substantially. 

The uncorrected values are shown in Figure 3.6. 

A.5 Effects of anchoring ratio to the pattern 

Acrydite-modified DNA that fails to bind to polyacrylamide is not anchored. Assuming that 

such DNA remains in the hydrogel, we set the ratio of anchored DNA to 100%, 80%, and 50%, 

and investigated the effect of the anchoring ratio on bisector position by simulation. The 

diffusion coefficient was set such that the remaining DNA behaved as a single-stranded DNA. 
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Increasing anchoring ratio decrease the distance of the bisector to the midpoint between sources 

(Figure A.7). After matching, the parameter was set to 80% in the simulations. 

  

0

0.2

0.4

0.6

0.8

1

1.2

510 560 610 660

Input A + Input B
Input A
Input B

0.00 0.10 0.20 0.30 0.40 0.50

0

1

2

Uncorrected

Corrected

Simulation

Figure A.6 Fluorescent spectrum of inputs.  

Figure A.7 Effects of FRET correction on bisector position. 

Figure A.8 Effects of anchoring ratio on bisector position. 
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A.6 Polyaclylamide gel electrophoresis 

The results of each electrophoresis were imaged using the Chemi Doc MP Imaging system 

(Bio-Rad, CA, USA). Blue Epi illumination and 530/38 filter, Green Epi illumination and 

605/50 filter, and UV trans-illumination and standard filter were used for green, red and SYBR 

gold, respectively. When fluorescent-modified DNAs were used, the gel was imaged first, 

followed, by staining with SYBR gold for 20 min. The same protocol was used for 

electrophoresis in all chapters. 

A.7 DNAs used in Chapter 4 and 5 

The sequences are summarized in Table A.1. The DNA pairs were designed using the 

orthogonal sequences reported previously [79]. For the adjusters, the connector domains were 

complementary to the 15 bases from the 3' end of L1, R2, L3, or R4, and the domain not used 

in the reactions was filled with poly-T. Unmodified and FAM labeled DNA were purchased 

from Eurofins Genomics Japan (Tokyo, Japan) with an Oligonucleotide Purification Cartridge 

(OPC) and HPLC purification, respectively. Other fluorescence-modified DNAs were 

purchased from Sangon Biotech Co., Ltd. (Shanghai, China) using HPLC purification. All 

samples were diluted in Milli-Q water to 100 μM and stored at −30℃. In the pattern formation 

experiment, 4μL 10 μM DNAs were prepared in a reaction buffer, as described in A.8, and 

poured into the pockets of the hydrogel. 

A.8 Reaction buffer and hydrogel used in Chapter 4 and 5 

In the experiments, DNAs was dissolved in reaction buffer containing 50 mM HEPES, 20 

mM MgCl2, and 100 mM NaCl (pH 7.13). The reaction buffer, 40% polyacrylamide, and 2% 

N,N’-methylenebis (acrylamide) were mixed to prepare a pre-gel solution of 10% 

polyacrylamide gel (C%=5). To the pre-gel, 10% APS and 10% TEMED were added at a ratio 

of 98:1:1 and poured quickly into the mold to prevent air bubbles. The comb was set to prepare 

pockets and incubated at room temperature (25°C) for 1h. Then, the DNA solutions were 

injected into the pockets and sealed with liquid paraffin to prevent evaporation.  
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40% polyacrylamide and 2% N,N’- methylenebis (acrylamide) were purchased from Bio-

Rad Laboratories, Inc. (CA, USA). NaCl was purchased from Sigma Life Science, and others 

were purchased from FUJIFILM Wako Pure Chemical Corporation, (Osaka, Japan). The mold 

and comb were designed to fit a 5.2-cm diameter Petri dish using Free CAD as shown in Figure 

A.X. They are printed by the 3D printers (Anycubic Photon-5, Anycubic Photon Mono X, or 

Anycubic photon M3 Plus) and the mold was placed in the Petri dish before pouring the pre-

gel solution. 

A.9 Fluorescence microscopy in Chapter 4 and 5 

The pattern formation process was observed using a Nikon TE2000-U with four filter units 

for four-channel observations (FAM, Cy5, Cy3, and AMCA) at 10 min intervals over 24 h. An 

automated stage (Shiguma Koki, Japan) was used to observe five parallel reaction fields 

simultaneously. Figure A.9 shows the pre-composite images of the cascaded pattern formation 

shown in Figure 5.7. Figure 5.7 does not directly show the temporal changes in Cy3- or Cy5-

labeled DNAs because their observations were not assigned to a color in the composite images. 

Table A.1 DNA sequences used for polymerization approach described in Chapter 4 and 5 
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Figure A.8 Blueprint of a gel mold and comb for observation 
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A.10 Analysis in FRAP experiment 

In the FRAP procedure in 4.3.1, a solution of 9.5% acrylamide, 0.5% N,N’-methylenebis 

(acrylamide), and 5 μM DNA in a 10 μL volume was first prepared and incubated for 1 h at 

room temperature as the reaction time for the DNA. TEMED and APS were then added to 

0.01% solution and incubated for 1 h at room temperature for gelation. The prepared gels were 

placed in a silicon chamber, covered with liquid paraffin to prevent evaporation, and optically 

stimulated with an Olympus FV3000 confocal unit attached to Olympus IX83 (Olympus, Tokyo, 

Japan) to measure the fluorescence recovery. The temporal change in the recovery was 

normalized as follows: 

𝐼𝑛𝑜𝑟𝑚(𝑡) =
𝐼bleach(𝑡) − 𝐼bg(𝑡)

𝐼pre(𝑡) − 𝐼bg(𝑡)
, 

where 𝐼𝑏𝑙𝑒𝑎𝑐ℎ(𝑡) , 𝐼𝑝𝑟𝑒(𝑡) , and 𝐼𝑏𝑔(𝑡)  are the intensites of the bleached, unbleached, and 

background areas, respectively, as obtained from Figure A.10. As with pair 1, FRAP was also 

performed for pairs 2 and 3, which were used for cascaded pattern formation (Figure A.11). 

Figure A.9 Cascaded pattern in each channel 
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The fluorescence recovery observed for each DNA was fitted as follows: 

𝑓(𝑡) = 𝛽exp(
2𝜏𝐷

(𝑡 − 𝛼)
)(𝐼0 (

2𝜏𝐷
(𝑡 − 𝛼)

) + 𝐼1 (
2𝜏𝐷

(𝑡 − 𝛼)
)), 

where 𝐼0(𝑥) and 𝐼1(𝑥) are modified Bessel functions, 𝛼 is the time point at which fluorescence 

intensity becomes zero after light stimulation, 𝛽 is the intensity at the plateau, and 𝑡 is the time 

set to zero when the first image is obtained after stimulation. By incorporating 𝜏𝐷 , the 

characteristic time scale of diffusion, and 𝜔, the radius of the bleaching zone can be expressed 

as 

𝐷 =
𝜔2

4𝜏𝐷
. 

The obtained values are summarized in Table A.2. Interestingly, no fluorescence recovery was 

observed after mixing any of the three pairs, so the diffusion coefficient of the well-grown 

polymer in the hydrogel was assumed to be zero. The difference between the measured and 

fitted values in the simulation may be due to the inadequate FRAP setup. There were some 

issues, such as the homogeneity of the hydrogel and the fluorescence intensity did not reach 

zero due to photobleaching or did not fully recover to one.  

A.11 DNA propagation in hydrogel medium 

To prove that DNA strand propagation in the hydrogel was due to diffusion, L1 and R1 

fluorescence was observed for 24 h (Figure A.12). The fluorescence intensity distribution at 

each time point was measured, and the position at which the fluorescence intensity exceeded 

the threshold was defined as the propagation front of the time point. The threshold values were 

set to 425, 200, and 20 for L1, R1, and simulation, respectively, based on the average intensity 

at each time point (Figure A.13). 

A comparison with the simulation at each time point based on a graph plotting time on the 

horizontal axis and propagation front position on the vertical axis shows that the average 

difference was 96 and 88 μm for L1 and R1, respectively (Figure A.14). The resolution of the 

fluorescence microscopy images and simulation were 3.2 and 23 μm/pixel (4489 μm/1392 
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pixels and 3000 μm/128 pixels, respectively). This error was less than 5 pixels for the simulation. 

As only diffusion was computed in the simulation, this similarity suggests that L1 and R1 

propagate through the hydrogel by diffusion. 

A.12 Bisector pattern formation using A-pair 3 

To compare the difference between pair 1 and A-pair 3, which has 46 nt and 61 nt, 

respectively, we observed bisector pattern formation using A-pair 3. The bisector pattern of A-

pair 3 formed slower than that of pair 1 (the intensity of pair 1 and A-pair 3 reached 0.05 in 4.3 

and 15 h, respectively; Figure A.15), but clearly faster than the cascaded process (Figure 5.9). 

  

𝐼bleach(𝑡) 

𝐼pre(𝑡) 

𝐼bg(𝑡) 

Figure A.10 Referring areas for FRAP analysis 
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Figure A.11 Fluorescence recovery of pair 2 and A-pair 3 
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Figure A.12 Spatial propagation of L1 and R1 in hydrogel. 

Figure A.13 Time change of the propagation front. 

Table A.2 Diffusion coefficients of the DNA obtained from FRAP analysis 
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Figure A.14 Propagation of DNA in experiment and diffusion in simulation 

Figure A.15 Bisector pattern formed by A-pair 3 
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A.13 Reaction–diffusion simulation 

The reaction–diffusion simulation was performed using the “Ready” simulator or its 

executable file “rdy.exe.” Simulations based on the model for the polymerization approach 

involving many chemical species were performed on an Elite Desk800 G4 SFF (Hewlett-

Packard) equipped with an NVIDIA FGeForce GTX 1650 for bisector patterns. For 

superimposed and cascaded pattern formation, a DAIV-DGX760H2-M2S5 (Mouse Computer) 

equipped with an NVIDIA GeForce RTX 2080 was used. The equations representing the models 

using logic gates and diffusion modulation (Chapters 2 and 3) were described directly in the 

Ready software, whereas those for the polymerization approach were generated using a Python 

program. When “rdy.exe” was used, a batch file was used to automate the simulation. The 

results were obtained in Visual Toolkit Image Data (vti) format, and numerical information such 

as spatial concentration distribution was obtained using Python’s visual toolkit (vtk) library 

(https://vtk.org/). 
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Source code 1. Partial differential equation generator for polymerization approach 

#!/usr/bin/env python 

# coding: utf-8 

 

# In[ ]: 

 

pair = input('Input pair (1 or 2 or 3)') 

categorySizeReference=8 

diffusion_coefficient = input('Set diffusion coefficient(um^2/s)') 

distance_um = 3000 

distance_pixel = 128 

diffusionMonomerReference = 

round(int(diffusion_coefficient)*int(distance_pixel)**2/int(distance_um)**2, 

6) 

if pair == '3': 

    categorySize = int(categorySizeReference*46/61) 

    diffusionMonomer = diffusionMonomerReference*46/61 

else: 

    categorySize= categorySizeReference  

    diffusionMonomer = diffusionMonomerReference 

saveDirectory = ""  

 

preserve=True 

kineticsCirculization=0.0    

reactionTypePairs=[ 

    [[],   [2,3],[0],[0],[]], 

    [[2,3],[],   [1],[1],[]], 

    [[0],  [1],  [2],[], []], 

    [[0],  [1],  [], [3],[]], 

    [[],   [],   [], [], []] 

] 

 

# In[ ]: 

 

import string 

species=categorySize*5 

file=open(saveDirectory+'/ODE'+str(species)+'_cascaded_pair3_ver20221112_' + 

str(pair) + '.txt', 'w') 

 

# In[ ]: 

 

def writeParameter(parameterName,index,kinetics): 

    file.write('      <param name="' + str(parameterName) + '_' + str(index) 

+ '">\n') 

    file.write('        ' + '{:.6f}'.format(kinetics) + '\n') 

    file.write('      </param>\n') 
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# In[ ]: 

writeParameter("K","h",kineticsCirculization)#ハイブリダイゼーション 

writeParameter("K","c",kineticsCirculization)#環状化 

writeParameter("K","r",kineticsCirculization)#ディネイチャー 

writeParameter("K","s",kineticsCirculization)#鎖置換 

writeParameter("K","sr",kineticsCirculization)#鎖置換の逆反応 

# In[ ]: 

 

for i in range (1, categorySize*2): 

    writeParameter("D"+str(pair),i, diffusionMonomer/i) 

writeParameter("D"+str(pair),categorySize*2, 0.) 

 

# In[ ]: 

 

#ord('a')=97 

def getVariableName0(index): 

    rightMost=chr(ord('a')+index%26) 

    if index<26: 

        return rightMost 

    else: 

        return getVariableName0(index//26-1)+rightMost 

 

def getVariableName(index): 

    return getVariableName0(index+((int(pair)-

1)*(categorySizeReference*5+2))) 

 

# In[ ]: 

 

odes=[""]*species 

odes3=[""] 

 

# In[ ]: 

 

def addUnimolecularReaction(dna1,dna2,kineticsVariable): 

    odes[dna1]+="-"+kineticsVariable+"*"+getVariableName(dna1) 

    odes[dna2]+="+"+kineticsVariable+"*"+getVariableName(dna1) 

    if kineticsVariable=="K_c" and (dna1-3) % 5 ==0: 

        odes3[0]+="+"+kineticsVariable+"*"+getVariableName(dna1) 

 

def 

addBimolecularReaction(dna1,dna2,dna3,kineticsVariable,kineticsVariableRever

se): 

    odes[dna1]+="-

"+kineticsVariable+"*"+getVariableName(dna1)+"*"+getVariableName(dna2)+"+"+k

ineticsVariableReverse+"*"+getVariableName(dna3) 
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    odes[dna2]+="-

"+kineticsVariable+"*"+getVariableName(dna1)+"*"+getVariableName(dna2)+"+"+k

ineticsVariableReverse+"*"+getVariableName(dna3) 

    odes[dna3]+="+"+kineticsVariable+"*"+getVariableName(dna1)+"*"+getVariab

leName(dna2)+"-"+kineticsVariableReverse+"*"+getVariableName(dna3) 

    if kineticsVariable=="K_s": 

        odes3[0]+="+"+kineticsVariable+"*"+getVariableName(dna1)+"*"+getVari

ableName(dna2)+"-"+kineticsVariableReverse+"*"+getVariableName(dna3) 

 

def getIndex(category,type): 

    if category>=categorySize: 

        if(preserve) : return -1 

        category=categorySize-1 

    return category*5+type 

 

def chemIniPattern(Name): 

    file.write("      <overlay chemical=\""+ str(Name) +"\">\n") 

    file.write("        <overwrite/>\n") 

    file.write("        <constant value=\"0\"/>\n") 

    file.write("        <everywhere/>\n") 

    file.write("      </overlay>\n") 

def chemIniPattern2(Name2,cat): 

    if (cat==0): 

        file.write("      <DataArray type=\"Float32\" Name=\""+ str(Name2) 

+"\" format=\"binary\" RangeMin=\"0\" RangeMax=\"0\">\n") 

        file.write("        AQAAAACAAAAACAAAFwAAAA==eJxjYBgFo2AUjIJRMApGwUgD

AAgAAAE=\n") 

    elif (cat==1): 

        file.write("      <DataArray type=\"Float32\" Name=\""+ str(Name2) 

+"\" format=\"binary\" RangeMin=\"0\" RangeMax=\"10\">\n") 

        file.write("        AQAAAACAAAAACAAAHAAAAA==eJxjYBgFo4DaQMFxaOBRMApG

wSgYuQAADMEP6w==\n") 

    elif (cat==2): 

        file.write("      <DataArray type=\"Float32\" Name=\""+ str(Name2) 

+"\" format=\"binary\" RangeMin=\"0\" RangeMax=\"10\">\n") 

        file.write("        AQAAAACAAAAACAAAHAAAAA==eJxjYBgFo2AUjIKRChQchwYe

BaOA+gAAhQQP6w==\n") 

    file.write("      </DataArray>\n") 

 

# In[ ]: 

 

for category in range(categorySize): 

    for type in range(5): 

        dna=getIndex(category,type) 

        variable=getVariableName(dna) 

        odes[dna]+="        delta_"+variable+"=D" + str(pair) + 

"_"+str(2*category+(1 if type<2 else 2))+"*laplacian_"+variable 
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# In[ ]: 

 

for category1 in range(categorySize): 

    dna1=getIndex(category1,2) 

    dna2=getIndex(category1,4) 

    if(dna1>=0 and dna2>=0): addUnimolecularReaction(dna1,dna2,"K_c") 

    dna1=getIndex(category1,3) 

    dna2=getIndex(category1,4) 

    if(dna1>=0 and dna2>=0): addUnimolecularReaction(dna1,dna2,"K_c") 

 

    for type1 in range(5): 

        dna1=getIndex(category1,type1) 

        if(dna1<0): 

            continue 

 

 

        for category2 in range(category1,categorySize): 

            for type2 in range(0 if category2>category1 else type1,5): 

                dna2=getIndex(category2,type2) 

                if(dna2<0): 

                    continue 

                for type3 in reactionTypePairs[type1][type2]: 

                    dna3=getIndex(category1+category2+(0 if type1==0 and 

type2==1 or type1==1 and type2==0 else 1),type3) 

                    if(dna3<0): 

                        continue 

                    #addBimolecularReaction(dna1,dna2,dna3,"K_h","K_r") 

                    #!=は not equal 

                    if (pair != '3' and type3==2 and type1 !=2): 

                        addBimolecularReaction(dna1,dna2,dna3,"K_s","K_sr") 

                    elif (type1==0 and type2==3): 

                        addBimolecularReaction(dna1,dna2,dna3,"K_s","K_sr") 

                    elif (type1==1 and type2==3): 

                        addBimolecularReaction(dna1,dna2,dna3,"K_s","K_sr") 

                    elif (type1==3 and type2==3): 

                        addBimolecularReaction(dna1,dna2,dna3,"K_s","K_sr") 

                    else: 

                        addBimolecularReaction(dna1,dna2,dna3,"K_h","K_r") 

 

# In[ ]: 

 

for ode in odes: 

    file.write(ode+";\n") 

green=categorySize*5 

red=categorySize*5+1 

sums=[getVariableName(green)+"=",getVariableName(red)+"=","for sum of 

pair3="] 
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for category in range(categorySize): 

    variable0=getVariableName(getIndex(category,0)) 

    variable1=getVariableName(getIndex(category,1)) 

    variable2=getVariableName(getIndex(category,2)) 

    variable3=getVariableName(getIndex(category,3)) 

    variable4=getVariableName(getIndex(category,4)) 

    sums[0]+="+"+str(category+1)+"*("+variable0+"+"+variable2+"+"+variable3+

"+"+variable4+")" 

    sums[1]+="+"+str(category+1)+"*("+variable1+"+"+variable2+"+"+variable3+

"+"+variable4+")" 

    if (pair != '3'): 

        sums[2]+="+("+variable0+"+"+variable3+")" 

for sum in sums: 

    file.write("        "+sum+";\n") 

if (pair != '3'): 

    for ode in odes3: 

        file.write("        prodution of pair3 =" + ode + ";\n") 

 

for category in range(categorySize): 

    for type in range(5): 

        variable=getVariableName(getIndex(category,type)) 

        chemIniPattern(variable) 

chemIniPattern(getVariableName(green)) 

chemIniPattern(getVariableName(red)) 

 

for category in range(categorySize): 

    for type in range(5): 

        variable=getVariableName(getIndex(category,type)) 

        if (pair == '1' and category==0 and type==0) or (pair == '2' and 

category==0 and type==1): 

            chemIniPattern2(variable,1) 

        elif (pair == '1' and category==0 and type==1) or (pair == '2' and 

category==0 and type==0): 

            chemIniPattern2(variable,2) 

        else: 

            chemIniPattern2(variable,0) 

 

if (pair =='1' or pair =='3'): 

    chemIniPattern2(getVariableName(green),1) 

    chemIniPattern2(getVariableName(red),2) 

elif (pair =='2'): 

    chemIniPattern2(getVariableName(green),2) 

    chemIniPattern2(getVariableName(red),1) 

 

file.close() 
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 o rce code  . Batch file for a tomate the sim lation  sing “rdy.e e” 

@echo off 

rem 

 

rem 

setlocal ENABLEDELAYEDEXPANSION 

 

FOR /L %%X IN (0, 6000,864000) DO ( 

    rem set 

    set /a next= %%X + 6000 

    .\rdy.exe -n 6000 -i output_%%X.vti -o output_!next!.vti 

) 

python vtk_output6.py 

 

Source code 3. Numerical information acquisition program using visual toolkit library 

import vtk  

import numpy as np 

from vtk.util import numpy_support 

from PIL import Image 

 

def loadFile(FileName): 

    reader.SetFileName(FileName+".vti") 

    reader.Update() 

 

reader = vtk.vtkXMLImageDataReader()  

 

kymograph_1 = [] 

kymograph_2 = [] 

img_kymograph_1 = [] 

img_kymograph_2 = [] 

 

def normalize(x, amin=0, amax=4095): 

    xmax=x.max() 

    xmin=x.min() 

 

    if xmin==xmax: 

        return npones_like(x) 

    return (amax - amin)*(x-xmin)/(xmax-xmin)+amin 

 

def normalize2(x, amin=0, amax=255): 

    xmax=x.max() 

    xmin=x.min() 

 

    return (amax - amin)*(x-xmin)/(10-xmin)+amin 

 

for num in range(0, 864000, 6000): 

    loadFile("output" + "_" + str(num)) 
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    distribution_1 = 

numpy_support.vtk_to_numpy(reader.GetOutput().GetPointData().GetAbstractArra

y(40)) 

    nomlist_1 = [int(x) for x in normalize2(distribution_1)] 

    kymograph_1.insert(len(kymograph_1), distribution_1) 

    img_kymograph_1.insert(len(img_kymograph_1), nomlist_1) 

 

    distribution_2 = 

numpy_support.vtk_to_numpy(reader.GetOutput().GetPointData().GetAbstractArra

y(41)) 

    nomlist_2 = [int(x) for x in normalize2(distribution_2)] 

    kymograph_2.insert(len(kymograph_2), distribution_2) 

    img_kymograph_2.insert(len(img_kymograph_2), nomlist_2) 

 

np.savetxt('output_kymograph_1.csv', kymograph_1, delimiter=',') 

np.savetxt('output_kymograph_2.csv', kymograph_2, delimiter=',') 

pil_img1 = Image.fromarray(np.uint8(np.array(img_kymograph_1)[:, 192:320])) 

pil_img1.save('kymograph_1.png') 

 

pil_img2 = Image.fromarray(np.uint8(np.array(img_kymograph_2)[:, 192:320])) 

pil_img2.save('kymograph_2.png') 

 

pil_img3 = Image.merge("RGB", (pil_img2.convert("L"),pil_img1.convert("L"), 

pil_img2.convert("L"))) 

pil_img3.save('kymograph_color.png') 
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