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#### Abstract

In order to validate the Standard Model of particle physics with high accuracy in experiments such as LHC and Belle II, precise calculations of QCD effects on physical observables are highly demanded. In recent decades, it has become clear that the higher-order perturbative calculations have uncertainties due to renormalons which disrupt convergence of perturbative expansion. In this thesis, we develop a method for subtracting renormalons in the framework of the operator product expansion (OPE). The method utilizes the properties of the inverse Laplace transform to construct a convergent series, which enables a simultaneous separation of multiple renormalons from the perturbative expansion, systematically with a finite number of known expansion coefficients. This method is applied to observables of heavy quark systems such as the masses of the $B$ and $D$ mesons, and the inclusive semileptonic $B$ decay width, by which we determine the parameters of EFT and one of the CKM matrix elements, $\left|V_{c b}\right|$, respectively. In both determinations subtraction of the next-order renormalons in MS mass scheme has been performed for the first time. The results are given by $[\bar{\Lambda}]_{\mathrm{PV}}=0.486(54) \mathrm{GeV},\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}=0.05(22) \mathrm{GeV}^{2}$, and $\left|V_{c b}\right|=0.04147\left({ }_{-117}^{+98}\right)$, which are consistent with previous studies. These results indicate that the renormalon uncertainties are well suppressed, but that higher-order perturbative calculations are required in order to determine the parameters more accurately than the current precision. In particular, for the latter determination, the scheme dependence and the input parameter dependence of $\left|V_{c b}\right|$ are discussed in depth, in order to examine how the value of $\left|V_{c b}\right|$ will be determined as both theory and experiment progress in the future.
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## Chapter 1

## Introduction

## To overcome renormalon problem in QCD

Frontier experiments at the LHC and Belle II have validated the Standard Model (SM) of particle physics to a high degree of accuracy, which has required theorists to accurately calculate observables. Perturbation theory is a powerful method to systematically calculate physical quantities in general quantum field theory. In particular in quantum chromodynamics (QCD), recent improvements in computational techniques and algorithms have made it possible to achieve higher-order calculations for various quantities. For example, the 5-loop (next-to-next-to-next-to-next-to leading order ( $\mathrm{N}^{4} \mathrm{LO}$ ) level) correction to the QCD beta function [I], the 3-loop ( $\mathrm{N}^{3} \mathrm{LO}$ level) correction to the static QCD potential $[\underline{Z}, \mathrm{~B}, \boxed{Z}]$, and the 4 -loop ( $\mathrm{N}^{3} \mathrm{LO}$ level) correction to the heavy quark mass relation (pole$\overline{\mathrm{MS}}$ mass relation) [5, [6, 7] were calculated. As a property of QCD, the QCD effects give important contributions to observables on a wide range of scales. Due to the asymptotic freedom of QCD, the higher-order perturbative calculations make the theoretical predictions more precise for the high-scale observables. On the other hand, for systems with a scale of about $\mathcal{O}(1-10) \mathrm{GeV}$, specifically those involving bottom or charm quarks, the theoretical uncertainties caused by 'renormalons' have limited the accuracy of perturbative calculations.

Renormalon [ $8, \underline{y},[\mathbf{\pi},[]]$ is a concept that originates from an IR gluon in a particular loop diagram, which is known to cause the perturbative coefficients to factorially diverge. This is one of the reasons why perturbative expansion is asymptotic series, indicating that it is impossible to calculate the true value of observables by perturbative calculations alone in principle. Considering renormalons, the best prediction accuracy achievable using perturbative calculations is estimated as $\left(\Lambda_{\mathrm{QCD}} / Q\right)^{2 u}$ with (half-)integer $u$ for an observable with typical scale $Q \gg \Lambda_{\mathrm{QCD}}$. Here, $\Lambda_{\mathrm{QCD}} \sim 300 \mathrm{MeV}$ is the non-perturbative scale of QCD, indicating that the uncertainty caused by renormalon, which is the limit of perturbative calculations, is associated with a non-perturbative (low-energy) physics. For a system of the electroweak scale physics, $\Lambda_{\mathrm{QCD}} / Q \sim 0.1 \%$ would be negligible at present, while for a system of the bottom or charm quarks, $\Lambda_{\mathrm{QCD}} / Q \sim 10 \%$ jeopardizes the precision of the prediction significantly. Today, in the era of high-precision experiments on flavor physics, it is required to remove the uncertainty due to renormalons from theoretical predictions.

Historically, cancellation of renormalons made a strong impact in perturbative calcula-
tions for the heavy quarkonium system. Quarkonium is a bound state of quark-antiquark pairs, and it is known that the static QCD potential, which describes the binding energy of quark-antiquark pairs, shows drastic divergent behavior due to renormalons [12]. On the other hand, the potential alone is not an observable, and the quantity combined with the twice of on-shell mass (pole mass), which is the rest energy of the heavy quark-antiquark pair, is observed as the total energy of the quarkonium. In fact, the pole mass is also known to have renormalons, and the perturbative series of the pole mass expressed in terms of a short-distance mass (e.g. $\overline{\mathrm{MS}}$ mass) also shows divergent behavior [1.3, 14]. These divergent behaviors have been shown to mostly cancel out in the combination as the total energy, that is, the perturbative series of a physical observable [15, [16, 17]. Besides heavy quarkonium, the first renormalon in $B$ meson observables (e.g. decay widths) is also known to cancel out by rewriting the pole mass by the $\overline{\mathrm{MS}}$ mass [[4, [1, [9] . The cancellation of renormalons has radically improved the predictabilities of perturbative QCD expansions. These features have been applied successfully in the accurate determinations of fundamental physical constants, such as the masses of various heavy quarks [201, [21, [22, [23, 24], some of the Cabbibo-Kobayashi-Maskawa matrix elements [25, [26, [27], and the strong coupling constant $\alpha_{s}$ [28].

In order to make the perturbative calculations more precise, it is necessary to eliminate multiple renormalons beyond the first one, which requires a theoretical framework that systematically incorporates non-perturbative QCD effects. The operator product expansion [29] (OPE) enables to incorporate non-perturbative QCD effects based on low-energy effective field theory (EFT) and it is believed that the uncertainties caused by renormalons cancel out within the framework of OPE. In the OPE, an observable is given by an expansion in the inverse powers of the hard scale $Q$. This can be interpreted as the result of integrating out the ultraviolet (UV) degrees of freedom, and the coefficient functions of the expansion are called Wilson coefficients. Perturbative effects are pushed into them, hence theoretical prediction of the Wilson coefficient is destabilized by renormalons. On the other hand, each term of the OPE is proportional to an expectation value of a local operator (non-perturbative matrix element) that behaves as an integer power of $\Lambda_{\mathrm{QCD}}$, which is believed to absorb the corresponding renormalon of the Wilson coefficients [30]. After the renormalon cancellation, each term in the $1 / Q$ expansion of the OPE becomes well-defined and the OPE gains predictability by incorporating non-perturbative effects. It is noteworthy that the validity of the OPEs has recently been confirmed with various observables in several OPEs implementing the first renormalon cancellation by rewriting the pole mass by a short-distance mass; see, for example, [233, [27]. Beyond the cancellation of the first renormalon, all we have to do is to separate the contributions of renormalons from the Wilson coefficients so as to be consistent with the renormalon cancellation in the OPE. One of the purposes of this thesis is a development of the method for separating renormalons from the Wilson coefficients of general observables.

## Separating renormalons from the Wilson coefficients

Separating the effect of renormalon from the Wilson coefficients in the OPE of general observables requires a nontrivial procedure. In principle, focusing on the internal gluons in Feynman diagrams, the contributions from renormalons can be removed from the
calculation of a Wilson coefficient by separating the contribution of gluons with infrared (IR) momenta [31, B2]. Such an idea has been applied to several observables under an assumption called the large- $\beta_{0}$ approximation [33, 34, 3.5]. This is because the perturbative calculation can be written as a one-parameter integral with respect to the gluon momentum. Hence it is difficult to generalize this method to diagrams with more than one internal gluon. Also, the topology of the diagram depends on the details of the observable, which also prevents the generalization of the above method. In this thesis, we depart from the renormalon separation method based on the diagram calculation and construct a new method applicable to general observables.

The new method uses a transformation, called dual transform, which maps a divergent series due to renormalons to a convergent series. The mapped space is called the dual space characterized by the (dual-)momentum scale $\tau$, which is dual to hard scale $Q$. Thus, no renormalon appears in the dual space. Below we briefly explain how we came to adopt this method.

The dual transformation is developed based on the knowledge of a specific physical quantity, the static QCD potential. It is empirically known that the perturbative series of the static QCD potential, a function of the quark-antiquark distance $r$, has a renormalon, whereas the potential in the momentum $q$-space does not show renormalon behavior [16, [17, 36]. Ref. [37] showed that the uncertainties from renormalons behaving as the integer power of the hard scale is suppressed by the Fourier transform, which is shown using analytic continuation. Inverse Fourier transform of the $q$-space potential reproduces renormalons in the original $r$-space, where the one-parameter $q$ integral representation can be used to isolate the renormalon contribution. Importantly, even for higher-order perturbative expansions computed from diagrams with complex topology, the renormalon contributions can be systematically separated using the Fourier transform and inverse Fourier transform of the perturbative series. This method was used for precise determination of $\alpha_{s}$ by comparing a relatively low-scale lattice simulation with the renormalon-subtracted prediction [38, 39]. We have originally developed a method, called FTRS method (Renormalon Subtraction method using Fourier Transform), for separating renormalons from the Wilson coefficients using the Fourier transform as a dual transform for general observables [40, 41, 42]. We have applied the FTRS method to various observables such as the Adler function, the inclusive semileptonic decay width of $B$ meson and masses of $B$ and $D$ mesons. The obtained results have shown a good consistency with theoretical expectations.

In this thesis, the inverse Laplace transform is employed as the dual transform, which also suppresses IR renormalons in the dual space. We call this method DSRS method (Renormalon Subtraction method using Dual Space). The DSRS method is preferable compared to the FTRS method in that the former can construct a more convergent dualspace series. Basic properties of the DSRS method are common to the FTRS method, which enables us to separate renormalons from the Wilson coefficients of general observables in a more sophisticated way than the other methods developed by previous studies [43, 44, 45, 46, 47].

Although the separation of renormalon contributions is generally scheme-dependent, the DSRS method gives the results in the same scheme as the methods of previous studies (principal value (PV) scheme) [43, 44, 45, 46, 47]. A particularly important property, compared with the previous methods, is the ability to simultaneously separate the con-
tributions of multiple renormalons, i.e., non-perturbative effects of different powers in $\Lambda_{\mathrm{QCD}} / Q$. In principle, the previous studies can also separate multiple renormalon contributions, but the separation of renormalons corresponding to higher order non-perturbative effects requires multiple steps of calculation to estimate the magnitude of the effect, which complicates the calculation procedure. The only information necessary to separate renormalons in the DSRS method is identification of non-perturbative effects which cancel the renormalons. This is determined by theoretical requirements from the OPE and renormalization group equation (RGE). The separation procedure is simpler than those of the previous studies.

## Masses of $B$ and $D$ mesons

Another goal of this thesis is to determine the fundamental constants of particle physics by applying the DSRS method to observables of the heavy quark systems. First, we apply the DSRS method to the masses of the heavy-light mesons such as $B$ and $D$ mesons, which are bound states of a heavy quark and a light anti-quark. Observables of heavy-light mesons are computed in the OPE framework of the low energy EFT called the heavy quark effective theory (HQET) [48, 49, 50, 51, 52, 53]. HQET is an EFT suitable for hadrons containing only one heavy quark and a few light quarks, and the leading order (LO) contribution in the OPE calculation is described by the rest energy of the heavy quark. In addition, non-perturbative effects such as the kinetic energy of the heavy quark appear in the OPE. The non-perturbative parameters of HQET are common among the OPEs of various observables of the different mesons, defined in the infinite mass limit of heavy quarks. However, the on-shell mass (pole mass) of the heavy quark, equivalent to the rest energy, is known to have renormalons. They are canceled with the non-perturbative terms of the OPE of $B$ and $D$. Using the DSRS method to separate the renormalons renders the non-perturbative parameters of HQET well-defined and enables their accurate determinations. We construct the OPE by subtracting the first two renormalons contained in the quark pole mass using the DSRS method. We use the latest perturbative expansion of the pole- $\overline{\mathrm{MS}}$ mass relation [ $[\mathbf{5}, 6,7]$. Then we determine the two parameters of HQET with the input $\overline{\mathrm{MS}}$ masses, by comparing the OPEs to the experimental values of masses of $B$ and $D$ mesons. This is the first time to determine the kinetic energy parameter $\mu_{\pi}^{2}$ by eliminating renormalons in the PV scheme.

## $\left|V_{c b}\right|$ determination

The second application is to determine the absolute value of one of the Cabbibo-KobayashiMaskawa (CKM) matrix elements, $\left|V_{c b}\right|$, by eliminating renormalons. The CKM matrix elements play important roles to explain flavor physics and $C P$ violation in the SM. The value of $\left|V_{c b}\right|$ is determined using the experimental results of the semileptonic $B$ decay process $B \rightarrow X_{c} \ell \bar{\nu}$. In fact, there has been a long-standing problem, which is called $\left|V_{c b}\right|$ puzzle, that there is a sizable discrepancy between the values of $\left|V_{c b}\right|$ determined by the exclusive decays $\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}$ and by the inclusive decays $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$. According to the

Particle Data Group（PDG）［54］，the average value of the former analyses is given by

$$
\begin{equation*}
\left|V_{c b}\right|_{\text {excl. }}=(39.4 \pm 0.8) \times 10^{-3} \tag{1.1}
\end{equation*}
$$

while that of the latter is given by

$$
\begin{equation*}
\left|V_{c b}\right|_{\text {incl. }}=(42.2 \pm 0.8) \times 10^{-3}, \tag{1.2}
\end{equation*}
$$

and the total average value of $\left|V_{c b}\right|$ is reported as $\left|V_{c b}\right|_{\text {ave．}}=(40.8 \pm 1.4) \times 10^{-3}$ ．The discrepancy between Eqs．（【．\｜）and（ $\mathbb{L 2})(\sim 2.4 \sigma)$ is too large to be explained by the new physics possibilities，e．g．，the new physics of the $V-A$ type is already ruled out by the experimental restriction to the $Z b \bar{b}$ vertex［55］］．Recently，the contribution of new physics to the inclusive semileptonic decay has also been investigated［56］．In any case，before considering such a possibility，the accuracy of each analysis within SM should be tested carefully．

In this thesis，we calculate the OPE of the width of the inclusive semileptonic $B$ decay by subtracting the renormalons from the LO Wilson coefficient using the latest perturbative calculation up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$［57］．In this analysis，the first renormalon of the LO Wilson coefficient is canceled out in the perturbative expansion by rewriting the quark pole mass by the $\overline{\mathrm{MS}}$ mass［14，［18， 1.9$]$ ．Since the remaining renormalon is absorbed by one of the HQET parameters $\mu_{\pi}^{2}$ by the DSRS method，the value of $\mu_{\pi}^{2}$ determined from the $B$ and $D$ mesons can be used to calculate the renormalon－subtracted OPE of the decay width．This is then compared with the experimental data to determine $\left|V_{c b}\right|$ with the NLO renormalon removed．We compare our results with the results in other previous studies using the latest perturbative expansion［58， 59,670$]$ ．We rewrite the pole mass by the $\overline{\mathrm{MS}}$ mass，while other studies have used different mass schemes．In addition，paying attention to differences in theoretical parameters and input values from experimental data， we examine carefully the value of $\left|V_{c b}\right|$ determined from the inclusive decay．

## Organization of Ph．D thesis

This thesis is organized as follows．In Chap．［2，the renormalon problem and its solution are briefly reviewed．First we introduce the OPE for a general observable，and the origin of renormalons in the Wilson coefficients is explained within the large－$\beta_{0}$ approximation． Then we discuss the conjecture to subtract renormalons in the framework of the OPE． In Chap．［3，we define the DSRS method and present several analyses in simple cases． First the basic concept of the DSRS method is explained．Secondly the DSRS method is formulated within the large－$\beta_{0}$ approximation and how to go beyond the large－$\beta_{0}$ approx－ imation is discussed．Finally we apply the DSRS method to several examples in order to investigate its predictabilities．In Chap．四，we apply the DSRS method to the observables of heavy quark systems，the $B$ and $D$ meson masses，and the inclusive semileptonic decay width of the $B$ meson．First，we introduce the HQET to incorporate non－perturbative effects to observables of heavy－light mesons in the OPE framework．Secondly we deter－ mine the non－perturbative parameters in HQET by subtracting renormalons．Finally，we determine $\left|V_{c b}\right|$ using the $\overline{\mathrm{MS}}$ mass of the bottom quark and subtracting renormalons and compare the results with the determinations in the previous studies．Chap．${ }^{5}$ is devoted to the conclusions and discussion．Details are presented in Appendices．In App．四，we
collect the perturbative coefficients used in our analyses. In App. Bl, we derive the relation between the Borel transform and dual transform. In App. © , we discuss the inclusion of logarithmic corrections to the renormalons into our method. In App. 改, we explain how to resum the UV renormalons in the DSRS method in the large- $\beta_{0}$ approximation. In App. $\mathbb{E}$, we derive the one-parameter integral form of the UV contribution to the quark pole mass in the PV scheme in the large- $\beta_{0}$ approximation. In App. $\mathbb{H}$, we give a review of how the LO renormalon in the inclusive semileptonic $B$ decay width is canceled by rewriting the quark pole mass by the $\overline{\mathrm{MS}}$ mass in the large- $\beta_{0}$ approximation. In App. $\mathbb{G}$, we explain the details of the $\left|V_{c b}\right|$ determination at $\mathrm{N}^{3} \mathrm{LO}$ level using the mass of the 1 S bottomonium state.

## Chapter 2

## Theoretical framework for high precision QCD calculation

In this chapter, we briefly review the renormalon problem and the conjecture for its solution. In Sec. [.]., we introduce the operator product expansion to systematically incorporate the non-perturbative QCD effects in theoretical calculations. In Sec. [2.2, the origin of renormalons is explained within the so-called large- $\beta_{0}$ approximation. Also in this section, the Borel transform, a standard method of renormalon analysis, is introduced. In Sec. [2.3, a conjecture to subtract renormalons in the framework of the OPE is discussed. Finally, we emphasize that it is necessary to develop a practical method to subtract renormalons, in order to achieve high precision QCD calculations.

### 2.1 Operator Product Expansion

In order to make theoretical calculations of physical observables in QCD more precise, non-perturbative corrections as well as perturbative effects must be considered simultaneously. The operator product expansion [29] (OPE) is a theoretical framework that enables factorization of QCD to systematically incorporate non-perturbative effects characterized by the QCD scale $\Lambda_{\mathrm{QCD}}$. Let us consider a physical observable $S(Q)$ that is renormalization group (RG) invariant and characterized by a single hard scale $Q$. The OPE of $S(Q)$ is given by

$$
\begin{equation*}
S(Q)=\sum_{i=0}^{\infty} C_{i}(Q) \frac{\left\langle\mathcal{O}_{i}\right\rangle}{Q^{d_{i}}} \tag{2.1}
\end{equation*}
$$

$C_{i}$ is called the Wilson coefficient, which includes the ultraviolet (UV) contribution calculated by a perturbative calculation. $\mathcal{O}_{i}$ denotes the operator basis in the low energy effective field theory (EFT). In the case with dimensionless observable, $d_{i}$ denotes the dimension of the operator $\mathcal{O}_{i}$. In particular, $\left\langle\mathcal{O}_{i}\right\rangle=\mathcal{O}\left(\Lambda \frac{d_{i}}{\mathrm{MS}}\right)$, which implies that the OPE contains the non-perturbative corrections to $S$. Here $\Lambda_{\overline{\mathrm{MS}}}=\mathcal{O}\left(\Lambda_{\mathrm{QCD}}\right)$ is the integration constant in the $\overline{\mathrm{MS}}$ scheme defined by

$$
\begin{equation*}
\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\mu^{2}}=\exp \left[-\left\{\frac{1}{b_{0} \alpha_{s}}+\frac{b_{1}}{b_{0}^{2}} \log \left(b_{0} \alpha_{s}\right)+\int_{0}^{\alpha_{s}} d x\left(\frac{1}{\beta(x)}+\frac{1}{b_{0} x^{2}}-\frac{b_{1}}{b_{0}^{2} x}\right)\right\}\right] \tag{2.2}
\end{equation*}
$$

where $b_{i}$ 's are the coefficients of the QCD beta function $\beta\left(\alpha_{s}\right)$. In this thesis, we take the convention

$$
\begin{gather*}
\beta\left(\alpha_{s}\right)=\mu^{2} \frac{\partial \alpha_{s}\left(\mu^{2}\right)}{\partial \mu^{2}}=-\sum_{i=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{i+2} b_{i}  \tag{2.3}\\
b_{0}=\frac{1}{4 \pi}\left(11-\frac{2}{3} n_{f}\right), \quad b_{1}=\frac{1}{(4 \pi)^{2}}\left(102-\frac{38}{3} n_{f}\right), \cdots, \tag{2.4}
\end{gather*}
$$

where $n_{f}$ is the number of light quarks. The latest perturbative expansion is known up to $b_{4}\left(\mathrm{~N}^{4} \mathrm{LO}\right)$ [T].

For the observables studied in this thesis, the LO term of the OPE corresponds to the partonic perturbative calculation of $S$. This term is proportional to $\left\langle\mathcal{O}_{0}\right\rangle=1$. The LO Wilson coefficient $C_{0}(Q)$ is perturbatively given by

$$
\begin{equation*}
C_{0}(Q)=\sum_{n=0}^{\infty} \alpha_{s}\left(Q^{2}\right)^{n+1} c_{n} . \tag{2.5}
\end{equation*}
$$

Assuming that $C_{0}(Q)$ does not have anomalous dimension, the expansion of $C_{0}(Q)$ in $\alpha_{s}\left(\mu^{2}\right)$ is described using the QCD beta function, since $C_{0}(Q)$ is also RG invariant. It is given by

$$
\begin{equation*}
C_{0}(Q)=\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n}\left(L_{Q}\right) \tag{2.6}
\end{equation*}
$$

where $L_{Q}=\log \left(\mu^{2} / Q^{2}\right) . \quad c_{n}\left(L_{Q}\right)$ can be determined by comparing the coefficient of $\alpha_{s}\left(\mu^{2}\right)^{n+1}$ on both sides of the relation

$$
\begin{equation*}
\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n}\left(L_{Q}\right)=e^{\hat{H} \log \left(\mu^{2} / Q^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n} \tag{2.7}
\end{equation*}
$$

We note that $c_{n}=c_{n}\left(L_{Q}=0\right)$. Here the operator $\hat{H}$ is given by

$$
\begin{equation*}
\hat{H}=-\beta\left(\alpha_{s}\left(\mu^{2}\right)\right) \frac{\partial}{\partial \alpha_{s}\left(\mu^{2}\right)}, \tag{2.8}
\end{equation*}
$$

which operates on the $\alpha_{s}\left(\mu^{2}\right)$ expansion on the right hand side of Eq. (L2.7). Then $c_{n}\left(L_{Q}\right)$ is obtained as the $n$-th order polynomial of $L_{Q}$.

In general, a naive perturbative calculation in QCD gives an asymptotic divergent series due to renormalons [ $\left[8,9,\left[10,[1]\right.\right.$. Renormalons in $C_{0}(Q)$ set a limit of the perturbative prediction, which is equal to or greater than the magnitude of the non-perturbative corrections of the OPE. Therefore, in order to properly incorporate non-perturbative effects in the OPE framework, the renormalon problem must be resolved. In the next section, we analytically examine renormalons within the large- $\beta_{0}$ approximation and then briefly outline how the renormalon problem is recognized beyond that approximation.

### 2.2 Renormalons in QCD

## The large- $\boldsymbol{\beta}_{0}$ approximation

The large- $\beta_{0}$ approximation is an extension of the large- $n_{f}$ approximation, which is useful to approximately calculate QED observables. In the limit that the number of massless


Figure 2.1: Diagrams which contribute to the vacuum polarization of photon in the large- $n_{f}$ approximation.
fermions $n_{f}$ is sufficiently large, the $\mathrm{N}^{n} \mathrm{LO}$ corrections to an QED observable is given as the diagrams in Fig. [.] (b), where $n$ fermion vacuum bubbles are inserted into the internal photon of LO diagram given in Fig. [.. (a). The contributions from such diagrams are proportional to $n_{f}^{n}$. In the large- $\beta_{0}$ approximation, the $\mathrm{N}^{n} \mathrm{LO}$ corrections to an QCD observable is given by replacing $n_{f} \rightarrow-3 / 2\left(\beta_{0}-11\right)$ of QED calculation in the large$n_{f}$ approximation. Corresponding diagrams are shown in Fig. 2.2 (b), where $n$ one-loop vacuum polarizations are inserted into the internal gluon of LO diagram given in Fig. [... (a), which are proportional to the $n$-th power of $b_{0}=\left(11-2 n_{f} / 3\right) /(4 \pi)$. In the cases where renormalon contributions are large, empirically, the perturbative coefficients computed in the large- $\beta_{0}$ approximation well reproduce the divergent behavior of the real perturbative coefficients.

## Origin of renormalons

Renormalons are known as the cause of a factorial divergent behavior of a perturbative expansion as $c_{n} \sim b_{0}^{n} n!$. ${ }^{(1)}$ In the large- $\beta_{0}$ approximation, the origin is understood as follows. In this approximation, the $\mathrm{N}^{n} \mathrm{LO}$ correction to $C_{0}(Q)$ is given by the diagrams in Fig. [.2. (b), where $p$ is a loop momentum transferred by the internal gluon and $-q^{2}=Q^{2}$ denotes a hard external momentum. This contribution is expressed in the following form

$$
\begin{equation*}
\alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n}^{\beta_{0}}\left(L_{Q}\right)=\alpha_{s}\left(\mu^{2}\right)^{n+1} \int_{0}^{\infty} d p_{E}^{2} F\left(p_{E}^{2}, \mu^{2} / Q^{2}, \mu^{2} / p_{E}^{2}\right)\left(b_{0} \log \left(\mu^{2} e^{-5 / 3} / p_{E}^{2}\right)\right)^{n} \tag{2.9}
\end{equation*}
$$

where $L_{Q}=\log \left(\mu^{2} / Q^{2}\right)$, and we use the one-loop $\overline{\mathrm{MS}}$ running coupling constant as

$$
\begin{equation*}
\alpha_{s}\left(\mu^{2}\right)=\frac{1}{b_{0} \log \left(\mu^{2} / \Lambda_{\overline{\mathrm{MS}}}^{2}\right)}, \tag{2.10}
\end{equation*}
$$

[^0]

Figure 2.2: Diagrams which contribute to the vacuum polarization of photon in the large- $\beta_{0}$ approximation.
in this approximation. Here $\Lambda_{\overline{\mathrm{MS}}}$ is given by Eq. (2.2) with $b_{i \geq 1}=0 . p_{E}^{2}$ is the square of the Euclidean momentum of the internal gluon, after the Wick rotation. F denotes the structure function of the LO loop diagrams. The logarithmic factor comes from each of $n$ vacuum bubbles, and each factor is proportional to $b_{0}$.

If the structure function $F$ behaves as $\left(p_{E}^{2}\right)^{u_{I R}-1}\left(u_{I R}>0\right)$ when $p_{E}^{2}$ is sufficiently small (infrared), Eq. (ए. m ) is IR finite. However, since the logarithmic factor increases in the IR regions, $c_{n}^{\beta_{0}}$ for a large $n$ behaves asymptotically as

$$
\begin{equation*}
c_{n}^{\beta_{0}}\left(L_{Q}\right) \approx n!\left(\mu^{2} / Q^{2}\right)^{u_{I R}}\left(b_{0} / u_{I R}\right)^{n+1} \quad(\text { from IR region }) \tag{2.11}
\end{equation*}
$$

which shows a sign-definite growth since $b_{0}>0$ in QCD. The source of this behavior is called the IR renormalons, which breaks down the naive perturbative expansion and limits the accuracy of prediction. Considering the case with a sufficiently large number of perturbative coefficients $c_{n}$ 's $=\left\{c_{0}, c_{1}, \cdots, c_{k}\right\}$, we can see that the following relation

$$
\begin{equation*}
\left|\alpha_{s}\left(\mu^{2}\right)^{k} c_{k-1}\left(L_{Q}\right)\right| \approx\left|\alpha_{s}\left(\mu^{2}\right)^{k+1} c_{k}\left(L_{Q}\right)\right| \tag{2.12}
\end{equation*}
$$

gives the limit of the prediction using known coefficients. It implies that the size of the perturbative correction is minimal at $n \approx k$ and that the sum up to this term gives the best prediction achievable using the perturbative expansion. In the large- $\beta_{0}$ approximation, $c_{n} \rightarrow c_{n}^{\beta_{0}}$, using the asymptotic behavior Eq. ([2]T), we obtain

$$
\begin{equation*}
k \approx \frac{u_{I R}}{b_{0} \alpha_{s}\left(\mu^{2}\right)} \tag{2.13}
\end{equation*}
$$

which gives the size of an inevitable uncertainty for perturbative calculation as

$$
\begin{equation*}
\left|\alpha_{s}\left(\mu^{2}\right)^{k+1} c_{k}\left(L_{Q}\right)\right| \approx\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{Q^{2}}\right)^{u_{I R}} \tag{2.14}
\end{equation*}
$$

where we use the one-loop running coupling constant Eq. (2.10). This has a non-perturbative form in $\alpha_{s}$, which tells us that the renormalons represent a non-perturbative limit of perturbative calculations.

Similarly the ultraviolet behavior of $F\left(p_{E}^{2}\right)$ as $\left(p_{E}^{2}\right)^{u_{U V}-1}\left(u_{U V}<0\right)$ generates the asymptotic behavior of $c_{n}^{\beta_{0}}$ as

$$
\begin{equation*}
c_{n}^{\beta_{0}} \approx n!\left(\mu^{2} / Q^{2}\right)^{u_{U V}}\left(-b_{0} /\left|u_{U V}\right|\right)^{n+1} \quad(\text { from UV region }), \tag{2.15}
\end{equation*}
$$

which shows a sign-alternating growth. It is called the UV renormalon. We note that the UV renormalons in QCD also make the theoretical prediction worse in fixed order calculation. The size of the theoretical uncertainty is estimated as

$$
\begin{equation*}
\left|\alpha_{s}\left(\mu^{2}\right)^{k+1} c_{k}\left(L_{Q}\right)\right| \approx\left(\frac{\Lambda_{\mathrm{MS}}^{2} Q^{2}}{\mu^{4}}\right)^{\left|u_{U V}\right|} \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
k \approx \frac{\left|u_{U V}\right|}{b_{0} \alpha_{s}\left(\mu^{2}\right)} \tag{2.17}
\end{equation*}
$$

We note that Eq. (2.[6]) is scale-dependent, which gets smaller when we take $\mu$ at higher scale. Moreover, such contributions can be resummed using the Borel resummation introduced in the next section. On the other hand, contributions from the IR renormalons cannot be resummed unambiguously.

## Borel transform and renormalons

The standard framework to investigate the renormalons is known as the Borel transform. For the LO Wilson coefficient $C_{0}(Q)$ given by Eq. (2.6]), the Borel transform of $C_{0}$ is defined as

$$
\begin{equation*}
B_{C_{0}}(u)=\sum_{n=0}^{\infty} \frac{c_{n}\left(L_{Q}\right)}{n!}\left(\frac{u}{b_{0}}\right)^{n} . \tag{2.18}
\end{equation*}
$$

In the large- $\beta_{0}$ approximation, Eq. (2.18) behaves as

$$
\begin{equation*}
B_{C_{0}}(u) \approx\left(\frac{\mu^{2}}{Q^{2}}\right)^{u} \frac{1}{1-u / u_{I R}} \tag{2.19}
\end{equation*}
$$

due to IR renormalons Eq. (2.TD) and

$$
\begin{equation*}
B_{C_{0}}(u) \approx\left(\frac{\mu^{2}}{Q^{2}}\right)^{u} \frac{1}{1+u /\left|u_{U V}\right|} \tag{2.20}
\end{equation*}
$$

due to UV renormalons Eq. ([2.15). We can see that IR/UV renormalons cause the singularities on the positive/negative real axis in the complex $u$ plane (Borel plane) as in Fig. [2.3. By convention, the position of the pole singularity at $u=u_{*}$ is called the $u=u_{*}$ renormalon. In the large- $\beta_{0}$ approximation, the singularity from renormalons is a pole. On the other hand, beyond this approximation, IR (UV) renormalons cause branch points, where the branch cut extends along the real axis to the right (left).


Figure 2.3: The singularities in the complex $u$ plane caused by the IR and UV renormalons in the large- $\beta_{0}$ approximation. In the case beyond the large- $\beta_{0}$ approximation, discontinuities are caused on the real axis.

One of the good properties of the large- $\beta_{0}$ approximation is that it is easy to perform perturbative calculations by Eq. ( 2.14$)$, regardless of how high the order of the perturbation. The Borel transform is suited to describe the all-order perturbative series in the large$\beta_{0}$ approximation. A static QCD potential, for example, is calculated in the large- $\beta_{0}$ approximation as

$$
\begin{equation*}
V(r)=-\frac{4 \pi C_{F}}{r} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} a_{n}^{\left(\beta_{0}\right)}\left(L_{r}\right) \tag{2.21}
\end{equation*}
$$

where $C_{F}=4 / 3$ and $L_{r}=\log \left(\mu^{2} r^{2}\right)$. The Borel transform of $V(r)$ is given by

$$
\begin{equation*}
B_{V}(u)=\sum_{n=0}^{\infty} \frac{a_{n}^{\left(\beta_{0}\right)}\left(L_{r}\right)}{n!}\left(u / b_{0}\right)^{n}=\left(\frac{\mu^{2} r^{2} e^{5 / 3}}{4}\right)^{u} \frac{1}{4 \pi^{3 / 2}} \frac{\Gamma(1 / 2-u)}{\Gamma(1+u)} \tag{2.22}
\end{equation*}
$$

which has the information of all-order coefficients. We can see that a static QCD potential contains the IR renormalons at $u=1 / 2,3 / 2,5 / 2, \cdots$.

Naively, $C_{0}(Q)$ is reproduced by the Borel resummation given by

$$
\begin{equation*}
C_{0}(Q) "=" \frac{1}{b_{0}} \int_{0}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{C_{0}}(u) . \tag{2.23}
\end{equation*}
$$

This equality is valid only if there is no IR renormalon in $C_{0}$, which results in a singularity on the integration contour of Eq. ([2.2.3), otherwise Eq. (2.2.3) is ill-defined. If we expand $B_{C_{0}}$ in $u$, the integral becomes well-defined but reproduces the factorial behavior of perturbative expansion because

$$
\begin{equation*}
\frac{1}{b_{0}} \int_{0}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}}}\left(u / b_{0}\right)^{n}=n!\alpha_{s}^{n+1} . \tag{2.24}
\end{equation*}
$$

The well-defined resummation formula can be given by

$$
\begin{equation*}
\left[C_{0}(Q)\right]_{ \pm}=\frac{1}{b_{0}} \int_{C_{ \pm}} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{C_{0}}(u) \tag{2.25}
\end{equation*}
$$

where $C_{ \pm}(u)$ denotes the integration contour connecting $u=0$ and $u=+\infty \pm i 0$ infinitesimally above/below the positive real axis on which the discontinuities are located. Then Eq. (2.2.5) is a finite-value (well-deifined) integral but contains an imaginary part due to the contour $C_{ \pm}$. The imaginary part of $\left[C_{0}\right]_{ \pm}$is given by

$$
\begin{equation*}
\operatorname{Im}\left[C_{0}(Q)\right]_{ \pm} \equiv \pm i \delta C_{0}(Q) \tag{2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta C_{0}(Q)=\frac{1}{2 b_{0} i} \int_{C_{+}-C_{-}} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{C_{0}}(u) . \tag{2.27}
\end{equation*}
$$

The integration contour can be deformed to surround the singularities due to the IR renormalons. Since the sign of the imaginary part depends on the integration contour in Eq. ( 2.26 ) , $\delta C_{0}$ is interpreted as a measure of the uncertainty of the perturbation prediction. In the large- $\beta_{0}$ approximation, Eq. ([2.19) tells us that

$$
\begin{equation*}
\delta C_{0}(Q) \approx-\frac{1}{2 b_{0} i} \oint d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}}\left(\frac{\mu^{2}}{Q^{2}}\right)^{u} \frac{1}{1-u / u_{I R}} \propto\left(\frac{\Lambda_{\mathrm{MS}}^{2}}{Q^{2}}\right)^{u_{I R}} \tag{2.28}
\end{equation*}
$$

which is an inevitable theoretical uncertainty consistent with Eq. (2.14) estimated from the IR renormalon at $u=u_{I R}$.

On the other hand, the real part of Eq. (2.2.5) is given by

$$
\begin{align*}
\operatorname{Re}\left[C_{0}(Q)\right]_{ \pm} & =\frac{1}{2 b_{0}} \int_{C_{+}+C_{-}} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{C_{0}}(u) \\
& =\frac{1}{2 b_{0}} \int_{0, \mathrm{PV}}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{C_{0}}(u) \tag{2.29}
\end{align*}
$$

which is independent of the choice of the contour. In this thesis, we define the finite prediction of $C_{0}(Q)$ by Eq. ( 2.2 .2$)$ ). This prescription is called PV scheme, which is a standard framework to calculate the renormalon-subtracted prediction in QCD, even beyond the large- $\beta_{0}$ approximation.

We note that the UV renormalons does not cause a problem in the Borel resummation. Since the singularities due to the UV renormalons are located on the negative real axis in the complex $u$ plane (see Fig. [2.3), they does not make Eq. ([2.23) ill-defined. Using Eq. ( L .2 O ), for example, the Borel resummation integral is evaluated as

$$
\begin{equation*}
\frac{1}{b_{0}} \int_{0}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}}\left(\frac{\mu^{2}}{Q^{2}}\right)^{u} \frac{1}{1+u /\left|u_{U V}\right|}=-\frac{\left|u_{U V}\right|}{b_{0}} e^{\frac{\left|u_{U V}\right|}{b_{0} \alpha_{s}\left(Q^{2}\right)}} \operatorname{Ei}\left(\frac{-\left|u_{U V}\right|}{b_{0} \alpha_{s}\left(Q^{2}\right)}\right) \tag{2.30}
\end{equation*}
$$

where $\operatorname{Ei}(z)=-\int_{-z}^{\infty} d t e^{-t} / t$.

### 2.3 Renormalon subtraction based on OPE

## Conjecture to subtract renormalons

In the Borel resummation, IR renormalons cause an inevitable imaginary part to the Wilson coefficients. The imaginary part measures the uncertainty of the perturbative calculation of the Wilson coefficient, which has a non-perturbative form as in Eq. (2.28). As
explained in Sec. [2.], the non-perturbative QCD effects are incorporated in the framework
 framework as described below.

Let us consider the LO Wilson coefficient $C_{0}(Q)$ given by Eq. (2.5), and assume that it has an IR renormalon at $u=u_{0}$, which is the closest to the origin in the Borel $u$ plane among all the IR renormalons. This renormalon causes an imaginary part $\pm i \delta C_{0}(Q)$ including $\log (Q)$ corrections in the case beyond the large- $\beta_{0}$ approximation. Conjecture of the renormalon subtraction in the OPE framework is that the imaginary part due to the renormalon is absorbed by the same size of imaginary part of the non-perturbative correction of the OPE of $S$. Assuming that the imaginary part due to the renormalon at $u=u_{0}$ is absorbed by the first non-perturbative correction to $S$ in Eq. ([2.]), $\delta C_{0}(Q)$ is required to have the same $Q$-dependence as the $1 / Q^{d_{1}}$ term [30]. Then $\delta C_{0}(Q)$ is determined as follows [II]:

$$
\begin{equation*}
\left.\delta C_{0}(Q)\right|_{u=u_{0}}=N_{u_{0}}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{Q^{2}}\right)^{u_{0}}\left(b_{0} \alpha_{s}(Q)\right)^{\gamma_{0} / b_{0}}\left(1+\sum_{n=0}^{\infty} s_{n} \alpha_{s}(Q)^{n+1}\right), \quad u_{0}=\frac{d_{1}}{2} \tag{2.31}
\end{equation*}
$$

$\gamma_{i}$ is the coefficient of the anomalous dimension $\gamma$ for the leading operator $\mathcal{O}_{1}$ given by

$$
\begin{equation*}
\gamma\left(\alpha_{s}\right)=\sum_{i=0}^{\infty} \alpha_{s}^{i+1} \gamma_{i} . \tag{2.32}
\end{equation*}
$$

The perturbative coefficient $s_{n}$ can be constructed from the RGE parameters $b_{i}, \gamma_{i}$ and the perturbative expansion coefficients of the Wilson coefficient $C_{1}$. Apart from the normalization $N_{u_{0}}$, which depends on the observable $S$, in principle all the parameters are determined using the OPE and RGE framework. Eq. ( L .3 ll ) implies that the Borel transform of $C_{0}$, beyond the large- $\beta_{0}$ approximation, has the following singular structure in the vicinity of $u=u_{0}$.

$$
\begin{equation*}
B_{C_{0}}(u)=\left(\frac{\mu^{2}}{Q^{2}}\right)^{u_{0}} \frac{N_{u_{0}}^{\prime}}{\left(1-u / u_{0}\right)^{1+\nu_{u_{0}}}} \sum_{n=0}^{\infty} s_{n}^{\prime}\left(L_{Q}\right)\left(1-u / u_{0}\right)^{n}+(\text { regular part }) \tag{2.33}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{u_{0}}^{\prime}=\frac{b_{0}}{\pi} \frac{\Gamma\left(1+\nu_{u_{0}}\right)}{u_{0}{ }^{1+\nu_{u_{0}}}} N_{u_{0}} . \tag{2.34}
\end{equation*}
$$

Coefficient $s_{n}^{\prime}$ is also determined by the RGE parameters and the perturbative coefficients of the Wilson coefficients. We note that the assumption to cancel imaginary parts in the OPE cannot determine the normalization parameter $N_{u_{0}}^{\prime}$ and the full analytic structure of $B_{C_{0}}$.

## Practical way to subtract renormalons

In the large- $\beta_{0}$ approximation, perturbative calculations can be performed at an arbitrary power of $\alpha_{s}$, by considering the bubble-chain diagrams. Then factorial behavior due to renormalons leads to singularities on the real axis in the Borel plane. In realistic cases beyond the large- $\beta_{0}$ approximation, only a limited number of terms can be computed and then the Borel transform cannot be resummed by definition. Assuming the
cancellation of the imaginary parts in the framework of the OPE as in Sec. [2.3], singular structures of the Borel transform can be described using the OPE and RGE as in Eq. (2.33), but a full analytic structure of the Borel transform cannot be determined. Then the renormalon-subtracted Wilson coefficient, which is calculated by Eq. (2.29), only reproduces the original divergent series because the Borel transform is incomplete. Thus, in practical cases, it is necessary to develop a method for approximately calculating Eq. (2.2Y) from the information of a finite number of perturbative coefficients. In the next chapter, we propose a new method to calculate Eq. ( $\overline{2.29})$ using the properties of the inverse Laplace transform, which constructs a dual space where perturbative series becomes convergent. Using such a dual-space series, we can compute the renormalon-subtracted Wilson coefficient systematically from a finite number of coefficients.

## Chapter 3

## Method for renormalon subtraction using dual space

In this chapter, we advocate a method for subtracting IR renormalons from the Wilson coefficient by introducing a dual space. We call this method DSRS method (Renormalon Subtraction method using Dual Space). In Sec. B..D, the basic concept of the DSRS method is explained. In Sec. B.2, the DSRS method is formulated within the large$\beta_{0}$ approximation and how to go beyond the large- $\beta_{0}$ approximation is discussed. In Sec. B.3, we apply the DSRS method to a static QCD potential computed in the large- $\beta_{0}$ approximation. Towards practical applications in Chap. 四, we investigate the stability of the prediction obtained with a finite number of perturbative coefficients. Moreover, we analyze UV renormalons in the dual space based on a toy model.

### 3.1 Basic concept of dual space

Using Eq. (2.T), the all-order expansion of $C_{0}(Q)$ in the large- $\beta_{0}$ approximation is given by

$$
\begin{align*}
\left.C_{0}(Q)\right|_{\mathrm{LB}} & =\sum_{n=0}^{\infty} \alpha_{s}\left(Q^{2}\right)^{n+1} c_{n}^{\beta_{0}} \\
& =\int_{0}^{\infty} d p_{E}^{2} F\left(p_{E}^{2}, Q^{2} / p_{E}^{2}\right) \sum_{n=0}^{\infty} \alpha_{s}\left(Q^{2}\right)^{n+1}\left(b_{0} \log \left(Q^{2} e^{-5 / 3} / p_{E}^{2}\right)\right)^{n} \\
& =\int_{0}^{\infty} d p_{E}^{2} F\left(p_{E}^{2}, Q^{2} / p_{E}^{2}\right) \alpha_{\beta_{0}}\left(p_{E}^{2}\right), \tag{3.1}
\end{align*}
$$

where logarithmic factors are resummed and absorbed into the running coupling constant $\alpha_{\beta_{0}}$ given by

$$
\begin{equation*}
\alpha_{\beta_{0}}\left(q^{2}\right)=\frac{\alpha_{s}\left(\mu^{2}\right)}{1-b_{0} \alpha_{s}\left(\mu^{2}\right) \log \left(\mu^{2} e^{-5 / 3} / q^{2}\right)}=\frac{1}{b_{0} \log \left(q^{2} /\left(\Lambda_{\overline{\mathrm{MS}}} e^{5 / 6}\right)^{2}\right)} \tag{3.2}
\end{equation*}
$$

We can see that Eq. (3.D) is an ill-defined (divergent) integral because of the Landau singularities of the running coupling constant. This is an alternative view of the divergence
of perturbative calculations by renormalons. We can define the well-defined momentum integral by contour deformation to $C_{ \pm}$. It is given by

$$
\begin{equation*}
\left[C_{0}(Q)\right]_{ \pm}=\int_{C_{\mp}} d p_{E}^{2} F\left(p_{E}^{2}, Q^{2} / p_{E}^{2}\right) \alpha_{\beta_{0}}\left(p_{E}^{2}\right) \tag{3.3}
\end{equation*}
$$

which consists of a finite real part and an uncertain imaginary part depending on the contour $C_{ \pm}$. It is important to note that the integrand of Eq. (B.3) is a convergent series in the $\alpha_{s}\left(\mu^{2}\right)$ expansion in the momentum $p_{E}$ space, which enables us to predict the renormalon-subtracted Wilson coefficient from a finite number of coefficients. Beyond the large- $\beta_{0}$ approximation, however, this calculation procedure is difficult to perform. It is because the loop integral in the realistic case contains multiple loop momenta, and it is generally cumbersome to rewrite it in a simple one-parameter integral form such as Eq. (3.3). Moreover, rewriting the loop integral in such a way depends on the details of the observable and it is not a suitable way to address the problem of renormalons that is universal to QCD calculations. In the next section, the concept of a dual space is introduced to calculate the renormalon-subtracted Wilson coefficient from a finite number of perturbative coefficients. We will see that the IR renormalons can be suppressed in the dual space, i.e., the dual-space perturbative series converges.

### 3.2 Formula for renormalon subtraction

In this section, we formulate the DSRS method. First, we consider the case within the large- $\beta_{0}$ approximation which helps us to understand the mechanism of the DSRS method. After that, generalization to the case beyond the large- $\beta_{0}$ approximation is discussed.

## In the large- $\boldsymbol{\beta}_{0}$ approximation

The LO Wilson coefficient $C_{0}(Q)$ containing IR renormalons is given by

$$
\begin{equation*}
C_{0}(Q)=\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n}\left(L_{Q}\right)=e^{\hat{H} \log \left(\mu^{2} / Q^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n} \tag{3.4}
\end{equation*}
$$

where the operator $\hat{H}$ is given by Eq. (2.8). The QCD beta function in the large- $\beta_{0}$ approximation is

$$
\begin{equation*}
\beta\left(\alpha_{s}\right)=-b_{0} \alpha_{s}^{2} \tag{3.5}
\end{equation*}
$$

which determines the running coupling constant $\alpha_{s}\left(\mu^{2}\right)$ as in Eq. (2.JU). $L_{Q}=\log \left(\mu^{2} / Q^{2}\right)$ dependence of $c_{n}\left(L_{Q}\right)$ is determined as in Eq. ([2.7).

A dual space is constructed by a dual transform based on the inverse Laplace transform

$$
\begin{equation*}
\int_{v_{0}-i \infty}^{v_{0}+i \infty} \frac{d v}{2 \pi i} e^{v w} v^{u}=\frac{1}{w^{1+u}} \frac{1}{\Gamma(-u)}, \quad v_{0}>0 \tag{3.6}
\end{equation*}
$$

$\tilde{C}_{0}(\tau)$, the LO Wilson coefficient in the dual space, is defined as

$$
\begin{equation*}
\tilde{C}_{0}(\tau)=\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{2 a u^{\prime}} C_{0}\left(Q=x^{-a}\right), \quad x_{0}^{2}>0 \tag{3.7}
\end{equation*}
$$

where we define $x=Q^{-1 / a}$ and introduce the parameters ( $a, u^{\prime}$ ) which are necessary for renormalon subtraction. Substituting $\delta C_{0}=\left(\Lambda_{\overline{\mathrm{MS}}}^{2} x^{2 a}\right)^{u_{*}}$ in place of $C_{0}$ on the right hand side of Eq. ([3.7), we obtain the $u=u_{*}$ renormalon in the dual space given by

$$
\begin{equation*}
\delta \tilde{C}_{0}(\tau)=\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \frac{1}{\Gamma\left(-a\left(u_{*}+u^{\prime}\right)\right)}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\tau^{2 a}}\right)^{u_{*}} \tag{3.8}
\end{equation*}
$$

We can see that the right hand side of Eq. (B.8) is zero when $a\left(u_{*}+u^{\prime}\right)=0,1,2, \cdots$, which means that the renormalons in the dual space can be suppressed by the dual transform with a proper choice of the parameters. In particular, it is crucial that multiple renormalons are suppressed simultaneously. We assume that the $u_{*}=u_{0}(>0)$ renormalon is the one closest to the origin in the Borel plane and the minimal interval between the positions of IR renormalons is $\delta u$. Then adjusting the parameters as $\left(a, u^{\prime}\right)=\left(1 / \delta u,-u_{0}\right)$ makes all the renormalons (at $u=u_{0}, u_{0}+\delta u, u_{0}+2 \delta u, \cdots$ ) suppressed in the dual space as in Fig. [.7. Thus, in the dual space, we can construct convergent series $\tilde{C}_{0}$, whose explicit form in $\alpha_{s}\left(\mu^{2}\right)$ expansion is given by

$$
\begin{equation*}
\tilde{C}_{0}(\tau)=\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}\left(L_{\tau}\right)=\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} e^{\hat{H} \log \left(\mu^{2} / \tau^{2 a}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n} \tag{3.9}
\end{equation*}
$$

where $L_{\tau}=\log \left(\mu^{2} \tau^{2 a}\right)$. $L_{\tau}$ dependence of $\tilde{c}_{n}\left(L_{\tau}\right)$ is determined as in Eq. (ए.7). $\tilde{c}_{n}=$ $\tilde{c}_{n}\left(L_{\tau}=0\right)$ is determined by comparing the coefficient of $\alpha_{s}\left(\mu^{2}\right)^{n+1}$ on both sides of the following relation

$$
\begin{equation*}
\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}=\frac{1}{\Gamma\left(-a\left(\hat{H}+u^{\prime}\right)\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n} \tag{3.10}
\end{equation*}
$$

We note that the Borel transform of the dual-space series $B_{\tilde{C}_{0}}(u) \equiv \sum_{n=0}^{\infty} \frac{\tilde{c}_{n}\left(L_{\tau}\right)}{n!}\left(u / b_{0}\right)^{n}$, in the large- $\beta_{0}$ approximation, is expressed by

$$
\begin{equation*}
B_{\tilde{C}_{0}}(u)=\left.\frac{1}{\Gamma\left(-a\left(u+u^{\prime}\right)\right)} B_{C_{0}}(u)\right|_{L_{Q} \rightarrow L_{\tau}} \tag{3.11}
\end{equation*}
$$

where $B_{C_{0}}(u)$ is given by Eq. (2.18). It implies that the dual transform directly suppresses renormalon poles in the Borel plane.

When we set $\mu=\tau^{a}$ in Eq. (B. (T), the logarithmic dependence is resummed and $\tilde{C}_{0}(\tau)$ exhibits a good convergence for sufficiently small $\alpha_{s}\left(\tau^{2 a}\right)$. From a finite number of perturbative coefficients $\left\{c_{0}, c_{1}, \cdots, c_{k}\right\}$, we can use the truncated series of Eq. (B.प) given by

$$
\begin{equation*}
\tilde{C}_{0}^{(k)}(\tau)=\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \sum_{n=0}^{k} \alpha_{s}\left(\tau^{2 a}\right)^{n+1} \tilde{c}_{n} \tag{3.12}
\end{equation*}
$$

which would be a good approximation of $\tilde{C}_{0}(\tau)$ for a large $k$.
From $\tilde{C}_{0}$, we can reconstruct $C_{0}$ using the inverse dual transform, which is defined by

$$
\begin{equation*}
C_{0}(Q) "=" x^{-2 a u^{\prime}} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \tag{3.13}
\end{equation*}
$$



Figure 3.1: Schematic figure explaining the suppression of renormalons in the dual space with parameters set to $\left(a, u^{\prime}\right)=\left(1 / \delta u,-u_{0}\right)$.

Since the left hand side of Eq. (3.J3) contains IR renormalons, the Laplace integral on the right hand side of ( $\mathbf{B . [ 3 )}$ ) reproduces the renormalons. $\alpha_{s}\left(\tau^{a}\right)$ in $\tilde{C}(\tau)$ has the Landau pole on the positive real axis in the complex $\tau$ plane. Thus the Landau pole of the integrand makes the integral value ill-defined, in other words, it causes the IR renormalons of $C_{0}$. Hence, we define the regularized Wilson coefficient such that the integration contour avoids the singularities. It is given by

$$
\begin{equation*}
\left[C_{0}(Q)\right]_{ \pm}=x^{-2 a u^{\prime}} \int_{C_{\mp}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \tag{3.14}
\end{equation*}
$$

where $C_{ \pm}(\tau)$ denotes the integration contour connecting $\tau=0$ and $\tau=\infty$ avoiding the singularities above/below in the direction of the imaginary axis. We have numerically confirmed that it is possible to choose a contour $C_{ \pm}(\tau)$ such that $\left|\alpha_{s}\left(\tau^{a}\right)\right|<1$ on the contour. We can utilize the convergence of $\tilde{C}_{0}(\tau)$ there. Eq. (B.J4) contains the imaginary part due to avoiding the Landau singularity, which is regarded as the contributions from IR renormalons. Separating the real and imaginary part of (3.14), we obtain

$$
\begin{align*}
& \operatorname{Re}\left[C_{0}(Q)\right]_{ \pm} \equiv\left[C_{0}(Q)\right]_{\mathrm{PV}}=x^{-2 a u^{\prime}} \int_{0, \mathrm{PV}}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau),  \tag{3.15}\\
& \operatorname{Im}\left[C_{0}(Q)\right]_{ \pm} \equiv \delta C_{0}(Q)= \pm x^{-2 a u^{\prime}} \frac{1}{2 i} \int_{C_{*}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau), \tag{3.16}
\end{align*}
$$

where $C_{*}$ denotes the integration contour shown in Fig. [3.2.
Eq. (3.15) gives the finite value of $C_{0}(Q)$ by subtracting renormalons at $u=u_{0}, u_{0}+$ $\delta u, u_{0}+2 \delta u, \cdots$ with parameters $\left(a, u^{\prime}\right)=\left(1 / \delta u,-u_{0}\right)$. Eq. (3.16) is the size of the imaginary part due to renormalons, which cancels the same size of imaginary part of OPE corrections as explained in Sec. [2.3. Since $\left|\tau^{2} r^{2}\right| \ll 1$ on the contour $C_{*}$, Eq. (3.]6)


Figure 3.2: Integration contour $C_{*}$ surrounding the Landau singularities in the complex $\tau$ plane. In the $\mathrm{N}^{k} \mathrm{LL}$ approximation, the branch point of the running coupling constant $\alpha_{s}\left(\tau^{2 a}\right)$ is at $\tau=q_{*}^{1 / a}$, from which the branch cut represented by the wavy line extends to the left. For the LL approximation, $q_{*}=\Lambda_{\overline{\mathrm{MS}}}$ and there is no discontinuity.
can be expandend in $1 / Q$ which is given by

$$
\begin{align*}
\delta C_{0}(Q) & = \pm x^{-2 a u^{\prime}} \frac{1}{2 i} \int_{C_{*}} d \tau^{2}\left(1-\tau^{2} x^{2}+\frac{\left(\tau^{2} x^{2}\right)^{2}}{2}+\cdots\right) \tilde{C}_{0}(\tau) \\
& = \pm\left(\frac{K_{0}}{Q^{2 u_{* 0}}}+\frac{K_{1}}{\left(Q^{2}\right)^{u_{* 0}+\delta u}}+\frac{K_{2}}{\left(Q^{2}\right)^{u_{* 0}+2 \delta u}}+\cdots\right) \tag{3.17}
\end{align*}
$$

with

$$
\begin{equation*}
K_{n}=\frac{1}{2 i} \int_{C_{*}} \frac{d \tau^{2}}{\tau^{2}}\left(\tau^{2}\right)^{n-a u^{\prime}} \sum_{n=0}^{\infty} \alpha_{s}\left(\tau^{2 a}\right)^{n+1} \tilde{c}_{n}=\mathcal{O}\left(\left(\Lambda_{\overline{\mathrm{MS}}}^{2}\right)^{u_{* 0}+n \delta u}\right) \tag{3.18}
\end{equation*}
$$

The $Q$-dependence of $\delta C_{0}(Q)$ is consistent with the renormalons in $C_{0}$.
In fact, the regularized form of the Wilson coefficient in our method (Eq. (3.14)) is equivalent to that in the PV scheme using the Borel resummation (Eq. (2.25)) in the large- $\beta_{0}$ approximation. Its proof is given in App. $\mathbb{B}$, which is based on the discussion in Appendix. C of Ref. [47] ${ }^{\text {W. }}$. Other methods for renormalon subtraction [43, 44, 4.5, 46, 47] are also based on the PV scheme, and then the results of our method can be compared to them directly.

The advantages of our method can be stated as follows. First, our formulation to subtract renormalons works without knowing normalization constants $N_{u_{*}}$ of the renormalons to be subtracted, following the above calculation procedure. In other methods [43, 44, 45, 46, 47] one needs to estimate the normalization constants $N_{u_{*}}$ of the corresponding renormalons. Normalization constants of renormalons far from the origin are generally difficult to estimate. Although we certainly need to know large order perturbative series to improve the accuracy of renormalon-subtracted results, the above feature

[^1]of our method practically facilitates subtracting multiple renormalons even with a small number of known perturbative coefficients. Secondly, we can give predictions avoiding instability caused by the unphysical singularity around $Q \sim \Lambda_{\overline{\mathrm{MS}}}$ of the running coupling constant, in the same way as the previous study of $V_{\mathrm{QCD}}(r)$ [33]. Since renormalons and the unphysical singularity are the main sources destabilizing perturbative results at IR regions, the removal of these factors is a marked feature of our method.

## Beyond the large- $\beta_{0}$ approximation

We discuss the renormalon subtraction using the dual space beyond the large- $\beta_{0}$ approximation. In the (next-to-) leading $\log \left(\mathrm{N}^{k} \mathrm{LL}\right)$ approximation, we use the QCD beta function given by $\beta\left(\alpha_{s}\right)=-\sum_{i=0}^{k} \alpha_{s}^{i+2} b_{i}$ and the running coupling constant $\alpha_{s}=\left.\alpha_{s}\right|_{\mathrm{N}^{k} \mathrm{LL}}$ is defined by Eq. (2.2). Then the equivalence of Eq. (B..74) and Eq. (2.2.5) holds provided that our assumptions are satisfied: (i)Renormalons cancel between the Wilson coefficient and the corresponding operator matrix elements in the OPE; (ii)The QCD beta function beyond 5 loops does not alter the analytic structure of the roots of the beta function which holds up to $\mathrm{N}^{4} \mathrm{LL}$; (iii)There are no singularities except those which we suppress by the dual transform Eq. (B.7) (on the positive real axis) in the Borel plane. See App. B for the relevant argument.

One may doubt if the condition (iii) is valid beyond the large- $\beta_{0}$ approximation, since the condition (i) implies that $Q$-dependence of $\delta C_{0}(Q)$ deviates from a simple power of $\left(\Lambda_{\overline{\mathrm{MS}}}^{2} / Q^{2}\right)^{u}$; it contains $\alpha_{s}$ corrections and the effect of the anomalous dimension, which is given as Eq. ( 2.37 ). In principle, such corrections in the dual space are expected to be suppressed by using the extended formula given in App. $\square$, which is based on the discussion in Appendix. B of Ref. [47]. The crucial point is that these corrections have the $Q$-dependence as $\log ^{n}(Q) Q^{-2 u}$, and such effects can be suppressed by combining the dual transform and some linear operations. Therefore the condition (iii) is satisfied beyond the large- $\beta_{0}$ approximation.

In Chap. 四, we apply the DSRS method to observables in the heavy quark systems beyond the large- $\beta_{0}$ approximation. Since the LO renormalon of these observables does not have $\alpha_{s}$ corrections nor anomalous dimension, we can highly suppress the leading contribution of renormalons by not using the extended formula. Before applications, we test the stability of our method within the large- $\beta_{0}$ approximation in the next section, which helps us to study the systematic uncertainty of our method in the application section.

### 3.3 Renormalon subtraction with simple cases

In this section, we demonstrate the renormalon subtraction using the DSRS method with the perturbative series obtained in the large- $\beta_{0}$ approximation. Throughout this section, we set $b_{0}=\left.b_{0}\right|_{n_{f}=3}$ when indicating specific values. The static QCD potential is a good example. Its perturbative expansion in $\alpha_{s}\left(\mu^{2}\right)$ is given by Eq. ([2.2]). The Borel transform of this series is given by Eq. (L.ZZ), which contains the IR renormalons at $u=1 / 2,3 / 2,5 / 2, \cdots$ in the Borel plane. Naive perturbative expansion (Eq. (L.2D)) does
not give a convergent series due to divergent behavior from IR renormalons：

$$
\begin{equation*}
V \approx-\frac{1}{r}\left(1.333 \alpha_{s}+2.694 \alpha_{s}^{2}+7.693 \alpha_{s}^{3}+34.06 \alpha_{s}^{4}+196.8 \alpha_{s}^{5}+1411 \alpha_{s}^{6}+\cdots\right) \tag{3.19}
\end{equation*}
$$

Based on Eq．（ 2.29$)$ ，all－order prediction（exact value）of $V(r)$ is calculated by taking the principal value（PV）as

$$
\begin{equation*}
[V(r)]_{\mathrm{PV}}=-\frac{4 \pi C_{F}}{r} \frac{1}{b_{0}} \int_{0, \mathrm{PV}}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{V}(u) \tag{3.20}
\end{equation*}
$$

We can also express $[V(r)]_{\mathrm{PV}}$ in terms of the PV of the Fourier integral：

$$
\begin{equation*}
[V(r)]_{\mathrm{PV}}=-\frac{2 C_{F}}{\pi r} \int_{0, \mathrm{PV}}^{\infty} d q \frac{\sin (q r)}{q} \alpha_{\beta_{0}}\left(q^{2}\right) \tag{3.21}
\end{equation*}
$$



$$
\begin{equation*}
\left[V\left(r=r_{0}\right)\right]_{\mathrm{PV}}=\Lambda_{\overline{\mathrm{MS}}} \times(-6.27485 \cdots) \tag{3.22}
\end{equation*}
$$

The separated imaginary part $\delta V(r)$ is also calculated as

$$
\begin{equation*}
\delta V(r)=\mp \frac{C_{F}}{i \pi r} \int_{C_{*}} d q \frac{\sin (q r)}{q} \alpha_{V}\left(q^{2}\right)= \pm\left(K_{0}^{V}+K_{1}^{V} r^{2}+\mathcal{O}\left(\Lambda_{\mathrm{MS}}^{5} r^{4}\right)\right) \tag{3.23}
\end{equation*}
$$

We note that $K_{m}^{V}$ ，the normalization of the imaginary part，is independent of $r$ ．It is analytically evaluated as

$$
\begin{equation*}
K_{m}^{V}=-\frac{C_{F}}{\pi i} \int_{C_{*}} d q \frac{\left(-q^{2}\right)^{m}}{(2 m+1)!} \alpha_{V}\left(q^{2}\right)=(-1)^{m+1} \frac{C_{F}}{b_{0}} \frac{\left(\Lambda_{\overline{\mathrm{MS}}} e^{5 / 6}\right)^{2 m+1}}{(2 m+1)!} \tag{3.24}
\end{equation*}
$$

Here we construct the dual－space series using the DSRS method．In this analysis，we attempt to eliminate renormalons in two different schemes．First，we subtract renormalons from $V(r)$ by scheme（A）：we set $\left(a, u^{\prime}\right)=(1,-1 / 2)$ to suppress the renormalons at $u=1 / 2,3 / 2,5 / 2, \cdots$ in the dual space．Using Eqs．（3．7）and（3．］⿴囗十），the dual－space potential $\tilde{V}_{\mathrm{A}}(\tau)$ is calculated as

$$
\begin{align*}
\tilde{V}_{\mathrm{A}}(\tau) & =\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{2 \times 1 \times(-1 / 2)}(x V(r=x)) \\
& =-4 \pi C_{F} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{-1} e^{\hat{H} \log \left(\mu^{2} x^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} a_{n}^{\left(\beta_{0}\right)} \\
& =-\frac{4 \pi C_{F}}{\tau} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{A})}\left(L_{\tau}\right) \tag{3.25}
\end{align*}
$$

where $L_{\tau}=\log \left(\mu^{2} / \tau^{2}\right)$ ，and $\tilde{a}_{n}^{(\mathrm{A})}\left(L_{\tau}\right)$ is read from the following Borel transform

$$
\begin{equation*}
B_{\tilde{V}_{\mathrm{A}}}(u)=\sum_{n=0}^{\infty} \frac{\tilde{a}_{n}^{(\mathrm{A})}\left(L_{\tau}\right)}{n!}\left(u / b_{0}\right)^{n}=\left.\frac{B_{V}(u)}{\Gamma(1 / 2-u)}\right|_{L_{Q} \rightarrow L_{\tau}}=\left(\frac{\mu^{2} e^{5 / 3}}{4 \tau^{2}}\right)^{u} \frac{1}{4 \pi^{3 / 2}} \frac{1}{\Gamma(1+u)} \tag{3.26}
\end{equation*}
$$

It can be seen that there is no renormalon in Eq. (3.26), i.e., a perturbative expansion of $\tilde{V}_{A}$ is convergent:

$$
\begin{equation*}
\tilde{V}_{\mathrm{A}} \approx-\frac{1}{\tau}\left(0.752 \alpha_{s}+0.462 \alpha_{s}^{2}-0.351 \alpha_{s}^{3}-0.331 \alpha_{s}^{4}+0.624 \alpha_{s}^{5}+0.0102 \alpha_{s}^{6}+\cdots\right) \tag{3.27}
\end{equation*}
$$

Using the inverse dual transform, we obtain the renormalon-subtracted prediction of $V$ given by

$$
\begin{align*}
{[V(r)]_{\mathrm{PV}} } & =\int_{0, \mathrm{PV}}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{V}_{\mathrm{A}}(\tau) \\
& =-4 \pi C_{F} \int_{0, \mathrm{PV}}^{\infty} \frac{d \tau^{2}}{\tau} e^{-\tau^{2} r^{2}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{A})}\left(L_{\tau}\right) \tag{3.28}
\end{align*}
$$

Since $V(r)$ is RG-invariant, Eq. (3.28) should be independent of the scale setting of $\mu$. We assume a practical case with a finite number of perturbative coefficients up to $n=k$. Then $\tilde{V}_{A}$ is replaced by $\tilde{V}_{A}^{(k)}$ based on Eq. (B.I2). When we set $\mu=s \tau$ before integration as

$$
\begin{equation*}
[V(r)]_{\mathrm{PV}}=-4 \pi C_{F} \int_{0, \mathrm{PV}}^{\infty} \frac{d \tau^{2}}{\tau} e^{-\tau^{2} r^{2}} \sum_{n=0}^{k} \alpha_{s}\left(s^{2} \tau^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{A})}\left(L_{\tau}=\log \left(s^{2}\right)\right) \tag{3.29}
\end{equation*}
$$

the integral value would exhibit more stable behavior with respect to changes in $s$ for a larger $k$ due to the RG invariance and convergence of $\tilde{V}_{A}$.

Fig. [3.31 shows a scale-dependence of $[V(r)]_{\mathrm{PV}}$ in the case with a finite number of perturbative coefficients. Here we set a physical scale $r$ as $r=r_{0}\left(\alpha_{s}\left(1 / r_{0}^{2}\right) \approx 0.3032\right)$. The vertical axis is normalized by $\Lambda_{\overline{\mathrm{MS}}}$. The horizontal axis is displayed on a linear (logarithmic) scale in the left (right) panel. The colored solid lines are calculated by using $\tilde{V}_{A}^{(k)}$ for $k=0,2,4,6,8,10$. The dashed line represents the PV value of $V\left(r=r_{0}\right)$ (Eq. (B.2Z)). We can see that the stable region extends around $s=\mathcal{O}(1)$ as $k$ increases, and the prediction in its vicinity approaches the value of $\left[V\left(r_{0}\right)\right]_{\mathrm{PV}}$. Furthermore, it seems that the length of the stable region extends exponentially.

The reason of stability for a large $k$ is understood as follows. When we set $\mu=s \tau$ and truncate the series at $n=k(\gg 1)$ in Eq. ( 3.28 ), the $s$-dependence of this integral for large $s$ is approximately controlled by

$$
\begin{equation*}
I_{k}(s ; r)=\int_{0, \mathrm{PV}}^{\infty} \frac{d \tau^{2}}{\tau} e^{-\tau^{2} r^{2}} \alpha_{s}\left(s^{2} \tau^{2}\right)^{k+1} \tilde{a}_{0}^{(A)}\left[b_{0} \log \left(s^{2}\right)\right]^{k} \tag{3.30}
\end{equation*}
$$

where the logarithmic factor appears from the RG equation. Since the integrand of Eq. (3.30) becomes large at around $\tau=\Lambda_{\overline{\mathrm{MS}}} / s$, using the LL running coupling constant Eq. ([.IU), we approximate $I_{k}$ by evaluating the residue at $\tau=\Lambda_{\overline{\mathrm{MS}}} / s$, which is given by

$$
\begin{equation*}
I_{k}(s ; r) \approx \frac{\tilde{a}_{0}^{(A)}}{b_{0}} \frac{e^{-\hat{r}^{2} / s^{2}}}{s}[\log (s)]^{k}(1+\mathcal{O}(1 / s)) \tag{3.31}
\end{equation*}
$$

where $\hat{r}=\Lambda_{\overline{\mathrm{MS}}} r$. Thus the stationary point of $I_{k}(s, r)$ when $s$ is large is estimated by

$$
\begin{equation*}
k \approx \log (s)\left(1-\frac{\hat{r}^{2}}{s^{2}}\right) \approx \log (s) \tag{3.32}
\end{equation*}
$$



Figure 3.3: Scale dependence of $\left[V\left(r_{0}\right)\right]_{\mathrm{PV}}$ in scheme (A). The colored solid lines show the predictions of $\left[V\left(r_{0}\right)\right]_{\mathrm{PV}}$ when we truncate $\tilde{V}_{A}$ at $\alpha_{s}^{k+1}$ for $k=0,2,4,6,8,10$. The dashed line represents the exact value given by Eq. ( $\mathrm{B}_{2} 27$ ). In the left panel, the stable region expands around $s=\mathcal{O}(1)$ as $k$ increases. In the right panel, we can see that the length of a such region is almost proportional to $e^{k}$ for truncation order $k$.

This means that the stationary point moves away exponentially with increasing $k$ (in the left panel in Fig. [3.3). In other words, the position of the right-most stationary point is shifted by a constant on the logarithmic scale (see the right panel of Fig. [3.3). On the other hand, since the dual-space series is a convergent series when we set $\mu=\tau$, it is natural to assume that the prediction should approach the true value at $s=\mathcal{O}(1)$. In practice, for sufficiently large $k$, it is possible to find a stable region extending around $s=\mathcal{O}(1)$ and evaluate the approximated value by systematic uncertainty from the changes in $s$.

Following a similar procedure, we can also calculate the imaginary part $\delta V(r)$ using the DSRS method. It is given by

$$
\begin{gather*}
\delta V(r)= \pm \frac{1}{2 i} \int_{C_{*}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{V}_{\mathrm{A}}(\tau)= \pm\left(K_{0}^{V, \mathrm{~A}}+K_{1}^{V, \mathrm{~A}} r^{2}+\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}} r^{4}\right)\right),  \tag{3.33}\\
K_{m}^{V, \mathrm{~A}}=-\frac{4 \pi C_{F}}{i} \int_{C_{*}} d \tau \frac{\left(-\tau^{2}\right)^{m}}{m!} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{A})}\left(L_{\tau}\right) \tag{3.34}
\end{gather*}
$$

When we set $\mu=s \tau$, Eq. (3.34) is analytically calculated as

$$
\begin{align*}
K_{m}^{V, \mathrm{~A}} & =(-1)^{m+1} \frac{4 \pi^{2} C_{F}}{b_{0}} \frac{\left.\Lambda_{\frac{2 m+1}{\mathrm{MS}}}^{m!s^{2 m+1}} B_{\tilde{V}_{\mathrm{A}}}(u=m+1 / 2)\right|_{\mu=s \tau}}{} \\
& =(-1)^{m+1} \frac{C_{F}}{b_{0}} \frac{\left(\Lambda_{\overline{\mathrm{MS}}} e^{5 / 6}\right)^{2 m+1}}{(2 m+1)!}, \tag{3.35}
\end{align*}
$$

where we use the Borel transform $B_{\tilde{V}_{\mathrm{A}}}$ given by eq. (3.26]). Eq. (3.35) is equal to Eq. (3.24). If we set $\mu=s \tau$ and truncate the series at $\alpha_{s}^{k+1}$ in Eq. (B.34), we obtain $s$-dependent coefficient $K_{n}^{V, \mathrm{~A}}(s, k)$, which converges to Eq. (3.35) in the limit $k \rightarrow \infty$. For a sufficiently large $k$, we can also predict the imaginary part by investigating the stable $s$-behavior as done for $[V(r)]_{\mathrm{PV}}$.

Secondly, we subtract renormalons from $V(r)$ in another scheme (B): we set $\left(a, u^{\prime}\right)=$ $(2,-1 / 2)$ to suppress the renormalons at $u=1 / 2,1,3 / 2, \cdots$ in the dual space. There is no renormalon at $u=1,2,3, \cdots$ originally, but we examine if we can correctly compute $[V(r)]_{\mathrm{PV}}$ in such a case. The dual-space series is defined by

$$
\begin{align*}
\tilde{V}_{\mathrm{B}}(\tau) & =\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{2 \times 2 \times(-1 / 2)}\left(x^{2} V\left(r=x^{2}\right)\right) \\
& =-4 \pi C_{F} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{-2} e^{\hat{H} \log \left(\mu^{2} x^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} a_{n}^{\left(\beta_{0}\right)} \\
& =-4 \pi C_{F} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{B})}\left(L_{\tau}\right), \tag{3.36}
\end{align*}
$$

where $L_{\tau}=\log \left(\mu^{2} / \tau^{4}\right)$, and $\tilde{a}_{n}^{(\mathrm{B})}\left(L_{\tau}\right)$ can be read from the following Borel transform,

$$
\begin{equation*}
B_{\tilde{V}_{\mathrm{B}}}(u)=\sum_{n=0}^{\infty} \frac{\tilde{a}_{n}^{(\mathrm{B})}\left(L_{\tau}\right)}{n!}\left(u / b_{0}\right)^{n}=\left.\frac{B_{V}(u)}{\Gamma(1-2 u)}\right|_{L_{Q} \rightarrow L_{\tau}}=\left(\frac{\mu^{2} e^{5 / 3}}{\tau^{4}}\right)^{u} \frac{1}{4 \pi^{2}} \frac{\sin (\pi u)}{u} . \tag{3.37}
\end{equation*}
$$

We note that the mass dimension of $x$ is $-1 / 2$ and that of $\tau$ is $1 / 2 . \tilde{V}_{\mathrm{B}}$ is also convergent series:

$$
\begin{equation*}
\tilde{V}_{\mathrm{B}} \approx-\frac{1}{\tau}\left(1.33 \alpha_{s}+1.59 \alpha_{s}^{2}-0.350 \alpha_{s}^{3}-5.79 \alpha_{s}^{4}-9.69 \alpha_{s}^{5}+5.75 \alpha_{s}^{6}+\cdots\right) \tag{3.38}
\end{equation*}
$$

Then $[V(r)]_{\mathrm{PV}}$ is calculated by the inverse dual transform of $\tilde{V}_{\mathrm{B}}(\tau)$, which is given by

$$
\begin{align*}
{[V(r)]_{\mathrm{PV}} } & =\int_{0, \mathrm{PV}}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{V}_{\mathrm{B}}(\tau) \\
& =-4 \pi C_{F} \int_{0, \mathrm{PV}}^{\infty} d \tau^{2} e^{-\tau^{2} r} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{B})}\left(L_{\tau}\right) \tag{3.39}
\end{align*}
$$

Fig. [3.4 shows the scale-dependence of $[V(r)]_{\mathrm{PV}}$ when we set $\mu=s \tau^{2}$ in the case with a finite number of coefficients. Here we also set the physical scale $r$ as $r=r_{0}$. The setups of axes and lines are the same as in Fig. B.3. We can also see that there is a flat region around $s=\mathcal{O}(1)$ and its length extends exponentially as $k$ increases. It is because, from the similar consideration to Eq. ( B .3 m$)$ ), the right-most stationary point is estimated to be at $s \approx e^{k}$ for a truncation order $k$. Thus, the scheme (B) can also predict the all-order result from a finite number of coefficients.

We comment on the calculation of the imaginary part, which is given by

$$
\begin{gather*}
\delta V(r)= \pm \frac{1}{2 i} \int_{C_{*}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{V}_{\mathrm{B}}(\tau)= \pm\left(\kappa_{0}^{V, \mathrm{~B}}+\kappa_{1}^{V, \mathrm{~B}} r+\mathcal{O}\left(\Lambda_{\mathrm{MS}}^{3} r^{2}\right)\right),  \tag{3.40}\\
\kappa_{\ell}^{V, \mathrm{~B}}=-\frac{4 \pi C_{F}}{2 i} \int_{C_{*}} d \tau^{2} \frac{\left(-\tau^{2}\right)^{\ell}}{\ell!} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{a}_{n}^{(\mathrm{B})}\left(L_{\tau}\right) \tag{3.41}
\end{gather*}
$$



Figure 3.4: Scale dependence of $\left[V\left(r_{0}\right)\right]_{\mathrm{PV}}$ in scheme (B). The colored solid lines show the predictions of $\left[V\left(r_{0}\right)\right]_{\mathrm{PV}}$ when we truncate $\tilde{V}_{B}$ at $\alpha_{s}^{k+1}$ for $k=0,2,4,6,8,10$. The dashed line represents the exact value given by Eq. ([223). Also in this scheme, we can see that the stable region extends exponentially with $k$ increased.

Although at first glance, Eq. (3.40) appears to have an imaginary part that is inconsistent with the renormalon of $V(r)$, in fact the normalization of such contributions is zero in the limit of $k \rightarrow \infty$. When we set $\mu=s \tau^{2}$, Eq. (3.47) is analytically calculated as

$$
\begin{align*}
\kappa_{\ell}^{V, \mathrm{~B}} & =\left.(-1)^{\ell+1} \frac{4 \pi^{2} C_{F}}{b_{0}} \frac{\Lambda \frac{\ell+1}{\mathrm{MS}}}{2 \ell!s^{\ell+1}} B_{\tilde{V}_{\mathrm{B}}}\left(u=\frac{\ell+1}{2}\right)\right|_{\mu=s \tau^{2}} \\
& =\left\{\begin{array}{cl}
(-1)^{m+1} \frac{C_{F}}{b_{0}} \frac{\left(\Lambda_{\overline{\mathrm{MS}}} e^{5 / 6}\right)^{2 m+1}}{(2 m+1)!} & \text { for } \quad \ell=2 m(=0,2,4, \cdots) \\
0 & \text { for } \\
\ell=2 m+1(=1,3,5, \cdots)
\end{array}\right. \tag{3.42}
\end{align*}
$$

where we use the Borel transform given by eq. (3.37). We can see that $\kappa_{2 m}^{V, \mathrm{~B}}=K_{m}^{V}$ given by Eq. (3.24), and the others are zero.

Before concluding this chapter, we examine the effects of the UV renormalons in the dual-space series. We consider a toy model containing the IR and UV renormalons at $u=-1,1,2,3, \cdots$, which is given by

$$
\begin{equation*}
W(Q)=\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} w_{n}\left(L_{Q}\right) \tag{3.43}
\end{equation*}
$$

and the Borel transform is given by

$$
\begin{equation*}
B_{W}(u)=\sum_{n=0}^{\infty} \frac{w_{n}\left(L_{Q}\right)}{n!}\left(\frac{u}{b_{0}}\right)^{n}=\left(\frac{\mu^{2}}{Q^{2}}\right)^{u} \frac{\Gamma(1-u)}{1+u} . \tag{3.44}
\end{equation*}
$$

Using Eq. (B.7) with the parameter $\left(a, u^{\prime}\right)=(1,-1)$, the dual-space series with the IR renormalons suppressed is constructed as

$$
\begin{align*}
\tilde{W}(\tau) & =\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{-2} W\left(Q=x^{-1}\right) \\
& =\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{w}_{n}\left(L_{\tau}\right) \tag{3.45}
\end{align*}
$$

where $L_{\tau}=\log \left(\mu^{2} / \tau^{2}\right)$, and $\tilde{w}_{n}^{\prime}$ 's are read from the Borel transform $B_{\tilde{W}}$. It is given by

$$
\begin{equation*}
B_{\tilde{W}}(u)=\sum_{n=0}^{\infty} \frac{\tilde{w}_{n}\left(L_{\tau}\right)}{n!}\left(\frac{u}{b_{0}}\right)^{n}=\left.\frac{B_{W}(u)}{\Gamma(1-u)}\right|_{L_{Q} \rightarrow L_{\tau}}=\left(\frac{\mu^{2}}{\tau^{2}}\right)^{u} \frac{1}{1+u}, \tag{3.46}
\end{equation*}
$$

where there is no renormalon except the UV renormalon at $u=-1$. Eq. (3.15) gives

$$
\begin{align*}
{[W(Q)]_{\mathrm{PV}} } & =x^{2} \int_{0, \mathrm{PV}}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{W}(\tau) \\
& =\frac{1}{Q^{2}} \int_{0, \mathrm{PV}}^{\infty} d \tau^{2} e^{-\tau^{2} / Q^{2}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{w}_{n}\left(L_{\tau}\right), \tag{3.47}
\end{align*}
$$

which is equivalent to the result using the Borel resummation in the case with an all-order perturbative series. However, when truncating $\tilde{W}$ at a finite order, the UV renormalon limits the computational accuracy, creating uncertainty of $\mathcal{O}\left(\Lambda_{\mathrm{MS}}^{2} \tau^{2} / \mu^{4}\right)$ for $\tilde{W}$ according to Eq. (2.16)

On the other hand, the UV renormalons in the dual space can be resummed in the large- $\beta_{0}$ approximation. This property is natural because the DSRS method gives equivalent result using the Borel resummation which can resum UV renormalons. According to the resummation formula in App. $\mathbb{D}$,

$$
\begin{equation*}
[W(Q)]_{\mathrm{PV}}=\frac{1}{Q^{2}} \int_{0, \mathrm{PV}}^{\infty} \frac{d \tau^{2}}{\left(1+\tau^{2} / Q^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{w}_{n}^{\prime}\left(L_{\tau}\right) \tag{3.48}
\end{equation*}
$$

where $\tilde{w}_{n}^{\prime}$ 's are read from

$$
\begin{equation*}
B_{\tilde{W}^{\prime}}(u)=\sum_{n=0}^{\infty} \frac{\tilde{w}_{n}^{\prime}\left(L_{\tau}\right)}{n!}\left(\frac{u}{b_{0}}\right)^{n}=\left.\frac{B_{W}(u)}{\Gamma(1-u) \Gamma(1+u)}\right|_{L_{Q} \rightarrow L_{\tau}}=\left(\frac{\mu^{2}}{\tau^{2}}\right)^{u} \frac{1}{\Gamma(2+u)} . \tag{3.49}
\end{equation*}
$$

Tab. 3.11 compares $w_{n}, \tilde{w}_{n}$ and $\tilde{w}_{n}^{\prime}$, which indicates that the resummation of the $u=-1$ renormalon, in addition to the suppression of the IR renormalons, gives a convergent series in the dual space.

In Fig. [3.5, the scale-dependences of $\left[W\left(Q=Q_{0}\right)\right]_{\mathrm{PV}}$ calculated by Eqs. (3.47) and (3.48), respectively, are compared. Here $Q_{0}=10 \Lambda_{\overline{\mathrm{MS}}}$ and we truncate $\tilde{W}$ at $n=k$ and set $\mu=s \tau$. The horizontal axis is displayed on a logarithmic scale in both panels. The colored lines represent the results with $k=0,2,4,6,8,10$, and the dashed line is drawn to show the exact value given by

$$
\begin{equation*}
\left[W\left(Q=Q_{0}\right)\right]_{\mathrm{PV}}=\left.\frac{1}{b_{0}} \int_{0, \mathrm{PV}}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{W}(u)\right|_{Q=Q_{0}}=0.316248 \cdots \tag{3.50}
\end{equation*}
$$

In the left figure, as $k$ increases, the flat region extends in the direction where $s \gg 1$, while the unstable region widens around $s=\mathcal{O}(1)$. This is a manifestation of the effects of the UV renormalon. For large $s$ (at high energy scale), the contribution from the UV renormalon is strongly suppressed, so the flat region extends exponentially to the right direction, as in the analysis with the static potential. Nevertheless, perturbative

Table 3.1: Comparison of the dual-space coefficient $\tilde{w}_{n}$ and $\tilde{w}_{n}^{\prime}$ with the original one $w_{n}$. Owing to the dual transform, the divergent behavior of $\tilde{w}_{n}^{\prime}$ 's from IR renormalons is suppressed while the $u=-1$ UV renormalon remains. On the contrary, $\tilde{w}_{n}^{\prime}$ 's exhibit a good convergence.

| $n$ | $w_{n}$ | $\tilde{w}_{n}$ | $\tilde{w}_{n}^{\prime}$ | $n$ | $w_{n}$ | $\tilde{w}_{n}$ | $\tilde{w}_{n}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 11 | $-5.08 \times 10^{5}$ | $-1.02 \times 10^{6}$ | -2.63 |
| 1 | -0.303 | -0.716 | -0.303 | 12 | $1.31 \times 10^{7}$ | $8.72 \times 10^{6}$ | 11.7 |
| 2 | 1.45 | 1.03 | -0.239 | 13 | $-4.06 \times 10^{7}$ | $-8.12 \times 10^{7}$ | -16.7 |
| 3 | -1.11 | -2.20 | 0.421 | 14 | $1.22 \times 10^{9}$ | $8.14 \times 10^{8}$ | -0.130 |
| 4 | 9.38 | 6.31 | -0.155 | 15 | $-4.37 \times 10^{9}$ | $-8.75 \times 10^{9}$ | 54.9 |
| $\ldots \ldots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\ldots$ | $\ldots$ |

expansion of a sufficiently high order is required to predict the true value. For small $s$ (at low energy scale), Eq. (B.47) approaches its true value from a small number of perturbative coefficients, but as $k$ increases, the factorial behavior of the UV renormalon emerges and stability is lost. Thus, if the UV renormalons remain in the dual space, the region stable to changes in $s$ is narrowed. On the other hand, in the right figure, the scale dependence is stable around $s=\mathcal{O}(1)$, owing to the resummation of the UV renormalon.

From a practical point of view, two points should be mentioned. First, the resummation method is effective only for the case in the large- $\beta_{0}$ approximation. The method given in App. $\mathbb{D}$ could in principle be extended beyond the large- $\beta_{0}$ approximation by reference to App. ©. However, unlike IR renormalons, it is not theoretically clear what $\log (Q)$ correction UV renormalons have in general [IT]. Thus the parameters to resum the exact structure of UV renormalons cannot be chosen properly. Secondly, if the UV renormalons are sufficiently far from the origin in the Borel plane, the effect is negligible for relatively low-order perturbative calculations. For example, the UV renormalons of the pole- $\overline{\mathrm{MS}}$ mass relation, discussed in the next section, start from $u=-1$, and we will see later that this effect is almost negligible at the $\mathrm{N}^{3} \mathrm{LO}$ level, which is the state-of-the-art perturbation order. For these reasons, we basically do not resum the UV renormalons in the analyses in Chap. 团.


Figure 3.5: The left/right panel shows the scale dependence of $\left[W\left(Q_{0}\right)\right]_{\mathrm{PV}}$ with/without the UV renormalon at $u=-1$ in the dual space. The colored solid lines show the predictions of $\left[W\left(Q_{0}\right)\right]_{\mathrm{PV}}$ when we truncate $\tilde{W}$ at $\alpha_{s}^{k+1}$ for $k=0,2,4,6,8,10$. The dashed line represents the exact value given by Eq. (3.5TI). The UV renormalon causes the instability of scale dependence around $s=\mathcal{O}(1)$.

## Chapter 4

## Renormalon subtraction in heavy quark systems

In this chapter, the DSRS method is applied to several observables of heavy quark systems. In Sec. [.] , we introduce the heavy quark effective theory (HQET) to incorporate non-perturbative effects to observables of heavy-light mesons such as $B$ and $D$ mesons in the OPE framework. As specific examples, the OPEs of the masses of $B$ and $D$ mesons and that of the inclusive semileptonic decay width of $B$ meson are presented. In Sec. 4.2], the DSRS method is applied to the quark pole mass to eliminate (or suppress) the renormalons of $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$ and $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}^{2}\right)$ orders from the OPEs of $B$ and $D$ meson masses. Then we determine the non-perturbative parameters in HQET after subtraction of IR renormalons. In Sec. 4.3, we determine $\left|V_{c b}\right|$, one of the CKM matrix elements, from the inclusive semileptonic decay width of $B$ meson. In this determination, we use the HQET parameters determined in Sec. 4.2 . This is the first time to determine $\left|V_{c b}\right|$ with the NLO IR renormalon suppressed in the PV scheme using the MS mass scheme.

### 4.1 OPE for Heavy Quark Systems

### 4.1.1 Heavy Quark Effective Theory

$B$ meson is a bound state of the bottom quark and the single light quark (up or down quark). Because the mass of bottom quark is much larger than that of light quark ( $m_{u}, m_{d} \ll m_{b}$ ), from the light quark's point of view, the heavy bottom quark appears to be almost at rest. Therefore the dynamics can be viewed as the non-relativistic motion of bottom quark due to the transfer momentum of order $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}\right)$ carried by the light quark in the $B$-meson center-of-mass system.

The heavy quark effective theory (HQET) [48, 4.4, 50, 51, 52,53$]$ describes the physics of hadrons called heavy-light mesons which consist of a single heavy quark and a few light quarks, i.e., $B$ meson, $D$ meson, etc. Let us consider that single heavy quark $h$ in heavylight meson $X$ that moves with the same velocity $v$ as the meson $X$, that is $p_{X}^{\mu}=m_{X} v^{\mu}$. In this system, $h$ is almost on shell. Thus the momentum of $h$ can be written by

$$
\begin{equation*}
p_{h}^{\mu}=m_{h} v^{\mu}+k^{\mu} \tag{4.1}
\end{equation*}
$$

where $v^{2}=1$ and we assume that the residual momentum $k \sim \Lambda_{\overline{\mathrm{MS}}}$ (off-shellness of $h$ ) is much smaller than $m_{h}$, the mass of the heavy quark $h$. Since the heavy quark $h$ is almost at rest, it is natural to describe HQET in terms of the pole mass (on-shell mass) of the heavy quark. The pole mass is defined as the pole of the propagator, which is consistent with the concept of the static energy of the particle. The HQET Lagrangian is constructed by treating the heavy quark mass $m_{h}$ as the pole mass. If $m_{h}$ is shifted by $\delta m_{h}=\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$, the residual momentum $k$ in Eq. (4.01) absorbs it as $k^{\mu} \rightarrow k^{\mu}+\delta m_{h} v^{\mu}$. That is, the quark mass definition by pole mass has $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$ ambiguity.

The field operator $h(x)$, which denotes the massive quark in QCD, is decomposed into two pieces as follows

$$
\begin{gather*}
h(x)=e^{-i m_{h} v \cdot x}\left(h_{v}(x)+H_{v}(x)\right),  \tag{4.2}\\
h_{v}(x)=e^{i m_{h} v \cdot x} \frac{1+\ngtr}{2} h(x), \quad H_{v}(x)=e^{i m_{h} v \cdot x} \frac{1-\psi}{2} h(x) \tag{4.3}
\end{gather*}
$$

We note that $h_{v}$ and $H_{v}$ satisfy $\psi h_{v}=h_{v}$ and $\psi H_{v}=-H_{v}$. In the rest frame of the hadron $v^{\mu}=(1, \overrightarrow{0}), h_{v}$ and $H_{v}$ correspond to upper and lower component of Dirac spinor respectively. In other words, $h_{v}\left(H_{v}\right)$ denotes the heavy quark (anti-quark) field.

We can see that using $h_{v}$ and $H_{v}$, the QCD Lagrangian containing $h$ is expressed by

$$
\begin{align*}
\mathcal{L}_{h} & =\bar{h}\left(i \not D-m_{h}\right) h \\
& =\bar{h}_{v}(i v \cdot D) h_{v}-\bar{H}_{v}\left(i v \cdot D+2 m_{h}\right) H_{v}+\bar{h}_{v}\left(i \not D_{\perp}\right) H_{v}+\bar{H}_{v}\left(i \not D_{\perp}\right) h_{v} \tag{4.4}
\end{align*}
$$

where $D^{\mu}$ is the covariant derivative and $D_{\perp}^{\mu}=D^{\mu}-v^{\mu}(v \cdot D)$ is orthogonal to $v$, i.e., $v \cdot D_{\perp}=0$. It can be seen that $h_{v}$ does not have a mass term while $H_{v}$ acquires a mass $2 m_{h}$. The remaining terms in the Lagrangian describe interactions between $h_{v}$ and $H_{v}$. In the sense of EFT, $h_{v} / H_{v}$ is identified as the light/heavy degree of freedom.

At the tree level, the HQET Lagrangian is obtained after integrating out $H_{v}$ using equation of motion for $H_{v}$ (or in the formulation of path-integral), which is given by

$$
\begin{align*}
\mathcal{L}_{\mathrm{HQET}}^{\mathrm{tree}} & =\bar{h}_{v}(i v \cdot D) h_{v}+\bar{h}_{v}\left(i \not D_{\perp}\right)\left(i v \cdot D+2 m_{h}\right)^{-1}\left(i \not D_{\perp}\right) h_{v} \\
& =\bar{h}_{v}(i v \cdot D) h_{v}+\bar{h}_{v} \frac{\left(i \not D_{\perp}\right)\left(i \not D_{\perp}\right)}{2 m_{h}} h_{v}+\mathcal{O}\left(1 / m_{h}^{2}\right) \\
& =\bar{h}_{v}(i v \cdot D) h_{v}+\frac{\bar{h}_{v}\left(i \not D_{\perp}\right)^{2} h_{v}}{2 m_{h}}+\bar{h}_{v} \frac{\frac{g_{s}}{2} \sigma_{\mu \nu} G^{\mu \nu}}{2 m_{h}} h_{v}+\mathcal{O}\left(1 / m_{h}^{2}\right), \tag{4.5}
\end{align*}
$$

where $G^{\mu \nu}$ is the field strength tensor and we use

$$
\begin{equation*}
\gamma_{\mu} \gamma_{\nu}=\frac{1}{2}\left\{\gamma_{\mu}, \gamma_{\nu}\right\}+\frac{1}{2}\left[\gamma_{\mu}, \gamma_{\nu}\right]=g_{\mu \nu}-i \sigma_{\mu \nu} \tag{4.6}
\end{equation*}
$$

The leading term in Eq. (4.5) is the Lagrangian for a static heavy quark with velocity $v$. The physical interpretation of the second and third terms are as follows. The second term represents the kinetic energy of the heavy quark, which breaks the flavor symmetry. The third term is the energy from the chromo-magnetic interaction, which breaks both flavor
and spin symmetries. In order to incorporate radiative corrections, matching of QCD and HQET is necessary. The schematic form of $\mathcal{L}_{\mathrm{HQET}}$ is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{HQET}}=\bar{h}_{v}(i v \cdot D) h_{v}+\frac{\bar{h}_{v}\left(i \not D_{\perp}\right)^{2} h_{v}}{2 m_{h}}+C_{c m}\left(m_{h}\right) \bar{h}_{v} \frac{\frac{g_{s}}{2} \sigma_{\mu \nu} G^{\mu \nu}}{2 m_{h}} h_{v}+\mathcal{O}\left(1 / m_{h}^{2}\right) . \tag{4.7}
\end{equation*}
$$

Up to this order, only the chromomagnetic operator is renormalized, and its Wilson coefficient is given by $C_{c m}=1+\mathcal{O}\left(\alpha_{s}\right)$, which is calculated up to $\mathcal{O}\left(\alpha_{s}^{3}\right)\left(\mathrm{N}^{3} \mathrm{LO}\right.$ level) [6I]. The Wilson coefficient of the kinetic term is exactly one reflecting the fact that the kinetic energy is not renormalized. That is ensured by the reparameterization invariance [62, 6.3], which is related to the Lorentz invariance of QCD.

The OPE of the heavy light meson $X$ is given by $1 / m_{h}$ expansion using the expectation values of the operators appearing in the HQET Lagrangian. The normalization of the state defining the expectation value is given by

$$
\begin{equation*}
\left\langle X\left(v^{\prime}, k^{\prime}\right) \mid X(v, k)\right\rangle=2 v^{0} \delta_{v_{0} v_{0}^{\prime}}(2 \pi)^{3} \delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right), \tag{4.8}
\end{equation*}
$$

where $|X(v)\rangle=|X(v, k=0)\rangle$ denotes the ground state of $X$ in the infinite mass limit. The advantage of using this state is that the matrix elements defined by this state do not depend on the flavor of heavy quark. The matrix element of $\bar{h}_{v}(i v \cdot D) h_{v}$ is $\mathcal{O}\left(1 / m_{h}\right)$ due to the equation of motion. So the leading non-perturbative matrix elements from Eq. (4.7) are given by

$$
\begin{equation*}
\mu_{\pi}^{2}=-\langle X(v)| \bar{h}_{v}\left(i D_{\perp}\right)^{2} h_{v}|X(v)\rangle, \tag{4.9}
\end{equation*}
$$

which is the kinetic energy of the heavy quark, and

$$
\begin{equation*}
\mu_{G}^{2}=-\langle X(v)| \bar{h}_{v} \frac{g_{s}}{2} \sigma_{\mu \nu} G^{\mu \nu} h_{v}|X(v)\rangle \tag{4.10}
\end{equation*}
$$

which is the energy of chromomagnetic interaction. $\mu_{\pi}^{2}$ and $\mu_{G}^{2}$ are defined to be independent of the mass of the heavy quark. To paraphrase, these matrix elements are common between $B$ meson and $D$ meson, $\Lambda_{b}$ baryon and between $\Lambda_{c}$ baryon, and so on. Furthermore, these parameters can describe the non-perturbative effects of various observables, i.e., their values are common among different observables. We call this property the universality of the HQET parameters.

### 4.1.2 Renormalons of quark pole mass

We mentioned in the previous section that the definition of pole mass has an uncertainty of $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$. This implies that the pole mass has the IR renormalons starting from $u=1 / 2$ when calculated by perturbative expansion. Since the pole mass is calculated by the quark self-energy, the internal IR gluons in loop diagrams induce factorial divergent behavior of perturbative series. Perturbative calculation of the pole mass is provided by introducing a short-distance mass. The $\overline{\mathrm{MS}}$ mass $m_{h}^{\overline{\mathrm{MS}}}$ is one example. The quark propagator $S(p)$ in the on-shell scheme is defined by

$$
\begin{equation*}
S(p)=\frac{-i Z_{2}^{\mathrm{OS}}}{p p-m_{h, 0}+\Sigma\left(p, m_{h}\right)} \rightarrow \frac{-i}{\not p-m_{h}} \quad \text { as } \quad p^{2} \rightarrow m_{h}^{2} \tag{4.11}
\end{equation*}
$$


(a)
(b)

Figure 4.1: Schematic figure representing the difference between the renormalization of the quark self-energy in the on-shell scheme and the $\overline{\mathrm{MS}}$ scheme. (a) In the on-shell scheme, gluons involving the quark self energy is both IR and UV, of which the wavelength $\lambda$ reaches the length $\sim 1 / \Lambda_{\overline{\mathrm{MS}}}$. (b) In the $\overline{\mathrm{MS}}$ scheme, only UV gluons contribute to the quark self-energy because it removes only the UV divergence.
where $m_{h, 0}$ is the bare mass of $h$ related to $m_{h}$ as

$$
\begin{equation*}
m_{h, 0}=Z_{m}^{\mathrm{OS}} m_{h} \tag{4.12}
\end{equation*}
$$

By definition, the quark pole mass $m_{h}$ contains the one-particle-irreducible self-energy $\Sigma(p)$, which has the contributions from both IR and UV gluons. We can also define $S(p)$ in the $\overline{\mathrm{MS}}$ scheme and obtain

$$
\begin{equation*}
m_{h, 0}=Z_{m}^{\overline{\mathrm{MS}}} m_{h}^{\overline{\mathrm{MS}}} \tag{4.13}
\end{equation*}
$$

Then the perturbative relation of the pole mass and the $\overline{\mathrm{MS}}$ mass is expressed by

$$
\begin{equation*}
m_{h}=\frac{Z_{m}^{\overline{\mathrm{MS}}}}{Z_{m}^{\mathrm{OS}}} m_{h}^{\overline{\mathrm{MS}}}=m_{h}^{\overline{\mathrm{MS}}}\left(1+\sum_{n=0}^{\infty} \alpha_{s}^{n+1} d_{n}\right) \tag{4.14}
\end{equation*}
$$

 massive quark effects for $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and $\mathcal{O}\left(\alpha_{s}^{3}\right)$ corrections are contained, while those for $\mathcal{O}\left(\alpha_{s}^{4}\right)$ has not been calculated. Their explicit values are given in App. 回. Since the MS mass is defined in the $\overline{\mathrm{MS}}$ scheme which removes only the UV divergence of the self-energy, Eq. (4.14) strongly reflects the IR contribution of the self-energy and exhibits factorial divergence behavior [ [13, [14]. Such IR renormalons in the pole mass should be absorbed by the non-perturbative effects of the OPE based on HQET. In the following sections, we describe how renormalons are removed in this thesis through the OPEs of specific observables.

### 4.1.3 Masses of $B$ and $D$ mesons

From this section, we consider the heavy-light meson $H(=B, D)$ composed by a single heavy quark $h(=b, c)$ and a single light quark ( $=u$ or $d$ ). The OPE of its mass $M_{H}$ based on HQET is given in $1 / m_{h}$ expansion, given by

$$
\begin{equation*}
M_{H}^{(s)}=m_{h}+\bar{\Lambda}+\frac{\mu_{\pi}^{2}}{2 m_{h}}+A(s) C_{c m}\left(m_{h}\right) \frac{\mu_{G}^{2}\left(m_{h}\right)}{2 m_{h}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{h}^{2}}\right) \tag{4.15}
\end{equation*}
$$

where $s(=0,1)$ denotes the spin of $H$. The leading contribution to $M_{H}$ is the heavy quark mass $m_{h}$. As mentioned in the previous section, the quark mass definition by the pole mass has theoretical uncertainties starting from $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$, so the non-perturbative corrections also start from $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$ to cancel them. The first non-perturbative correction $\bar{\Lambda}=\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$ is the contribution from the light degrees of freedom of $H$, which can be written by the matrix element of light sector of QCD Lagrangian. $\bar{\Lambda}$ is independent of the heavy quark mass in the sense that

$$
\begin{equation*}
\bar{\Lambda}=\lim _{m_{h} \rightarrow \infty}\left[M_{H}-m_{h}\right] . \tag{4.16}
\end{equation*}
$$

$\mu_{\pi}^{2}$ and $\mu_{G}^{2}$ are given by Eqs (4.9) and (4.T0) respectively. The Wilson coefficient $C_{c m}$ is the same one as in Eq. (4.7). Since the chromomagnetic interaction breaks the spin symmetry in the HQET Lagrangian, $\mu_{G}^{2}$ term is proportional to a spin-dependent coefficient $A(s)$; $A(s)=-1$ for $s=0$ (pseudo-scalar meson $H^{*}$ ) and $A(s)=1 / 3$ for $s=1$ (vector meson $H)$. Up to this order, we can separate the spin-dependent part by a simple combination of $M_{H}^{(s)}$. A clever choice is to express it by the hyperfine-splitting of the $H$ mesons as

$$
\begin{equation*}
C_{c m}\left(m_{h}\right) \mu_{G}^{2}\left(m_{h}\right)=\frac{3}{4}\left(M_{H^{*}}^{2}-M_{H}^{2}\right)+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{h}}\right) \tag{4.17}
\end{equation*}
$$

in which the pole mass of $h$ is hidden into the NLO correction. Since the experimentally measurable quantity does not contain renormalons, $\mu_{G}^{2}$ is irrelevant to the $\mathcal{O}\left(\Lambda_{\mathrm{MS}}^{2}\right)$ renormalon (at $u=1$ ) of $m_{h}$. In Ref. [60], the value of $\mu_{G}^{2}\left(\bar{m}_{b}\right)$ using $C_{c m}$ at $\mathrm{N}^{3} \mathrm{LO}$ level [6T] is determined as

$$
\begin{equation*}
\mu_{G}^{2}\left(\bar{m}_{b}\right)=0.284 \pm 0.014 \mathrm{GeV}^{2} \tag{4.18}
\end{equation*}
$$

in which the uncertainty is comparable to $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}^{3} / \bar{m}_{c}\right)$ reflecting the fact that $C_{c m}$ contains the $u=1 / 2$ renormalon.

On the other hand, the spin-independent part is given by the linear combination of $M_{H}$ and $M_{H^{*}}$ as

$$
\begin{equation*}
\left[M_{H}\right]_{\text {spin ave. }}=\frac{M_{H}+3 M_{H^{*}}}{4}=m_{h}+\bar{\Lambda}+\frac{\mu_{\pi}^{2}}{2 m_{h}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{h}^{2}}\right) \tag{4.19}
\end{equation*}
$$

In this thesis, we assume that $m_{h}$ contains the IR renormalons at $u=1 / 2$ and $u=1$ at least and the imaginary part from them are absorbed into $\bar{\Lambda}$ and $\mu_{\pi}^{2}$, respectively. We separate the imaginary part from $m_{h}$ using the DSRS method without the extended formula in App. $\mathbb{C}$ since $\bar{\Lambda}$ and $\mu_{\pi}^{2}$ does not have $\alpha_{s}$ corrections and anomalous dimension. ${ }^{\text {I }}$ We denote the renormalon-subtracted pole mass by $\left[m_{h}\right]_{\mathrm{PV}}$ and call it the PV mass of $h$. It is defined by

$$
\begin{equation*}
\left[m_{h}\right]_{ \pm}=\left[m_{h}\right]_{\mathrm{PV}} \pm i N_{1 / 2} \Lambda_{\overline{\mathrm{MS}}}+ \pm i N_{1} \frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\left[m_{h}\right]_{\mathrm{PV}}}+\mathcal{O}\left(\frac{\Lambda_{\mathrm{MS}}^{3}}{\left[m_{h}\right]_{\mathrm{PV}}^{2}}\right) \tag{4.20}
\end{equation*}
$$

[^2]where $\left[m_{h}\right]_{ \pm}$is the regularized pole mass using the DSRS method. The way to calculate $\left[m_{h}\right]_{\mathrm{PV}}$ using the DSRS method is discussed in Sec. 4.2. $N_{1 / 2}$ and $N_{1}$ are the normalization coefficients of the imaginary part due to renormalons. These do not have to be calculated explicitly because the non-perturbative matrix elements absorb the imaginary part as follows. The renormalon-subtracted OPE is expressed by
\[

$$
\begin{equation*}
\left[M_{H}\right]_{\text {spin ave. }}=\left[m_{h}\right]_{\mathrm{PV}}+[\bar{\Lambda}]_{\mathrm{PV}}+\frac{\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}}{2\left[m_{h}\right]_{\mathrm{PV}}}+\mathcal{O}\left(\frac{\Lambda_{\mathrm{MS}}^{3}}{m_{h}^{2}}\right) \tag{4.21}
\end{equation*}
$$

\]

$[\bar{\Lambda}]_{\mathrm{PV}}$ and $\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}$ are defined by

$$
\begin{equation*}
[\bar{\Lambda}]_{\mathrm{PV}}=\bar{\Lambda} \pm i N_{1 / 2} \Lambda_{\overline{\mathrm{MS}}} \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}=\mu_{\pi}^{2} \pm i N_{1} \Lambda_{\mathrm{MS}}^{2} \tag{4.23}
\end{equation*}
$$

The matrix elements $\bar{\Lambda}$ and $\mu_{\pi}^{2}$ can be determined by comparing the experimental values of $M_{H}$ 's and theoretical calculations in Eq. ( 4.21 ). It is important to note that Eqs. (4.27) and (4.17) are common between $H=B$ and $D(h=b$ and $c)$ since the matrix elements are defined to be independent of the mass of the heavy quark. In order to subtract renormalons of $m_{b}$ and $m_{c}$, we have to keep $n_{f}=3$ for the matrix elements to be common, i.e., we assume that up, down and strange quarks are massless and charm and bottom quarks are massive $\left(m_{c}, m_{b} \gg \Lambda_{\mathrm{QCD}}\right)$. Otherwise, for example, if we take $n_{f}=4$ for the OPE of $M_{B}$ and $n_{f}=3$ for that of $M_{D}$, the matrix elements cannot be treated as common between them because the Lagrangian of the light sector is different.

In particular for the $u=1 / 2$ renormalon, this feature is demonstrated in the large- $\beta_{0}$ approximation with the finite charm quark mass included in loops, as follows. The bottom quark pole mass in this approximation is given by the loop momentum integration,

$$
\begin{equation*}
\frac{m_{b, \mathrm{pole}}-\bar{m}_{b}}{\bar{m}_{b}}=\int d^{4} k F_{k i n}\left(k, \bar{m}_{b}\right) \frac{1}{k^{2}} \frac{\alpha_{s}^{(4)}\left(\mu^{2}\right)}{1-\alpha_{s}^{(4)}\left(\mu^{2}\right) \Pi\left(k^{2}, \bar{m}_{c}\right)}, \tag{4.24}
\end{equation*}
$$

where $F_{k i n}\left(k, \bar{m}_{b}\right)$ is a kinematic function and $\alpha_{s}^{\left(n_{f}\right)}$ represents the strong coupling constant of the $n_{f}$-flavor theory. We have rewritten $\alpha_{s}^{(5)}$ by $\alpha_{s}^{(4)}$, which absorbs the effect of the bottom quark loops. $\Pi\left(k^{2}, \bar{m}_{c}\right)$ is the one-loop vacuum polarization which includes the massive charm quark loop,

$$
\begin{equation*}
\Pi\left(k^{2}, \bar{m}_{c}\right)=\Pi_{\mathrm{light}}\left(k^{2}\right)+\Pi_{c}\left(k^{2}, \bar{m}_{c}\right) \tag{4.25}
\end{equation*}
$$

where $\Pi_{\text {light }}$ represents the contribution from the light degrees of freedom (gluons and massless quarks) while $\Pi_{c}$ represents the charm quark contribution. In the IR region $k^{2} \simeq 0$, they are given by

$$
\begin{gather*}
\Pi_{\text {light }}\left(k^{2}\right)=b_{0}^{(3)}\left[\log \left(-\frac{\mu^{2}}{k^{2}}\right)+\frac{5}{3}\right]  \tag{4.26}\\
\Pi_{c}\left(k^{2}, \bar{m}_{c}\right)=-\frac{1}{6 \pi} \log \left(\frac{\mu^{2}}{\bar{m}_{c}^{2}}\right)+\mathcal{O}\left(\frac{k^{2}}{\bar{m}_{c}^{2}}\right), \tag{4.27}
\end{gather*}
$$

with $b_{0}^{\left(n_{l}\right)}=\left(11-2 n_{l} / 3\right) /(4 \pi) . \Pi_{c}$ does not have $\log \left(k^{2}\right)$ behavior in the IR region [84], since the charm quark mass works as an IR regulator in the fermion loop integration. As a result the charm quark contributions do not give renormalons.

We can absorb the $\log \left(\mu^{2} / \bar{m}_{c}^{2}\right)$ term in Eq. (4.27) if we use the coupling constant of the 3 -flavor theory,

$$
\begin{equation*}
\frac{\alpha_{s}^{(4)}\left(\mu^{2}\right)}{1-\alpha_{s}^{(4)}\left(\mu^{2}\right) \Pi\left(k^{2}, \bar{m}_{c}\right)}=\frac{\alpha_{s}^{(3)}\left(\mu^{2}\right)}{1-\alpha_{s}^{(3)}\left(\mu^{2}\right) \Pi_{\mathrm{light}}\left(k^{2}\right)+\mathcal{O}\left(k^{2} / \bar{m}_{c}^{2}\right)}, \tag{4.28}
\end{equation*}
$$

due to the one loop threshold correction in the $\overline{\mathrm{MS}}$ scheme

$$
\begin{equation*}
\frac{1}{\alpha_{s}^{(4)}\left(\mu^{2}\right)}=\frac{1}{\alpha_{s}^{(3)}\left(\mu^{2}\right)}-\frac{1}{6 \pi} \log \left(\mu^{2} / \bar{m}_{c}^{2}\right) . \tag{4.29}
\end{equation*}
$$

After this rewriting, one can clearly see that the renormalon we encounter coincides with the one in the $n_{f}=3$ theory:

$$
\begin{equation*}
\frac{m_{b, \text { pole }}-\bar{m}_{b}}{\bar{m}_{b}} \approx K \sum_{n=0}^{\infty}\left(2 b_{0}\right)^{n} n!\left[\alpha_{s}^{(3)}\left(\bar{m}_{b}^{2}\right)\right]^{n+1} \tag{4.30}
\end{equation*}
$$

In fact, it was pointed out that one should use $\alpha_{s}^{(3)}$ rather than $\alpha_{s}^{(4)}$ as the expansion parameter [70].

We now show that, in order for the DSRS method to work with our parameter choice $\left(a, u^{\prime}\right)=(2,-1 / 2)$, it is necessary to express the perturbative series in the 3-flavor coupling constant. In fact, renormalons remain in the dual space when we use the 4-flavor coupling constant. With the 4 -flavor coupling constant, from Eqs. ( 4.261 ) and ( 4.27 ), the Borel transform close to the first IR renormalon is given by

$$
\begin{equation*}
B^{4 \text {-flavor }}(u)=\sum_{n=0}^{\infty} \frac{d_{n}}{n!}\left(\frac{u}{b_{0}^{(4)}}\right)^{n} \approx\left(\frac{\mu^{2} e^{5 / 3}}{\bar{m}_{b}^{2}}\right)^{\frac{b_{0}^{(3)}}{b_{0}^{(4)}} u}\left(\frac{\mu^{2}}{\bar{m}_{c}^{2}}\right)^{\frac{u}{6 \pi b_{0}^{(4)}}} \frac{1}{1-2 \frac{b_{0}^{(3)}}{b_{0}^{(4)}} u} \tag{4.31}
\end{equation*}
$$

The singularity is located at $u=b_{0}^{(4)} /\left(2 b_{0}^{(3)}\right)$. Then the Borel transform of the dual-space perturbative series is given by

$$
\begin{equation*}
\tilde{B}^{4 \text {-flavor }}(u) \approx\left(\frac{\mu^{2} e^{5 / 3}}{\tau^{2 a}}\right)^{\frac{b_{0}^{(3)}}{b_{0}^{(4)}} u}\left(\frac{\mu^{2}}{\bar{m}_{c}^{2}}\right)^{\frac{u}{6 \pi b_{0}^{(4)}}} \frac{1}{1-2 \frac{b_{0}^{(3)}}{b_{0}^{(4)}} u} \times \frac{1}{\Gamma\left(-a\left(\frac{b_{0}^{(3)}}{b_{0}^{(4)}} u+u^{\prime}\right)\right)} \tag{4.32}
\end{equation*}
$$

The singularity at $u=b_{0}^{(4)} /\left[2 b_{0}^{(3)}\right]$ cannot be eliminated in the dual space with the parameter set $\left(a, u^{\prime}\right)=(2,-1 / 2)$, which is chosen to eliminate the $u=1 / 2$ renormalon. ${ }^{\boxed{D}}$ Using the 3 -flavor coupling constant instead, the Borel transform has the $u=1 / 2$ renormalon,

$$
\begin{equation*}
B^{3 \text {-flavor }}(u) \approx\left(\frac{\mu^{2} e^{5 / 3}}{\bar{m}_{b}^{2}}\right)^{u} \frac{1}{1-2 u} \tag{4.33}
\end{equation*}
$$

[^3]Hence, we can properly eliminate the $u=1 / 2$ renormalon in the dual space with $\left(a, u^{\prime}\right)=$ $(2,-1 / 2)$ :

$$
\begin{align*}
\tilde{B}^{3 \text {-flavor }}(u) & \approx\left(\frac{\mu^{2} e^{5 / 3}}{\bar{m}_{b}^{2}}\right)^{u} \frac{1}{1-2 u} \frac{1}{\Gamma\left(-a\left(u+u^{\prime}\right)\right)} \\
& \approx \mathcal{O}\left(\left(u-\frac{1}{2}\right)^{0}\right) \tag{4.34}
\end{align*}
$$

This indicates that the $n_{f}=3$ theory correctly describes the renormalon structure better than the $n_{f}=4$ theory. Physically, internal massive quarks in loops does not contaminate the IR structure. That is, it can be understood that internal charm quarks with non-zero (finite) masses do not contribute to the renormalon divergence of the bottom quark pole masses, i.e., all the charm quark mass effects in $n_{f}=4$ theory are the decoupling effects.

### 4.1.4 Inclusive semileptonic decay of $B$ meson

In the case of inclusive decays $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$, the theoretical approach by the OPE is effective, taking advantage of the fact that the decay width is proportional to the imaginary part of the forward scattering amplitude $\langle B| \mathcal{M}|B\rangle$. For example, the total decay width of inclusive $B$ decay $\Gamma$ is given by the following OPE form:

$$
\begin{equation*}
\Gamma=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{192 \pi^{3}} A_{\mathrm{EW}} m_{b}^{5}\left[C_{\bar{Q} Q}^{\Gamma}\left(m_{b}, \rho\right)+C_{\mathrm{kin}}^{\Gamma} \frac{\mu_{\pi}^{2}}{m_{b}^{2}}+C_{\mathrm{cm}}^{\Gamma} \frac{\mu_{G}^{2}}{m_{b}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\mathrm{QCD}}^{3}}{m_{b}^{3}}\right)\right], \tag{4.35}
\end{equation*}
$$

with $\rho=m_{c} / m_{b}$. Here, $G_{F} \approx 1.166 \times 10^{-5} \mathrm{GeV}^{-2}$ is the Fermi constant and $A_{E W} \approx 1.014$ is electroweak correction to this decay width. The uncertainties of these values are negligible. $m_{b}$ is the pole mass of the bottom quark. $C_{\bar{Q} Q}^{\Gamma}, C_{\text {kin }}^{\Gamma}$ and $C_{\mathrm{cm}}^{\Gamma}$ are Wilson coefficients which are calculated perturbatively. $\mu_{\pi}^{2}$ and $\mu_{G}^{2}$ are given by Eqs. (4.T) and (4.JD). Up to $\mathcal{O}\left(1 / m_{b}^{2}\right), C_{\text {kin }}^{\Gamma}=-\frac{1}{2} C_{\bar{Q} Q}^{\Gamma}$ due to the reparameterization invariance [62, 63]]. At present, $C_{\bar{Q} Q}^{\Gamma}$ and $C_{c m}^{\Gamma}$ are calculated up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$ [77, 72, 73, 74, 75, 76, 77, 57] and $\mathcal{O}\left(\alpha_{s}\right)\left[[8,[79,80,8]]\right.$, respectively. We note that $\mathcal{O}\left(\Lambda_{\overline{M S}}\right)$ non-perturbative term like $\bar{\Lambda}$ is prohibited in this OPE because HQET Lagrangian does not contain the dimension-four operator whose form is $\bar{b} \mathcal{O} b$. In this system, the typical energy scale is much larger than $\Lambda_{\overline{\mathrm{MS}}}$ since the weak decay process $b \rightarrow u W \rightarrow u \ell \bar{\nu}$ has the large momentum transfer. Hence, it is reasonable that low energy gluons which cause an $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$ mass shift cannot appear between the $b$ quark operator insertions and $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right)$ contributions are absent. In fact, the expression of the OPE in terms of the pole mass of the bottom quark behaves badly due to the renormalons, which make perturbative expansion grow rapidly. In order to avoid this bad convergence of perturbative calculation, the mass of the bottom quark should be changed from the pole mass to the short-distance mass. Short-distance mass is the quark mass defined only by the UV object from which IR gluons decouple. After change of the mass scheme using a perturbative relation between the pole mass and the short-distance mass, the perturbative expansion in terms of the short-distance mass exhibits better convergence due to the cancellation of $u=1 / 2$ renormalon, and the remaining renormalon starts at $u=1$.

The most popular short-distance mass is the $\overline{\mathrm{MS}}$ mass discussed in Sec. 4.L.2. We can prove that the $u=1 / 2$ renormalon is subtracted in the large- $\beta_{0}$ approximation after rewriting the pole masses $m_{b}$ and $m_{c}$ by the $\overline{\mathrm{MS}}$ masses $\bar{m}_{b}$ and $\bar{m}_{c}$ in $\Gamma$, respectively (See App. $\mathbb{E}$ ). However, the MS mass scheme is not favored for rewriting the OPE of the $B$ meson observables, because it is known that the perturbative expansions in terms of the $\overline{\mathrm{MS}}$ mass show bad convergence even after $u=1 / 2$ renormalon is subtracted. Such bad behavior is caused by the fact that the $\overline{\mathrm{MS}}$ mass $(\approx 4.18 \mathrm{GeV})$ without infrared-ness is far from the pole mass ( $\approx 4.8 \mathrm{GeV}$ ). In particular, there is another reason regarding the inclusive $B$ decay width $\Gamma ; \Gamma$ is proportional to $m_{b}^{5}$, which enhances difference between the pole mass and the $\overline{\mathrm{MS}}$ mass. Since this behavior is not the evidence of renormalons, the prediction in terms of the $\overline{\mathrm{MS}}$ mass also should eventually converge to the exact value using the DSRS method to subtract higher order renormalons.

Conventionally, favorable choice of short-distance mass is the kinetic mass, which is defined by the relation between the heavy-light meson mass and the corresponding quark mass [ $82,83,827]$. Heavy-light meson is a bound state of one heavy quark and one light quark, which is an IR sensitive object. Kinetic mass is defined by introducing factorization scale $\mu_{f}$, which enables us to subtract $u=1 / 2$ and $u=1$ renormalons of quark pole mass simultaneously. In exchange for eliminating the renormalons, the kinetic quark mass and non-perturbative parameters have factorization scale dependence. Using the latest perturbative calculation of $C_{\bar{Q} Q}^{\Gamma}$ and kinetic-pole mass relation up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$, the value of $\left|V_{c b}\right|$ is extracted as

$$
\begin{equation*}
\left|V_{c b}\right|=\sqrt{\frac{\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)}{(10.66 \pm 0.15) \%}} \times 0.04216(51) \quad \text { (NNNLO, decay width) } \tag{4.36}
\end{equation*}
$$

in which $\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)$ is the semileptonic branching ratio and the NNNLO calculations of the total decay width $\Gamma$ and the NNLO calculation of the lepton energy moments $d \Gamma / d q^{2}$ are used [58], and

$$
\begin{align*}
\left|V_{c b}\right| & =\sqrt{\frac{\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)}{(10.48 \pm 0.13) \%}} \times 0.04169(59) \\
& =\sqrt{\frac{\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)}{(10.63 \pm 0.19) \%}} \times 0.04199(65) \quad \text { (NNNLO, lepton energy moments), } \tag{4.37}
\end{align*}
$$

in which NNNLO calculations of both $\Gamma$ and $d \Gamma / d q^{2}$ are used [59]. The uncertainty besides each value is the combined value of the systematic, statistical and experimental uncertainties. We note that Ref. [59] calls for caution in choosing experimental value of $\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)$. This will be discussed in detail in Sec. 4.3.2.

The 1S mass is another short-distance mass, which is defined by a half of (perturbatively calculated) mass of the heavy quarkonium, which is a bound state of a heavy quark and an anti-heavy quark pair [25, [26]. Since the heavy quarkonium is a sufficiently UV object with a small radius, contributions from long-wavelength gluons are decoupled naturally. We determined $\left|V_{c b}\right|$ using the NNNLO perturbative expansion of pole-1S mass relation from the energy levels of two different bottomonium states $\Upsilon(1 S)$ and $\eta_{b}(1 S)$ [ 60$]$.

The results are given by

$$
\begin{equation*}
\left|V_{c b}\right|=0.0421(7)_{\text {sys }} \quad(\text { from } \Upsilon(1 \mathrm{~S}) \text { mass }), \tag{4.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|V_{c b}\right|=0.0429(7)_{\mathrm{sys}} \quad\left(\text { from } \eta_{b}(1 \mathrm{~S}) \text { mass }\right), \tag{4.39}
\end{equation*}
$$

where the systematic uncertainties are combined. Since there is a large difference of the central values between Eqs. ( 4.38 ) and ( 4.397 ), we gave the combined result by

$$
\begin{equation*}
\left|V_{c b}\right|=0.0425(7)_{\text {sys }}(8)_{\text {spin }}=0.0425(11) \tag{4.40}
\end{equation*}
$$

in Ref. [60] with a large systematic uncertainty from the difference of the spin dependence of the 1 S bottomonium states.

In this thesis, we discuss the possibilities of using the $\overline{\mathrm{MS}}$ mass as the short-distance mass and subtracting $u=1$ renormalon by the DSRS method to determine $\left|V_{c b}\right|$ precisely. In the analysis, we use the extended formula beyond the simple one defined in Chap. 3 . We will see that the prediction accuracy with the $\overline{\mathrm{MS}}$ mass is improved by using that formula and the determined value of $\left|V_{c b}\right|$ is consistent and competitive with the results using the other mass schemes.

### 4.2 Application I: Masses of $B$ and $D$ mesons

In this section, we determine the PV masses of the bottom and charm quarks by subtracting renormalons using the DSRS method. The relation between the pole mass and $\overline{\mathrm{MS}}$ mass is used for this purpose. We first analyze the large- $\beta_{0}$ approximation case, which allows us to predict how the result of the DSRS method converges to the exact value as the truncation order of the dual-space series increases. Secondly, we determine the PV masses from the actual $\mathrm{N}^{3} \mathrm{LO}$ or the estimated $\mathrm{N}^{4} \mathrm{LO}$ perturbative expansion. Finally, using the result of the PV masses and the experimental values of $B$ meson and $D$ meson masses, the HQET parameters $\bar{\Lambda}$ and $\mu_{\pi}^{2}$ are determined with renormalon subtraction.

### 4.2.1 PV mass determination from $\overline{\mathrm{MS}}$ mass

## In the large- $\boldsymbol{\beta}_{0}$ approximation

First, we investigate the pole- $\overline{\mathrm{MS}}$ mass relation in the large- $\beta_{0}$ approximation. Perturbative relation between the pole mass $m_{h}$ and the $\overline{\mathrm{MS}}$ mass $\bar{m}_{h}$ of the heavy quark is given by

$$
\begin{equation*}
m_{h}=\bar{m}_{h}\left(1+\delta_{g}\left(\bar{m}_{h}\right)+\delta_{G}\left(\bar{m}_{h}\right)\right) \tag{4.41}
\end{equation*}
$$

where $\bar{m}_{h}=m_{h}^{\overline{\mathrm{MS}}}\left(m_{h}^{\overline{\mathrm{MS}}}\right)$ is RG invariant. The perturbative expansion of $\delta_{g}[13,84]$ is given by

$$
\begin{equation*}
\delta_{g}\left(\bar{m}_{h}\right)=\frac{C_{F}}{2 \pi b_{0}^{2}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \frac{(-1)^{n}}{n+1} g_{n+1}\left(L_{\bar{m}}\right) \tag{4.42}
\end{equation*}
$$

where $L_{\bar{m}}=\log \left(\mu^{2} / \bar{m}_{h}^{2}\right)$, and the coefficients $g_{n}$ 's are read from

$$
\begin{equation*}
g(u)=\sum_{n=0}^{\infty} g_{n}\left(L_{\bar{m}}\right)\left(\frac{u}{b_{0}}\right)^{n}=\left(\frac{\mu^{2}}{\bar{m}_{h}^{2}}\right)^{u} \frac{3-2 u}{6} \frac{\Gamma(4-2 u)}{\Gamma(1+u) \Gamma(2-u) \Gamma(3-u)} . \tag{4.43}
\end{equation*}
$$

Since Eq. (4.42) is a convergent series, the all-order contribution can be resummed in the following integral form [35]

$$
\begin{equation*}
\delta_{g}\left(\bar{m}_{h}\right)=-\frac{C_{F}}{2 \pi b_{0}^{2}} \int_{0}^{-a} d u \frac{g(u)-g(0)}{u} ; \quad a=b_{0} \alpha_{s}\left(\mu^{2}\right) . \tag{4.44}
\end{equation*}
$$

On the other hand, the perturbative expansion of $\delta_{G}[13,84]$ is given by

$$
\begin{equation*}
\delta_{G}\left(\bar{m}_{h}\right)=\frac{C_{F}}{2 \pi b_{0}^{2}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} G_{n+1}\left(L_{\bar{m}}\right) n! \tag{4.45}
\end{equation*}
$$

where coefficients $G_{n}$ 's are read from

$$
\begin{equation*}
G(u)=\sum_{n=0}^{\infty} G_{n}\left(L_{\bar{m}}\right)\left(\frac{u}{b_{0}}\right)^{n}=\left(\frac{\mu^{2} e^{5 / 3}}{\bar{m}_{h}^{2}}\right)^{u}(1-u) \frac{\Gamma(1+u) \Gamma(1-2 u)}{\Gamma(3-u)} \tag{4.46}
\end{equation*}
$$

Eq. (4.4.5) is apparently divergent due to factorial behavior. The Borel transform of $\delta_{G}$ is given by

$$
\begin{equation*}
B_{\delta_{G}}(u)=\frac{C_{F}}{2 \pi b_{0}} \frac{G(u)-G(0)}{u} \tag{4.47}
\end{equation*}
$$

which contains the IR renormalons at $u=1 / 2,3 / 2,2,5 / 2, \cdots$ and the UV renormalons at $u=-1,-2,-3, \cdots$. These IR renormalons cause the imaginary parts of $m_{h}$, which has the form of

$$
\begin{equation*}
\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}} \times\left(\Lambda_{\overline{\mathrm{MS}}} / \bar{m}_{h}\right)^{2 u}\right) \quad \text { for } \quad u=1 / 2,3 / 2,2,5 / 2, \cdots . \tag{4.48}
\end{equation*}
$$

We can see that in the large- $\beta_{0}$ approximation for the quark pole mass, the renormalon at $u=1$ is absent, which implies that the $\mu_{\pi}^{2}$ in Eq. (4.LY) might not contain an imaginary part. The PV mass of the heavy quark $h$ is defined by

$$
\begin{equation*}
\left[m_{h}\right]_{\mathrm{PV}}=\bar{m}_{h}\left(1+\delta_{g}\left(\bar{m}_{h}\right)+\left[\delta_{G}\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}}\right), \tag{4.49}
\end{equation*}
$$

where $\left[\delta_{G}\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}}$ is calculated by the principal value of the Borel resummation

$$
\begin{equation*}
\left[\delta_{G}\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}}=\frac{1}{b_{0}} \int_{0, \mathrm{PV}}^{\infty} d u e^{-\frac{u}{b_{0} \alpha_{s}\left(\mu^{2}\right)}} B_{\delta_{G}}(u) . \tag{4.50}
\end{equation*}
$$

According to Ref. [35], $\left[\delta_{G}\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}}$ can be also calculated by the following one-parameter momentum integral form

$$
\begin{align*}
{\left[\delta_{G}\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}} } & =\frac{C_{F}}{4 \pi b_{0}} \int_{0, \mathrm{PV}}^{e^{5 / 3}} d \tau \frac{\tau+(2-\tau) \sqrt{1+4 / \tau}}{2} \frac{1}{\log \left(\tau \bar{m}_{h}^{2} / \Lambda_{\mathrm{MS}}^{\prime 2}\right)} \\
& +\frac{C_{F}}{4 \pi b_{0}} \int_{e^{5 / 3}}^{\infty} d \tau\left(\frac{\tau+(2-\tau) \sqrt{1+4 / \tau}}{2}-\frac{3}{\tau}\right) \frac{1}{\log \left(\tau \bar{m}_{h}^{2} / \Lambda_{\mathrm{MS}}^{\prime 2}\right)} \tag{4.51}
\end{align*}
$$

where $\Lambda_{\overline{\mathrm{MS}}}^{\prime}=\Lambda_{\overline{\mathrm{MS}}}{ }^{5 / 6}$. Derivation of Eq. (4.51) is given in App. E. Using Eq. (4.44) and Eqs. (4.50) or (4.51), the reference values of $\left[m_{b}\right]_{\mathrm{PV}}$ and $\left[m_{c}\right]_{\mathrm{PV}}$ are obtained. For the bottom quark reference point $\bar{m}_{b}=4.18 \mathrm{GeV}\left(\Lambda_{\overline{\mathrm{MS}}} / 0.3 \mathrm{GeV}\right)$,

$$
\begin{equation*}
\left[m_{b}\right]_{\mathrm{PV}}=17.13 \times \Lambda_{\overline{\mathrm{MS}}}=5.138 \mathrm{GeV}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}}{0.3 \mathrm{GeV}}\right) \tag{4.52}
\end{equation*}
$$

Table 4.1: Comparison of the dual-space coefficient $\tilde{d}_{n}^{\left(\beta_{0}\right)}$ with the one in the original space $d_{n}^{\beta_{0}}$. Owing to the dual transform, the divergent behavior of the dual-space coefficients from $u=1 / 2,3 / 2, \ldots$ IR renormalons is greatly suppressed while the effects of the UV renormalons remain.

| $n$ | $d_{n}^{\left(\beta_{0}\right)}$ | $\tilde{d}_{n}^{\left(\beta_{0}\right)}$ | $n$ | $d_{n}^{\left(\beta_{0}\right)}$ | $\tilde{d}_{n}^{\left(\beta_{0}\right)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.4244 | 0.4244 | 12 | $3.490 \times 10^{10}$ | $-1.747 \times 10^{5}$ |
| 1 | 1.424 | 1.074 | 13 | $6.498 \times 10^{11}$ | $3.712 \times 10^{6}$ |
| 2 | 3.836 | 0.339 | 14 | $1.303 \times 10^{13}$ | $-3.337 \times 10^{7}$ |
| 3 | 17.13 | -3.574 | 15 | $2.800 \times 10^{14}$ | $3.398 \times 10^{8}$ |
| 4 | 97.59 | -9.651 | 16 | $6.417 \times 10^{15}$ | $-4.059 \times 10^{9}$ |
| $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\ldots$ |

and for the charm quark reference point $\bar{m}_{c}=1.27 \mathrm{GeV}\left(\Lambda_{\overline{\mathrm{MS}}} / 0.3 \mathrm{GeV}\right)$,

$$
\begin{equation*}
\left[m_{c}\right]_{\mathrm{PV}}=5.169 \times \Lambda_{\overline{\mathrm{MS}}}=1.551 \mathrm{GeV}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}}{0.3 \mathrm{GeV}}\right) \tag{4.53}
\end{equation*}
$$

We set $n_{f}=3$ to evaluate them, and the values of the $\overline{\mathrm{MS}}$ masses correspond to the central values of the PDG values [54].

We consider the dual space series to suppress the IR renormalons at $u=1 / 2,3 / 2,2,5 / 2, \cdots$, by choosing the parameters $\left(a, u^{\prime}\right)=(2,-1 / 2)$. This scheme is the same as the scheme (B) in Sec. 3.3. Eq. (4.4]) is written as

$$
\begin{equation*}
\frac{m_{h}-\bar{m}_{h}}{\bar{m}_{h}}=\delta\left(\bar{m}_{h}\right)=\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} d_{n}^{\left(\beta_{0}\right)}\left(L_{\bar{m}}\right) \tag{4.54}
\end{equation*}
$$

with

$$
\begin{equation*}
d_{n}^{\left(\beta_{0}\right)}\left(L_{\bar{m}}\right)=\frac{C_{F}}{2 \pi b_{0}^{2}}\left[G_{n+1}\left(L_{\bar{m}}\right) n!+\frac{(-1)^{n}}{n+1} g_{n+1}\left(L_{\bar{m}}\right)\right] . \tag{4.55}
\end{equation*}
$$

The dual-space series of $\delta$ is given by

$$
\begin{align*}
\tilde{\delta}(\tau) & =\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{2 \times 2 \times(-1 / 2)} \delta\left(\bar{m}=1 / x^{2}\right) \\
& =\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{d}_{n}^{\left(\beta_{0}\right)}\left(L_{\tau}\right) \tag{4.56}
\end{align*}
$$

where $L_{\tau}=\log \left(\mu^{2} / \tau^{4}\right)$, and $\tilde{d}_{n}^{\left(\beta_{0}\right)}$,s can be read from

$$
\begin{equation*}
\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{d}_{n}^{\left(\beta_{0}\right)}=\frac{1}{\Gamma(1-2 \hat{H})} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} d_{n}^{\left(\beta_{0}\right)} \tag{4.57}
\end{equation*}
$$

We note that, in the dual space, the UV renormalons at $u=-1,-2, \cdots$ remain, while the IR renormalons are all suppressed. Tab. 4.11 compares $d_{n}^{\left(\beta_{0}\right)}$ with $\tilde{d}_{n}^{\left(\beta_{0}\right)}$. Due to the


Figure 4.2: Scale dependence of $\left[m_{b}\right]_{\mathrm{PV}}$. We set $n_{f}=3$ and use inputs that $\bar{m}_{b}=4.18 \mathrm{GeV}$ and $\Lambda_{\overline{\mathrm{MS}}}=0.3 \mathrm{GeV}$. The colored lines show the predictions of $\left[m_{b}\right]_{\mathrm{PV}}$ when we truncate $\tilde{\delta}$ at $\alpha_{s}^{k+1}$ for $k=0,1,2, \cdots, 9$. The black solid line represents the exact value given by Eq. (4.52).
suppression of the IR renormalons at $u=1 / 2,3 / 2, \cdots$ in the dual space, the growth of $\tilde{d}_{n}^{\left(\beta_{0}\right)}$ is milder than that of the original one at lower orders. We can confirm that as $n$ increases, the UV renormalon at $u=-1$ causes the sign-alternating divergent behavior of $\tilde{d}_{n}^{\left(\beta_{0}\right)}$. By the inverse dual transform, the renormalon-subtracted pole mass, PV mass, is calculated as

$$
\begin{equation*}
\left[m_{h}\right]_{\mathrm{PV}}=\bar{m}_{h}\left(1+\left[\delta\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}}\right) \tag{4.58}
\end{equation*}
$$

where

$$
\begin{align*}
{\left[\delta\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}} } & =x^{-2} \int_{0, \mathrm{PV}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{\delta}(\tau) \\
& =\frac{1}{\bar{m}_{h}} \int_{0, \mathrm{PV}} d \tau^{2} e^{-\tau^{2} / \bar{m}_{h}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{d}_{n}^{\left(\beta_{0}\right)}\left(L_{\tau}\right) . \tag{4.59}
\end{align*}
$$

The results of the DSRS method (Eq. (4.58)) are compared with the exact values of the PV masses (Eqs. ( 4.52 ) and ( 4.531$)$ ). Fig. 4.2 shows the scale dependence of $\left[m_{b}\right]_{\text {PV }}$ when we set $\mu=s \tau^{2}$ and truncate $\tilde{\delta}$ at $\alpha_{s}^{k+1}$ for $k=0,1,2, \cdots, 9$. The horizontal axis is displayed on the logarithmic scale. In the right panel, the scale dependence at higher orders is slightly unstable around $s=\mathcal{O}(1)$. The analysis of the toy model in Sec. 3.3 shows that it is due to the UV renormalons, but the magnitude of the instability is small enough to reflect the fact that the UV renormalons start from $u=-1$. The left figure shows that the predicted value at $\mathrm{N}^{3} \mathrm{LO}$ or $\mathrm{N}^{4} \mathrm{LO}$ level is close enough to the exact value around $s=10$.

Similarly, Fig. 4.31 shows the scale dependence of $\left[m_{c}\right]_{\mathrm{PV}}$, where the setups of the analysis is the same as Fig. 4.2. Compared with the case for $\left[m_{b}\right]_{\mathrm{PV}}$, we can see that $\left[m_{c}\right]_{\mathrm{PV}}$ converges more slowly to the exact value with increasing perturbation order. In particular, in the left panel, the value in the flat region of the $\mathrm{N}^{3} \mathrm{LO}$ result around $s=\mathcal{O}(1)$ deviates from the exact value by about $5 \%$. Nevertheless, as $k$ grows, the prediction converses to the exact value around $s=\mathcal{O}(1)$ and the flat region extends gradually.


Figure 4.3: Scale dependence of $\left[m_{c}\right]_{\mathrm{PV}}$. We set $n_{f}=3$ and use inputs that $\bar{m}_{c}=1.27 \mathrm{GeV}$ and $\Lambda_{\overline{\mathrm{MS}}}=0.3 \mathrm{GeV}$. The colored lines show the predictions of $\left[m_{c}\right]_{\mathrm{PV}}$ when we truncate $\tilde{\delta}$ at $\alpha_{s}^{k+1}$ for $k=0,1,2, \cdots, 9$. The black solid line represents the exact value given by Eq. (4.5.3)).

## Actual perturbation theory

Now let us determine the PV masses from the $\overline{\mathrm{MS}}$ masses using the DSRS method with the state-of-the-art perturbative coefficients. Since the coefficient in the large- $\beta_{0}$ approximation $d_{n}^{\left(\beta_{0}\right)}$ reproduces well the divergent behavior of the realistic $d_{n}$, the convergence after the renormalon subtraction using the DSRS method should be similar for both cases. The $d_{n}$ 's contain corrections from the internal massive quark, of which the explicit values are given in App. 因. We note that in the expansion using the 3 -flavor coupling, the $d_{n}$ 's for both $m_{b}$ and $m_{c}$ are quite similar to the coefficients with massive corrections turned off. In order to evaluate the PV masses, we use the input values

$$
\begin{gather*}
\bar{m}_{b}=4.18_{-0.02}^{+0.03} \mathrm{GeV}  \tag{4.60}\\
\bar{m}_{c}=1.27 \pm 0.02 \mathrm{GeV}  \tag{4.61}\\
\alpha_{s}^{(5)}\left(M_{Z}\right)=0.1179 \pm 0.0009, \tag{4.62}
\end{gather*}
$$

from the Particle Data Group (PDG) [54].
To repeat, we consider the case that the quark pole mass has the IR renomalons at $u=$ 1 , although the large- $\beta_{0}$ approximation suggests its absence. Lorentz invariance prohibits the exsistence of this remormalon in the large- $\beta_{0}$ approximation [8.5], but there is no reason why it should not be absent beyond this approximation. In Ref. [45], however, the leading renormalon-subtracted series has tendency to exhibit the $u=-1$ (UV) renormalon behavior rather than the $u=1$ one. Therefore, although the existence of $u=1$ renormalon cannot be denied, its effect is expected to be sufficiently small.

The reader may notice that the DSRS method separates the $u=1$ renormalon of the form $\Lambda_{\overline{\mathrm{MS}}}^{2} / \bar{m}_{b}$, according to Eq. (4.48) with $u=1$, which is different from the definition of the $u=1$ renormalon (Eq. ( 4.20 )). This can cause the uncertainty to the calculation of $\left[m_{h}\right]_{\mathrm{PV}}$, which is negligible in our analysis for the following reasons. The desired form
of the imaginary part by the $u=1$ renormalon $\Lambda_{\overline{\mathrm{MS}}}^{2} /\left[m_{h}\right]_{\mathrm{PV}}$, is written as

$$
\begin{equation*}
\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\left[m_{h}\right]_{\mathrm{PV}}}=\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\bar{m}_{h}} \frac{\bar{m}_{h}}{\left[m_{h}\right]_{\mathrm{PV}}}=\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\bar{m}_{h}}\left(1-\alpha_{s}\left(\bar{m}_{h}^{2}\right) d_{0}+\mathcal{O}\left(\alpha_{s}\left(\bar{m}_{h}^{2}\right)^{2}\right)\right) . \tag{4.63}
\end{equation*}
$$

Here we expand $\left[m_{h}\right]_{\mathrm{PV}}$ in $\alpha_{s}\left(\bar{m}_{h}^{2}\right)$ using the pole- $\overline{\mathrm{MS}}$ mass relation. The dual transform defined by Eq. ( 4.561 ) suppresses the contribution of the form

$$
\begin{equation*}
(\text { const. }) \times \Lambda_{\overline{\mathrm{MS}}}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}}{\bar{m}_{h}}\right)^{2 u}, \tag{4.64}
\end{equation*}
$$

for $u=1 / 2,1, \cdots$, which indicates that $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}^{2} / \bar{m}_{h} \alpha_{s}\left(\bar{m}_{h}^{2}\right)\right)$ uncertainty remains as an unsuppressed renormalon in the calculation of $\left[m_{h}\right]_{\mathrm{PV}}$. The typical size of the uncertainty is estimated as

$$
\begin{equation*}
\frac{\Lambda_{\overline{\overline{M S}}}^{2}}{\bar{m}_{b}} \alpha_{s}\left(\bar{m}_{b}^{2}\right) d_{0} \approx \frac{0.3^{2} \mathrm{GeV}^{2}}{4.18 \mathrm{GeV}} \times 0.21 \times \frac{4}{3 \pi} \approx \mathcal{O}(1 \mathrm{MeV}) \tag{4.65}
\end{equation*}
$$

for the bottom quark and

$$
\begin{equation*}
\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{\overline{m_{c}}} \alpha_{s}\left(\bar{m}_{c}^{2}\right) d_{0} \approx \frac{0.3^{2} \mathrm{GeV}^{2}}{1.27 \mathrm{GeV}} \times 0.39 \times \frac{4}{3 \pi} \approx \mathcal{O}(10 \mathrm{MeV}) \tag{4.66}
\end{equation*}
$$

for the charm quark. In addition, we can expect for the constant coefficient of the $u=$ 1 renormalon to be small according to the above discussion. Actually, the estimated uncertainty size above is sufficiently smaller than the other systematic uncertainties in our determination.

We explicitly show the dual-space series for the $d_{n}$ 's, which is defined by Eqs. ( 4.54 ) - ( 4.5 .9$)$, with $d_{n}^{\left(\beta_{0}\right)}$ and $\tilde{d}_{n}^{\left(\beta_{0}\right)}$ replaced by $d_{n}$ and $\tilde{d}_{n}$, respectively. We use the $\mathrm{N}^{4} \mathrm{LO}$ beta function which contains $\left\{b_{0}, b_{1}, \cdots, b_{4}\right\}$. The dual-space series $\tilde{\delta}$ is given by

$$
\begin{equation*}
\tilde{\delta}(\tau) \approx e^{\hat{H} \log \left(\mu^{2} / \tau^{4}\right)}\left[0.4244 \alpha_{s}+0.6865 \alpha_{s}^{2}+0.6872 \alpha_{s}^{3}-2.656 \alpha_{s}^{4}\right] \tag{4.67}
\end{equation*}
$$

for the bottom quark and

$$
\begin{equation*}
\tilde{\delta}(\tau) \approx e^{\hat{H} \log \left(\mu^{2} / \tau^{4}\right)}\left[0.4244 \alpha_{s}+0.6928 \alpha_{s}^{2}+0.6906 \alpha_{s}^{3}-2.747 \alpha_{s}^{4}\right] \tag{4.68}
\end{equation*}
$$

for the charm quark. Here $\alpha_{s}=\alpha_{s}\left(\mu^{2}\right)$. We can see that convergence of the series is improved in the dual space compared with the original one (see App. 因), and its behavior is similar to the large- $\beta_{0}$ approximated one in Tab. प.1. It implies that we may estimate the $\mathrm{N}^{4}$ LO PV masses with good accuracy by using $d_{4}^{\left(\beta_{0}\right)}$ and $\mathrm{N}^{4} \mathrm{LO} \beta$ function, although $d_{4}$ has not been computed yet. However, if we naively use $d_{4}^{\left(\beta_{0}\right)} \approx 97.59$ in place of the realistic $d_{4}$, the $\mathrm{N}^{4} \mathrm{LO}$ coefficient in the dual space is obtained as $\tilde{d}_{4} \approx-29$, which is too large for $\tilde{\delta}$ to be a convergent series. It is because the normalization of $u=1 / 2$ renormalon is deviated from the large- $\beta_{0}$ approximated one by the effect of $b_{1}, b_{2}, \cdots$. The lack of such information cannot cancel out the factors from the lower terms propagated by the

DSRS method. By following the procedure in Appendix. A of Ref. [86], we estimate the normalization of the $u=1 / 2$ renormalon to mimic the realistic renormalon behavior of $d_{4}$. The estimated value $d_{4}^{\text {est }}$ is given by

$$
\begin{equation*}
d_{4}^{\text {est }} \approx 111.3 \pm 7.72 \tag{4.69}
\end{equation*}
$$

and the dual-space one is

$$
\begin{equation*}
\tilde{d}_{4}^{\text {est }} \approx-15.25 \pm 7.72 \tag{4.70}
\end{equation*}
$$

for the bottom quark and

$$
\begin{equation*}
\tilde{d}_{4}^{\text {est }} \approx-15.54 \pm 7.72 \tag{4.71}
\end{equation*}
$$

for the charm quark. The uncertainty comes from the determination of the normalization constant of the $u=1 / 2$ renormalon. In our $\mathrm{N}^{4} \mathrm{LO}$ estimation, we use the above values which is better-behaved than the naive estimation $\tilde{d}_{4} \approx-29$. This indicates that the remnant value of the coefficient, after the renormalon suppression in the dual space, is important for the evaluation of the PV mass.

Fig. $\sqrt[4.4]{ }$ shows the scale dependence of $\left[m_{b}\right]_{\mathrm{PV}}$ when we set $\mu=s \tau^{2}$ and truncate $\tilde{\delta}$ at $\alpha_{s}^{k+1}$ after expanding the exponential factor $e^{\hat{H} \log \left(\mu^{2} / \tau^{4}\right)}$ in Eq. (4.67). The colored lines represent the results for $k=0,1,2,3,4$ when the inputs are set to the central value of the PDG values. The result for $k=4$ is estimated by using $d_{4}^{\text {est }}$ and the uncertainty from the normalization is displayed by dotted and dot-dashed lines. In comparison to Fig. 4.2, the rough shapes of the scale-dependence for both are similar. Furthermore, Fig. 4.4 appears to converge to a certain value more quickly near $s=\mathcal{O}(1)$. Since at the stationary point around $\log _{2} s=3$, the $\mathrm{N}^{3} \mathrm{LO}$ line is close to the exact value in the large- $\beta_{0}$ approximation in Fig. 4.2, we give the determined value by the green line and band as in Fig 4.4. The band width is estimated by the scale variation from $s_{0} / 2$ to $2 s_{0}$ around the stationary point $s=s_{0} \approx 7.408$. It should be careful to evaluate $\left[m_{b}\right]_{\mathrm{PV}}$ using higher order expansion. The analysis with the large- $\beta_{0}$ approximation suggests that the right-most stationary point used in the $\mathrm{N}^{3} \mathrm{LO}$ determination goes much farther in the calculation at higher orders, giving a prediction value that deviates from the true value. This is because the value at the right-most stationary point is estimated to be $\tilde{d}_{0}(k / e)^{k}$ according to Eqs. (3.37) and (3.32), which diverges to $+\infty$ as $k \rightarrow+\infty$. At higher orders, one should estimate the value of $\left[m_{b}\right]_{\mathrm{PV}}$ at the stable region expected to appear around $s=\mathcal{O}(1)$ as in the right panel of Fig. प.2.

The determined value of $\left[m_{b}\right]_{\mathrm{PV}}$ is given by

$$
\begin{align*}
{\left[m_{b}\right]_{\mathrm{PV}} } & =4.822(10)_{\mathrm{PT}}(1)_{\mathrm{sub} u=1}(33)_{\bar{m}_{b}}(0)_{\bar{m}_{c}}(8)_{\alpha_{s}} \mathrm{GeV} \\
& =4.822(10)_{\mathrm{th}}(34)_{\mathrm{input}} \mathrm{GeV}=4.822(36) \mathrm{GeV} \tag{4.72}
\end{align*}
$$

where the central value is given by the value of the $\mathrm{N}^{3} \mathrm{LO}$ line at $s=s_{0} \approx 7.408$. The first bracket in the first line denotes the uncertainty from the scale dependence discussed above. The second one is estimated by the sub-leading effect of the $u=1$ renormalon considered in Eq. (4.65). The third, fourth and fifth ones represent the uncertainties from the input PDG values of $\bar{m}_{b}, \bar{m}_{c}$ and $\alpha_{s}\left(M_{Z}\right)$, respectively. In the second line, the uncertainties are combined. It can be seen that the theoretical uncertainty is sufficiently small compared to the input uncertainties, which is the evidence that the leading contribution from the IR renormalons are subtracted from the calculation of the PV mass.


Figure 4.4: Determination of $\left[m_{b}\right]_{\mathrm{PV}}$ from the actual perturbative expansion using the DSRS method. The colored lines represent the scale dependence of $\mathrm{N}^{k} \mathrm{LO}$ results for $k=0,1,2,3,4$. We use inputs $\bar{m}_{b}=4.18 \mathrm{GeV}, \bar{m}_{c}=1.27 \mathrm{GeV}$ and $\alpha_{s}\left(M_{Z}\right)=0.1179$. $d_{4}^{\text {est }}$ is used to estimate the $\mathrm{N}^{4} \mathrm{LO}$ result. The green line and shaded area exhibit the determined value using the $\mathrm{N}^{3} \mathrm{LO}$ result by comparing with the study using the large- $\beta_{0}$ approximation as in Fig. 4.2.].

Fig. 4.2 also tells us that in the case with the $\mathrm{N}^{4} \mathrm{LO}$ perturbative expansion, the rightmost stationary point in the left panel gives a well approximated value of $\left[m_{b}\right]_{\mathrm{PV}}$, and the steepness around the hilltop is milder than that of the $\mathrm{N}^{3} \mathrm{LO}$ calculation. We estimate the $\mathrm{N}^{4} \mathrm{LO}$ value of $\left[m_{b}\right]_{\mathrm{PV}}$ using $d_{4}^{\text {est }}$ and $b_{4}$, by investigating the scale variation of purple solid line in Fig. 4.4, which is given by

$$
\begin{equation*}
\left[m_{b}\right]_{\mathrm{PV}}^{\mathrm{N}^{4} \mathrm{LO} \text { est. }}=4.836(7)_{\mathrm{PT}}(0)_{d_{4}} \mathrm{GeV} \tag{4.73}
\end{equation*}
$$

where the central value is given by the value of the $\mathrm{N}^{4} \mathrm{LO}$ solid line at $s=s_{0}^{(4)} \approx 19.22$. The first bracket denotes the uncertainty from the scale variation from $s_{0}^{(4)} / 2$ to $2 s_{0}^{(4)}$ around the stationary point $s=s_{0}^{(4)}$. The second one comes from the uncertainty of $d_{4}^{\text {est }}$. Hence, the next order of the perturbation is expected to determine the bottom quark PV mass more precisely. It is owing to the subtraction of the IR renormalons using the DSRS method.

In order to decrease the other systematic uncertainties, $\bar{m}_{b}$ should be determined with high precision. Eq. (4.72) is the most conservative result using the PDG value. By using more accurate recent determinations, the uncertainty size from $\bar{m}_{b}$ would be reduced. For example, the Flavor Lattice Averaging Group (FLAG) [87] recently reports the values of $\bar{m}_{b}$ as

$$
\begin{equation*}
\bar{m}_{b}=4.171(20) \mathrm{GeV} \quad \text { from } \quad N_{f}=(2+1) \text { lattice } \tag{4.74}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{m}_{b}=4.203(11) \mathrm{GeV} \quad \text { from } \quad N_{f}=(2+1+1) \text { lattice }, \tag{4.75}
\end{equation*}
$$

where $N_{f}$ denotes the number of active quarks in the lattice simulations ${ }^{[1]}$. These values
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Figure 4.5: Determination of $\left[m_{c}\right]_{\mathrm{PV}}$ from the actual perturbative expansion using the DSRS method. The colored lines represent the scale dependence of $\mathrm{N}^{k} \mathrm{LO}$ results for $k=0,1,2,3,4$. Inputs for calculations are same as Fig. 4.7. The green line and shaded area exhibit the determined value using the estimated $\mathrm{N}^{4} \mathrm{LO}$ result by comparing with the study using the large- $\beta_{0}$ approximation as in Fig. 4.3.
give the determined values

$$
\begin{equation*}
\left[m_{b}\right]_{\mathrm{PV}}=4.812(22)_{\bar{m}_{b}} \mathrm{GeV} \quad\left(\mathrm{~N}^{3} \mathrm{LO}, N_{f}=(2+1)\right) \tag{4.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[m_{b}\right]_{\mathrm{PV}}=4.847(12)_{\bar{m}_{b}} \mathrm{GeV} \quad\left(\mathrm{~N}^{3} \mathrm{LO}, N_{f}=(2+1+1)\right), \tag{4.77}
\end{equation*}
$$

respectively. The other uncertainties of the FLAG inputs results, as in Eq. (4.72), are almost the same.

Similarly Fig. 4.5 shows the scale dependence of $\left[m_{c}\right]_{\mathrm{PV}}$ when we set $\mu=s \tau^{2}$ and truncate $\tilde{\delta}$ at $\alpha_{s}^{k+1}$. The setups and inputs of the analysis are the same as Fig. 4.4. The large- $\beta_{0}$ approximation as in Fig. 4.3 implies that at the present, the number of the perturbative coefficients is insufficient to determine $\left[m_{c}\right]_{\mathrm{PV}}$ precisely, unlike the bottom quark case. In other words, if we investigate the flat region around $s=\mathcal{O}(1)$ and estimate the scale dependence at current status of the perturbation, the value of $\left[m_{c}\right]_{\mathrm{PV}}$ would be over- or under-estimated. It is because the physical scale of the charm quark system ( $\sim 1.5 \mathrm{GeV}$ ) enables a perturbation but is low to explain the exact value of observables from a small number of perturbative coefficients. In this thesis, we use the estimated $\mathrm{N}^{4} \mathrm{LO}$ result to give a determined value of $\left[m_{c}\right]_{\mathrm{PV}}$. It is because a lack of the remaining $\mathrm{N}^{4} \mathrm{LO}$ correction would be smaller than the unknown higher order corrections.

The determined value of $\left[m_{c}\right]_{\mathrm{PV}}$ is given by
It is difficult to quantify whether the differences are due to the treatment of the heavy bottom quark, the definition of fermion fields in active flavor quarks, or other effects, and no such analysis has been performed to date. As for the charm quark mass results described below, it is not possible to objectively determine which of the two results is correct. In our determination, the FLAG values are considered as only a reference.

$$
\begin{align*}
{\left[m_{c}\right]_{\mathrm{PV}} } & =1.468(19)_{\mathrm{PT}}(12)_{d_{4}}(10)_{\mathrm{sub} u=1}(0)_{\bar{m}_{b}}(24)_{\bar{m}_{c}}(4)_{\alpha_{s}} \mathrm{GeV} \\
& =1.468(25)_{\mathrm{th}}(25)_{\text {input }} \mathrm{GeV}=1.468(35) \mathrm{GeV}, \tag{4.78}
\end{align*}
$$

where the central value is given by the value of the $\mathrm{N}^{4} \mathrm{LO}$ solid line at $s=s_{0} \approx 1.086$. The first bracket in the first line denotes the uncertainty from the scale variation from $s_{0} / 2$ to $2 s_{0}$ around the stationary point $s=s_{0}$. The second one comes from the uncertainty of $d_{4}^{\text {est }}$. The third one is estimated by the sub-leading effect of the $u=1$ renormalon considered in Eq. (4.66). The fourth, fifth and sixth ones represent the uncertainties from the input PDG values of $\bar{m}_{b}, \bar{m}_{c}$ and $\alpha_{s}\left(M_{Z}\right)$, respectively. In the second line, the uncertainties are combined. It can be seen that the theoretical uncertainty and the input uncertainty are comparable. The theoretical uncertainty can be reduced only by calculating the true $\mathrm{N}^{4} \mathrm{LO}$ perturbative correction. The input uncertainty also can be reduced by using the recent determinations of $\bar{m}_{c}$. For example, FLAG [87] reports the value of $\bar{m}_{c}$ as

$$
\begin{equation*}
\bar{m}_{c}=1.275(5) \mathrm{GeV} \quad \text { from } \quad N_{f}=(2+1) \text { lattice } \tag{4.79}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{m}_{c}=1.278(13) \mathrm{GeV} \quad \text { from } \quad N_{f}=(2+1+1) \text { lattice }, \tag{4.80}
\end{equation*}
$$

which give the determined values

$$
\begin{equation*}
\left[m_{c}\right]_{\mathrm{PV}}=1.474(6)_{\bar{m}_{c}} \mathrm{GeV} \quad\left(\mathrm{~N}^{3} \mathrm{LO}, N_{f}=(2+1)\right) \tag{4.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[m_{c}\right]_{\mathrm{PV}}=1.478(16)_{\bar{m}_{c}} \mathrm{GeV} \quad\left(\mathrm{~N}^{3} \mathrm{LO}, N_{f}=(2+1+1)\right) \tag{4.82}
\end{equation*}
$$

respectively. The other uncertainties of the FLAG inputs results, as in Eq. (4.78), are almost the same.

### 4.2.2 Determination of HQET parameters

In this section, we determine the HQET parameters $\bar{\Lambda}$ and $\mu_{\pi}^{2}$ based on the renormalonsubtracted OPE in the PV scheme given by

$$
\begin{equation*}
\left[M_{B}\right]_{\text {spin ave. }}=\frac{M_{B}+3 M_{B^{*}}}{4}=\left[m_{b}\right]_{\mathrm{PV}}+[\bar{\Lambda}]_{\mathrm{PV}}+\frac{\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}}{2\left[m_{b}\right]_{\mathrm{PV}}}+\mathcal{O}\left(1 / m_{b}^{2}\right) \tag{4.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[M_{D}\right]_{\text {spin ave. }}=\frac{M_{D}+3 M_{D^{*}}}{4}=\left[m_{c}\right]_{\mathrm{PV}}+[\bar{\Lambda}]_{\mathrm{PV}}+\frac{\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}}{2\left[m_{c}\right]_{\mathrm{PV}}}+\mathcal{O}\left(1 / m_{c}^{2}\right) \tag{4.84}
\end{equation*}
$$

We use the PDG values of the meson masses [54] given by

$$
\begin{equation*}
M_{B}=\frac{5.27965+5.27934}{2} \mathrm{GeV}, M_{B^{*}}=5.32470 \mathrm{GeV} \tag{4.85}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{D}=\frac{1.86484+1.86966}{2} \mathrm{GeV}, M_{D^{*}}=2.00685 \mathrm{GeV} \tag{4.86}
\end{equation*}
$$

where the PDG uncertainties are negligible in this analysis. Using the results Eqs. (4.72) and (4.78) in Sec. 4.2..ل, we obtain

$$
\begin{align*}
{[\bar{\Lambda}]_{\mathrm{PV}} } & =0.486(16)_{\mathrm{PT}}(5)_{d_{4}}(5)_{\mathrm{sub} u=1}(6)_{1 / m_{h}^{2}}(48)_{\bar{m}_{b}}(11)_{\bar{m}_{c}}(9)_{\alpha_{s}} \mathrm{GeV} \\
& =0.486(19)_{\mathrm{th}}(50)_{\text {input }} \mathrm{GeV}=0.486(54) \mathrm{GeV} \tag{4.87}
\end{align*}
$$

and

$$
\begin{align*}
{\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}} } & =0.05(9)_{\mathrm{PT}}(5)_{d_{4}}(4)_{\mathrm{sub} u=1}(5)_{1 / m_{h}^{2}}(14)_{\bar{m}_{b}}(11)_{\bar{m}_{c}}(1)_{\alpha_{s}} \mathrm{GeV}^{2} \\
& =0.05(12)_{\mathrm{th}}(18)_{\mathrm{input}} \mathrm{GeV}^{2}=0.05(22) \mathrm{GeV}^{2} \tag{4.88}
\end{align*}
$$

In the first line of Eqs. (4.87) and (4.88), the uncertainties are given in the same notation as in Eqs. (4.72) and (4.78), except for the fourth one which denotes the uncertainty estimated from the ignored non-perturbative corrections of $\mathcal{O}\left(1 / m_{h}^{2}\right)$ order. For $\bar{\Lambda}$, the theoretical uncertainty is sufficiently small compared to $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}\right) \sim 300 \mathrm{MeV}$, reflecting the subtraction of the $u=1 / 2$ renormalon. $\bar{m}_{b}$ uncertainty accounts for most of the size of the input uncertainties, but as discussed in section 4.2.1, that can be improved by using a more accurate value of $\bar{m}_{b}$. For $\mu_{\pi}^{2}$, however, even the theoretical uncertainty has a magnitude of $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}^{2}\right)$, seemingly as if the $u=1$ renormalon remains in our calculation. We believe that a small number of the known perturbative coefficients result in a large perturbative uncertainty of $\left[m_{c}\right]_{\mathrm{PV}}$, which is reflected in $\mu_{\pi}^{2}$. Thanks to removing renormalons, the perturbative uncertainty will be reduced if higher-order perturbative corrections are incorporated, and the theoretical uncertainty should eventually be reduced to an accuracy of $\sim 0.04 \mathrm{GeV}^{2}$ due to the effect of the unsuppressed $u=1$ renormalon. Therefore, the HQET parameters can be determined with even higher accuracy with sufficiently small uncertainties in the near future.

Finally, let us compare our results for $\bar{\Lambda}$ and $\mu_{\pi}^{2}$ with other determinations in the PV schemes. Ref. [23]] obtained

$$
\begin{equation*}
[\bar{\Lambda}]_{\mathrm{PV}}=0.435(31) \mathrm{GeV}, \quad\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}=0.05(22) \mathrm{GeV}^{2} \tag{4.89}
\end{equation*}
$$

In this fit, only the $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}\right)$ renormalon is subtracted, while the $\mathcal{O}\left(1 / m_{h}\right)$ corrections are included. They estimate that the uncertainty of $\mu_{\pi}^{2}$ originates from the $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2}\right)$ renormalon. However, our analysis indicates that it is rather due to the lack of known perturbative coefficients, since the size of the $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2}\right)$ renormalon is small. (This is estimated by the comparison between the predictions with and without the $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2}\right)$ renormalon subtraction.) Ref. [45] obtained

$$
\begin{equation*}
[\bar{\Lambda}]_{\mathrm{PV}}=477(\mu)_{+17}^{-8}\left(Z_{m}\right)_{-12}^{+11}\left(\alpha_{s}\right)_{+9}^{-8}\left(\mathcal{O}\left(1 / m_{h}\right)\right)_{-46}^{+46} \mathrm{MeV} \tag{4.90}
\end{equation*}
$$

in which only the $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}\right)$ renormalon is subtracted and the $\mathcal{O}\left(1 / m_{h}\right)$ corrections are ignored (including the $\mu_{\pi}^{2}$ term). Both of these determinations use the PV scheme and are consistent with our determination within the assigned uncertainties.

### 4.3 Application II: Inclusive semileptonic $B$ decay

In this section, we determine $\left|V_{c b}\right|$ by subtracting renormalons using the DSRS method. We first explain how renormalons cancel using the DSRS method in Sec. 4.3.7. To separate the renormalon part of the decay width, we develop a practical version of the extended dual-transform formula. In Sec. $4.3 .2,\left|V_{c b}\right|$ is determined by renormalon subtraction. Using the extended dual-transform formula, we suppress the $u=1$ renormalon of the LO Wilson coefficient in the $\overline{\mathrm{MS}}$ mass scheme, which is studied for the first time.

### 4.3.1 Renormalon cancellation using the DSRS method

In this section, we discuss how the renormalons $u=1 / 2$ and $u=1$ are subtracted using the DSRS method. Again, the total decay width of $B \rightarrow X_{c} \ell \bar{\nu}$ is given by

$$
\begin{equation*}
\Gamma=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{192 \pi^{3}} A_{e w} m_{b}^{5}\left[C_{\bar{Q} Q}^{\Gamma}\left(m_{b}, \rho\right)\left(1-\frac{\mu_{\pi}^{2}}{2 m_{b}^{2}}\right)+C_{c m}^{\Gamma}\left(m_{b}, \rho\right) \frac{\mu_{G}^{2}\left(m_{b}\right)}{m_{b}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{b}^{3}}\right)\right], \tag{4.91}
\end{equation*}
$$

with $\rho=m_{c} / m_{b}$. Wilson coefficients $C_{\bar{Q} Q}^{\Gamma}$ and $C_{c m}^{\Gamma}$ are given in App. Al. First, we rewrite $\Gamma$ in terms of the $\overline{\mathrm{MS}}$ masses $\bar{m}_{b}$ and $\bar{m}_{c}$ to cancel the $u=1 / 2$ renormalon. In rewriting, to achieve the cancellation of renormalons, we change the number of flavor of the running coupling constant to $n_{f}=3$ using the flavor threshold relation given by Eq. (A.23). Then the OPE after the cancellation of the $u=1 / 2$ renormalons can be expressed by

$$
\begin{equation*}
\Gamma=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{192 \pi^{3}} A_{e w} \bar{m}_{b}^{5}\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\left(1-\frac{\mu_{\pi}^{2}}{2 m_{b}^{2}}\right)+\bar{C}_{c m}^{\Gamma} \frac{\mu_{G}^{2}}{m_{b}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{b}^{3}}\right)\right], \tag{4.92}
\end{equation*}
$$

in which we keep the mass scheme of the non-perturbative corrections to be the pole mass scheme. $\bar{C}_{\bar{Q} Q}^{\Gamma}=\bar{C}_{\bar{Q} Q}^{\Gamma}\left(\bar{m}_{b}, \bar{\rho}\right)$ with $\bar{\rho}=\bar{m}_{c} / \bar{m}_{b}$ is defined by

$$
\begin{align*}
\bar{C}_{\bar{Q} Q}^{\Gamma} & =\left(m_{b}\left(\bar{m}_{b}\right) / \bar{m}_{b}\right)^{5} C_{\bar{Q} Q}^{\Gamma}\left(m_{b}=m_{b}\left(\bar{m}_{b}\right), \rho=\rho(\bar{\rho})\right) \\
& =X_{0}(\bar{\rho})\left(1+\sum_{n=0}^{\infty} \alpha_{s}\left(\bar{m}_{b}^{2}\right)^{n+1} \bar{x}_{n}\right), \tag{4.93}
\end{align*}
$$

where $X_{0}$ is given in App. 因. $\bar{x}_{n}$ is obtained by expanding $m_{h}$ and $\rho$ in terms of $\alpha_{s}\left(\bar{m}_{b}^{2}\right)$ using the pole- $\overline{\mathrm{MS}}$ mass relation as

$$
\begin{equation*}
m_{h}\left(\bar{m}_{h}\right)=\bar{m}_{h}\left(1+\delta\left(\bar{m}_{h}\right)\right), \tag{4.94}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho(\bar{\rho})=\frac{\bar{m}_{c}\left(1+\delta\left(\bar{m}_{c}\right)\right)}{\bar{m}_{b}\left(1+\delta\left(\bar{m}_{b}\right)\right)}=\bar{\rho}\left(1+\sum_{n=0}^{\infty} \alpha_{s}\left(\bar{m}_{b}\right)^{n+1} R_{n}\left(\bar{m}_{b}, \bar{\rho}\right)\right), \tag{4.95}
\end{equation*}
$$

where $R_{n}$ is constructed from the coefficients of the pole- $\overline{\mathrm{MS}}$ mass relation and the QCD beta function ${ }^{\text {II }}$.

[^5]The LO renormalon of $\bar{C}_{\bar{Q} Q}^{\Gamma}$ is at $u=1$, but the $m_{b}$ dependence of the uncertainty from the $u=1$ renormalon deviates from the simple power form as follows. In the OPE given by Eq. (4.92), the cancellation of the $u=1$ renormalon requires that the imaginary part of $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{ \pm}$defined by

$$
\begin{equation*}
\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{ \pm}=\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}} \pm i \delta \bar{C}_{\bar{Q} Q}^{\Gamma} \tag{4.97}
\end{equation*}
$$

to satisfy the condition

$$
\begin{equation*}
0=\operatorname{Im}\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\left(1-\frac{\mu_{\pi}^{2}}{2 m_{b}^{2}}\right)\right]_{\mathcal{O}\left(1 / m_{b}^{2}\right)}=\left.\delta \bar{C}_{\bar{Q} Q}^{\Gamma}\right|_{u=1}-\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}} \frac{\operatorname{Im} \mu_{\pi}^{2}}{2\left[m_{b}\right]_{\mathrm{PV}}^{2}}, \tag{4.98}
\end{equation*}
$$

that is

$$
\begin{equation*}
\frac{\left.\delta \bar{C}_{\bar{Q} Q}^{\Gamma}\right|_{u=1}}{\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}}=N_{1} \frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{2\left[m_{b}\right]_{\mathrm{PV}}^{2}} \tag{4.99}
\end{equation*}
$$

where we assume the renormalon cancelation in the OPE of $M_{H}$ given by Eq. (4.2.3), i.e., the universality of the HQET parameters in the infinite mass limit. The simple DSRS method defined in Chap. 园 can only subtract the renormalons of the simple power form of hard scale. We have to suppress renormalons including the corrections from $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ factor in the dual space. In this analysis, we use the extended formula of the dual transform in a more practical way than that in App. $\mathbb{C}^{\text {P }}$.

Let us define a new function

$$
\begin{align*}
\Xi\left(\bar{m}_{b}\right) & =\log \left[\bar{C}_{\bar{Q} Q}^{\Gamma} / X_{0}(\bar{\rho})\right]=\log \left[1+\sum_{n=0}^{\infty} \alpha_{s}\left(\bar{m}_{b}^{2}\right)^{n+1} \bar{x}_{n}\right]  \tag{4.100}\\
& =\sum_{n=0}^{\infty} \alpha_{s}\left(\bar{m}_{b}^{2}\right)^{n+1} \xi_{n}, \tag{4.101}
\end{align*}
$$

where we use $\log (1+x)=\sum_{n=1}^{\infty}(-1)^{n+1} x^{n} / n$ to construct $\xi_{n}$. When we replace $\bar{C}_{\bar{Q} Q}^{\Gamma}$ in Eq. (4.100) to Eq. (4.97), the imaginary part of $\Xi$ can be written as

$$
\begin{align*}
\delta \Xi=\operatorname{Im} \log \left[\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}} \pm i \delta \bar{C}_{\bar{Q} Q}^{\Gamma}\right] & = \pm \frac{\delta \bar{C}_{\bar{Q} Q}^{\Gamma}}{\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{\left[m_{b}\right]_{\mathrm{PV}}^{3}}\right) \\
& = \pm N_{1} \frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{2\left[m_{b}\right]_{\mathrm{PV}}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{\left[m_{b}\right]_{\mathrm{PV}}^{3}}\right), \tag{4.102}
\end{align*}
$$

where we assume that $\left|\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}\right| \gg\left|\delta \bar{C}_{\bar{Q} Q}^{\Gamma}\right|$ and the LO renormalon of the Wilson coefficient is given by Eq. (4.99). Hence, $\Xi$ has the $u=1$ renormalon in the form of simple power, which can be eliminated by the DSRS method defined in Chap. 3. In this thesis,

[^6]we separate the $u=1$ renormalon from $\Xi$, and calculate $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ from the exponentiation of $\Xi$ as follows.

The dual transform of $\Xi$ is defined by

$$
\begin{align*}
\tilde{\Xi}(\tau) & =\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} e^{\tau^{2} x^{2}} x^{2 \times 1 \times(-1)} \Xi\left(\bar{m}_{b}=1 / x\right) \\
& =e^{\hat{H} \log \left(\mu^{2} / \tau^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{\xi}_{n} \tag{4.103}
\end{align*}
$$

in which we set parameters $\left(a, u^{\prime}\right)=(1,-1)$ to suppress the $u=1$ renormalon in the dual space. $\tilde{\xi}_{n}$ 's can be read from

$$
\begin{equation*}
\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{\xi}_{n}=\frac{1}{\Gamma(1-\hat{H})} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \xi_{n} \tag{4.104}
\end{equation*}
$$

It is noteworthy that we can only suppress renormalons of the form

$$
\begin{equation*}
(\text { const. }) \times\left(\frac{\Lambda_{\overline{\mathrm{MS}}}}{\bar{m}_{b}}\right)^{2 u} \tag{4.105}
\end{equation*}
$$

for $u=1,2,3, \cdots$ in this method. It indicates that $\mathcal{O}\left(\alpha_{s}\left(\bar{m}_{b}^{2}\right) \Lambda_{\overline{\mathrm{MS}}}^{2} / \bar{m}_{b}^{2}\right)$ uncertainty remains in the calculation of $\Xi$. From the consideration in Sec. 4.2.l, its contribution to $\Xi$ is about $0.02 \%$, which will be used to estimate a systematic uncertainty for the determination of $\left|V_{c b}\right|$ in the next section.

The inverse dual transform gives $[\Xi]_{ \pm}$by

$$
\begin{align*}
{\left[\Xi\left(\bar{m}_{b}\right)\right]_{ \pm} } & =\left[\Xi\left(\bar{m}_{b}\right)\right]_{\mathrm{PV}} \pm i \delta \Xi\left(\bar{m}_{b}\right) \\
& =x^{2} \int_{C_{\mp}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{\Xi}(\tau) \\
& =\frac{1}{\bar{m}_{b}^{2}} \int_{C_{\mp}} d \tau^{2} e^{-\tau^{2} / \bar{m}_{b}^{2}} e^{\hat{H} \log \left(\mu^{2} / \tau^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{\xi}_{n}, \tag{4.106}
\end{align*}
$$

which can be calculated numerically. In this analysis, we identify the renormalon-subtracted part of $\bar{C}_{\bar{Q} Q}^{\Gamma}$ as

$$
\begin{align*}
{\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}} } & =X_{0}(\bar{\rho}) \operatorname{Re} \exp \left(\left[\Xi\left(\bar{m}_{b}\right)\right]_{ \pm}\right) \\
& =X_{0}(\bar{\rho}) \exp \left(\left[\Xi\left(\bar{m}_{b}\right)\right]_{\mathrm{PV}}\right)\left[1+\mathcal{O}\left(\frac{\Lambda_{\mathrm{MS}}^{3}}{\left[m_{b}\right]_{\mathrm{PV}}^{3}}\right)\right] \tag{4.107}
\end{align*}
$$

and the renormalon part as

$$
\begin{align*}
\delta \bar{C}_{\bar{Q} Q}^{\Gamma} & =X_{0}(\bar{\rho}) \operatorname{Im} \exp \left(\left[\Xi\left(\bar{m}_{b}\right)\right]_{ \pm}\right) \\
& =X_{0}(\bar{\rho}) \exp \left(\left[\Xi\left(\bar{m}_{b}\right)\right]_{\mathrm{PV}}\right)\left[N_{1} \frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{2\left[m_{b}\right]_{\mathrm{PV}}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{\left[m_{b}\right]_{\mathrm{PV}}^{3}}\right)\right] \tag{4.108}
\end{align*}
$$



Figure 4.6: Calculation of $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ using the DSRS method. We use theoretical inputs $\bar{m}_{b}=$ $4.18 \mathrm{GeV}, \bar{m}_{c}=1.27 \mathrm{GeV}$ and $\alpha_{s}\left(M_{Z}\right)=0.1179$ from the PDG. The vertical line is normalized by $X_{0}(\bar{\rho})$. The colored lines represent the scale dependence of $\mathrm{N}^{k} \mathrm{LO}$ results for $k=1,2,3$. The green line and shaded area exhibit the determined value using the $\mathrm{N}^{3} \mathrm{LO}$ result and perturbative uncertainty estimated by the scale dependence by varying $\mu$ within [ $\left.s_{0} \tau / 2,2 s_{0} \tau\right]$ with $s_{0} \approx$ 0.7624 .

Here, we use the formulas $e^{i x}=\cos (x)+i \sin (x), \cos (x)=1+\mathcal{O}\left(x^{2}\right)$ and $\sin (x)=$ $x+\mathcal{O}\left(x^{3}\right)$, and assume the renormalon behavior Eq. (4.102). Combining these equations, we find

$$
\begin{equation*}
\delta \bar{C}_{\bar{Q} Q}^{\Gamma}=\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}\left[N_{1} \frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{2\left[m_{b}\right]_{\mathrm{PV}}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{\left[m_{b}\right]_{\mathrm{PV}}^{3}}\right)\right] \tag{4.109}
\end{equation*}
$$

of which $m_{b}$ dependence is consistent with Eq. (4.99) up to $\mathcal{O}\left(1 / m_{b}^{2}\right)$. Therefore, from the Wilson coefficient defined by Eq. (4.107), the renormalon is correctly subtracted.

Here, we compare the coefficients of the series $\bar{x}_{n}, \xi_{n}$ and $\tilde{\xi}_{n}$ using the latest perturbative expansion of $C_{\bar{Q} Q}^{\Gamma}$ up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$. We obtain

$$
\begin{align*}
& \bar{x}_{0} \approx 1.593, \bar{x}_{1} \approx 3.579, \bar{x}_{2} \approx 8.894  \tag{4.110}\\
& \xi_{0} \approx 1.593, \xi_{1} \approx 2.311, \xi_{2} \approx 4.540 \tag{4.111}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{\xi}_{0} \approx 1.593, \tilde{\xi}_{1} \approx 1.653, \tilde{\xi}_{2} \approx 1.185 \tag{4.112}
\end{equation*}
$$

when we use the PDG masses $\bar{m}_{b}=4.18 \mathrm{GeV}$ and $\bar{m}_{c}=1.27 \mathrm{GeV}$ as inputs. Due to the fifth power of $m_{b}$ contained in $\Gamma, \bar{x}_{n}$ shows a slow convergence even after renormalon cancellation. On the other hand, $\xi_{n}$ behaves better than $\bar{x}_{n}$ because a logarithmic transform partially cancels the large coefficient of $\bar{x}_{n}$. Thus, $\tilde{\xi}_{n}$, the coefficients in the dual space from the well-behaved series, also shows a much better convergence.

We compute $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ and investigate the scale dependence at NNNLO $\left.\left(\mathcal{O}\left(\alpha_{s}^{3}\right)\right)\right)$ level. Fig. 4.6 shows the scale dependence of Eq. ( 4.107 ) when we set $\mu=s \tau$ and truncate $\tilde{\Xi}$


Figure 4.7: Calculation of $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]$ using three different methods. The vertical axis is normalized by $X_{0}(\bar{\rho})$. The solid, dotted and dashed lines represent the result by the DSRS method, by the RG-improvement and by combining the RG-improvement and $\Xi$, respectively.
at $\alpha_{s}^{k+1}$ after expanding $e^{\hat{H} \log \left(\mu^{2} / \tau^{2}\right)}$ in Eq. (4.10:3). The colored lines represent the results for $k=0,1,2$ when the inputs $\bar{m}_{b}, \bar{m}_{c}$ and $\alpha_{s}$ are set to the PDG central values. Around $s=\mathcal{O}(1)$, we can see the flat region in the NNNLO result. In this analysis, we find the minimal sensitivity scale $s=s_{0}$ such that the difference between $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ at $s=2 s_{0}$ and $s=s_{0} / 2$ is minimized, and give the prediction. At the NNNLO level, we obtain $s_{0} \approx 0.7624$. The central result and the perturbative uncertainty of prediction is given by the value at $s=s_{0}$ and the difference between the values at $s=s_{0}$ and $s=s_{0} / 2$, respectively. The resulting prediction is given by

$$
\begin{equation*}
\left.\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\left(\bar{m}_{b}\right)\right]_{\mathrm{PV}}\right|_{\mathrm{NNNLO}}=X_{0}(\bar{\rho}) \times\left(1.733(35)_{\mathrm{PT}}\right) \tag{4.113}
\end{equation*}
$$

where the perturbative uncertainty is displayed by the green line and shaded area in Fig. 4.6 .

Let us compare the result with the cases based on the conventional perturbative expansion given by Eqs. ( 4.9 .3$)$ and ( 4.101 ). Fig. 4.7 shows the scale dependence of the $\mathcal{O}\left(\alpha_{s}^{3}\right)$ calculation results for the three different methods. The solid line represents the results by the DSRS method, which is given by

$$
\begin{equation*}
\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\left(\bar{m}_{b}\right)\right]_{\mathrm{PV}}=X_{0}(\bar{\rho}) \operatorname{Re} \exp \left(\int_{C_{\mp}} \frac{d \tau^{2}}{\bar{m}_{b}^{2}} e^{-\tau^{2} / \bar{m}_{b}^{2}} e^{\hat{H} \log \left(\mu^{2} / \tau^{2}\right)} \sum_{n=0}^{2} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{\xi}_{n}\right), \tag{4.114}
\end{equation*}
$$

with $\mu=s \tau$ and we truncate the series at $\alpha_{s}^{3}$ before integration. The dotted line represents the results by the RG-improvement, given by

$$
\begin{equation*}
\left.\bar{C}_{\bar{Q} Q}^{\Gamma}\left(\bar{m}_{b}\right)\right|_{\mathrm{RG}-\mathrm{imp}}=X_{0}(\bar{\rho})\left[1+e^{\hat{H} \log \left(\mu^{2} / \bar{m}_{b}^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \bar{x}_{n}\right] \tag{4.115}
\end{equation*}
$$

with $\mu=s \bar{m}_{b}$ and we truncate at $\alpha_{s}^{3}$. The dashed line represents the exponentiation of the result by the RG-improvement of $\Xi$, given by

$$
\begin{align*}
\left.\bar{C}_{\bar{Q} Q}^{\Gamma}\left(\bar{m}_{b}\right)\right|_{\mathrm{RG}-\mathrm{imp}+\log } & =X_{0}(\bar{\rho}) \exp \left[\Xi\left(\bar{m}_{b}\right)\right] \\
& =X_{0}(\bar{\rho}) \exp \left[e^{\hat{H} \log \left(\mu^{2} / \bar{m}_{b}^{2}\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \xi_{n}\right] \tag{4.116}
\end{align*}
$$

with $\mu=s \bar{m}_{b}$ and we truncate the series at $\alpha_{s}^{3}$ before exponentiation. We can find stationary points in the dotted and dashed lines where $s$ is small, but we can see that the value of $\bar{C}_{\bar{Q} Q}^{\Gamma}$ changes abruptly when the scale is varied around the stationary point. This is because of the unphysical singularity of $\alpha_{s}$ near $\mu \sim \Lambda_{\overline{\mathrm{MS}}}$. On the other hand, the solid line shows milder scale dependence around the stationary point rather than the others, owing to the removal of the unphysical singularity by the DSRS method. Furthermore, it is observed that the values at the stationary point for all the methods are similar. We expect the good convergence of Eq. (4.1]4) to continue at higher orders thanks to the subtraction of renormalons.

### 4.3.2 $\quad\left|V_{c b}\right|$ determination

In this section, we determine $\left|V_{c b}\right|$ using the result in the previous section. We use the renormalon-subtracted OPE of $\Gamma$ given by

$$
\begin{equation*}
\Gamma=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{192 \pi^{3}} A_{e w} \bar{m}_{b}^{5}\left[\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}\left(1-\frac{\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}}{2\left[m_{b}\right]_{\mathrm{PV}}^{2}}\right)+\bar{C}_{c m}^{\Gamma} \frac{\mu_{G}^{2}}{\left[m_{b}\right]_{\mathrm{PV}}^{2}}\right] \tag{4.117}
\end{equation*}
$$

where we neglect the $\mathcal{O}\left(\Lambda_{\overline{\mathrm{MS}}}^{3} / m_{b}^{3}\right)$ OPE corrections and the unsuppressed $u=1$ renormalon effect of $\mathcal{O}\left(\alpha_{s}\left(\bar{m}_{b}\right) \Lambda_{\mathrm{MS}}^{2} / m_{b}^{2}\right)$. We use $\left[m_{b}\right]_{\mathrm{PV}},\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}, \bar{C}_{c m}^{\Gamma},\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}$ and $\mu_{G}^{2}$ given
 $\bar{C}_{c m}^{\Gamma}$ of $\mathcal{O}\left(\alpha_{s}\right)$ given by Eq. ( $\boxed{A .22)}$ is used to estimate the systematic uncertainty. The experimental value of $\Gamma$ is obtained as follows. In this analysis, we neglect the iso-spin breaking and assume that the semileptonic decay width of $B_{0}$ and that of $B^{ \pm}$is the same. Then we can obtain the semileptonic decay width $\Gamma$ by

$$
\begin{equation*}
\Gamma=\mathcal{B} / \tau_{B} \tag{4.118}
\end{equation*}
$$

where $\mathcal{B}=\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)$ represents the semileptonic branching ratio obtained for the admixture of $B^{0} / B^{ \pm}$. $\tau_{B}$ is the lifetime of $B$ meson given by

$$
\begin{equation*}
\tau_{B}=\frac{\tau_{B^{ \pm}}+\tau_{B^{0}}}{2}+\frac{1}{2}\left(f^{+-}-f^{00}\right)\left(\tau_{B^{ \pm}}-\tau_{B^{0}}\right) \tag{4.119}
\end{equation*}
$$

as clearly explained in Sec. III A of ref. [ 88$]$. Here $f^{+-}$and $f^{00}$ are the fractions of the $B^{+} B^{-}$production and the $B^{0} \bar{B}^{0}$ production from the $\Upsilon(4 S)$ decay, respectively. We give the value $\tau_{B}$ by

$$
\begin{align*}
\tau_{B} & =\frac{(1.519 \pm 0.004)+(1.638 \pm 0.004)}{2} \times 10^{-12} \mathrm{sec} \\
& =(1.579 \pm 0.004) \times 10^{-12} \mathrm{sec} \tag{4.120}
\end{align*}
$$

neglecting the second term in Eq. (L. IT) since it is smaller than the uncertainty of $\tau_{B^{ \pm}}$ or $\tau_{B^{0}}$. See ref. [ 89$]$ for the ratio $f^{+-} / f^{00}$. We should note the value of the branching ratio $\mathcal{B}$. In our default analysis, we use the value $\mathcal{B}$ given by

$$
\begin{equation*}
\mathcal{B}=(10.63 \pm 0.19) \%, \tag{4.121}
\end{equation*}
$$

which is the average of the Belle measurement [90] and BaBar measurement [91]. Each value is obtained with a lepton energy cut, and by extrapolating to the full phase space limit. This value is similar to the PDG value given by $\mathcal{B}=(10.65 \pm 0.16) \%$ [54] which is used for the determination in Ref. [60]. It is also close to the value used in Ref. [58].

In fact, however, as already pointed out in Ref. [5.5], the central value of $\mathcal{B}$ moves significantly when we use a relatively recent BaBar result $\mathcal{B}=(10.15 \pm 0.26) \%$ [ 92$]$, which is estimated by subtracting background effects from the full semileptonic decay as $\mathcal{B}=\mathcal{B}(B \rightarrow X \ell \bar{\nu})-\mathcal{B}\left(B \rightarrow X_{u} \ell \bar{\nu}\right)$. Ref. [59. $]$ used the average value of Refs. [90, 91, 93] and the BaBar result [42], which is given by

$$
\begin{equation*}
\mathcal{B}=(10.48 \pm 0.13) \% \tag{4.122}
\end{equation*}
$$

Since $\left|V_{c b}\right| \propto \mathcal{B}^{1 / 2}$, the determined value of $\left|V_{c b}\right|$ becomes small by using Eq. ([1.|22)) instead of Eq. (4.J21). We use Eq. (4.J22) to discuss sensitivity of the determination of $\left|V_{c b}\right|$ to the experimental inputs.

First we show the result of $\left|V_{c b}\right|$ using the PDG values of $\bar{m}_{b}, \bar{m}_{c}$ and $\alpha_{s}$ as inputs to compute the OPE of $\Gamma$. We use the branching ratio $\mathcal{B}$ given by Eq. (4.12]) as the input value. The result is given by

$$
\begin{align*}
\left|V_{c b}\right| & =0.04147(43)_{\mathrm{PT}}\left({ }_{-89}^{+61}\right)_{\bar{m}_{b}}(43)_{\bar{m}_{c}}(23)_{\alpha_{s}}(38)_{\mathcal{B}}(5)_{\tau_{B}}(10)_{\mu_{\pi}^{2}}(5)_{\mu_{G}^{2}}(1)_{1 / m_{b}^{3}}(1)_{\mathrm{sub} u=1} \\
& =0.04147\left({ }_{-117}^{+98}\right) \quad \text { (from PDG inputs) } \tag{4.123}
\end{align*}
$$

where the brackets in the first line denote the systematic uncertainties. The first uncertainty comes from the perturbative uncertainty estimated by Eq. (4.113). The second, third and fourth uncertainties are caused by the uncertainties of the PDG inputs. The fifth and sixth uncertainties come from the uncertainties of the experimental data in Eqs. ( 4.127 ) and ( 4.120 ), respectively. The last four uncertainties come from the nonperturbative corrections, $\mu_{\pi}^{2}$ given by Eq. (4.88), $\mu_{G}^{2}$ given by Eq. (4.18), the neglected $\mathcal{O}\left(1 / m_{b}^{3}\right)$ OPE correction and the unsuppressed $u=1$ renormalon effect, respectively. The uncertainty from $\mu_{G}^{2}$ is estimated by combining the uncertainty from the $\mu_{G}^{2}$ uncertainty in Eq. (4.]\&) and the difference between the determinations using $\left.\bar{C}_{c m}^{\bar{\Gamma}}\right|_{\mathrm{LO}}$ or $\left.C_{c m}^{\bar{\Gamma}}\right|_{\mathrm{NLO}}$. In the second line we combine the uncertainties. While the perturbative uncertainty is at the percent level precision, the uncertainty from $\bar{m}_{b}$ is dominant among the systematic uncertainties, which reflects the fact that $\Gamma$ is proportional to the square of $\left|V_{c b}\right|$ and the fifth power of $\bar{m}_{b}$. That is, the relative uncertainties of $\left|V_{c b}\right|$ and $\bar{m}_{b}$ are related by

$$
\begin{equation*}
\frac{\delta\left|V_{c b}\right|}{\left|V_{c b}\right|} \approx-\frac{5}{2} \times \frac{\delta \bar{m}_{b}}{\bar{m}_{b}} . \tag{4.124}
\end{equation*}
$$

Therefore, it is important to make $\bar{m}_{b}$ accurate in order to improve the accuracy of $\left|V_{c b}\right|$ determination. We also give the results using the other inputs from the FLAG. The results


Figure 4.8: Comparison of $\left|V_{c b}\right|$ determinations by the DSRS method and previous studies.
are given by

$$
\begin{align*}
\left|V_{c b}\right| & =0.04178(45)_{\mathrm{PT}}(69)_{\bar{m}_{b}}(18)_{\bar{m}_{c}}(29)_{\alpha_{s}}(38)_{\mathcal{B}}(5)_{\tau_{B}}(10)_{\mu_{\pi}^{2}}(5)_{\mu_{G}^{2}}(1)_{1 / m_{b}^{3}}(1)_{\mathrm{sub} u=1} \\
& \left.=0.04178(97) \quad \text { (from FLAG inputs } N_{f}=(2+1)\right), \tag{4.125}
\end{align*}
$$

and

$$
\begin{align*}
\left|V_{c b}\right| & =0.04088(44)_{\mathrm{PT}}(39)_{\bar{m}_{b}}(33)_{\bar{m}_{c}}(29)_{\alpha_{s}}(37)_{\mathcal{B}}(5)_{\tau_{B}}(8)_{\mu_{\pi}^{2}}(5)_{\mu_{G}^{2}}(1)_{1 / m_{b}^{3}}(1)_{\mathrm{sub} u=1} \\
& \left.=0.04088(83) \quad \text { from FLAG inputs } N_{f}=(2+1+1)\right), \tag{4.126}
\end{align*}
$$

where the convention of the uncertainties are the same as Eq. (4.12.3). All the results are consistent with each other within the assigned uncertainties. We can see that the central value of $\left|V_{c b}\right|$ is quite sensitive to the shift of the central value of the bottom quark $\overline{\mathrm{MS}}$ mass. Nevertheless, all the values are consistent with the inclusive PDG value given by Eq. (L.2), and one of the results, Eq. ( 4.526 ), is consistent with the exclusive PDG value given by Eq. (ㄸ.ᅦ) within the uncertainties. It suggests that how much the value of the bottom quark mass can move should be examined carefully in the other determinations.

Fig. 4.8 shows the comparison of the results of the DSRS method with previous studies. Each line and band width represents the central value and total uncertainty, respectively. First three results are our default determinations using the $\overline{\mathrm{MS}}$ mass of the bottom quark, given by Eqs. (4.I231), (4.125) and (4.I26). The fourth [58] and fifth [59] results are the NNNLO results using the kinetic mass of the bottom quark, given by

Eqs．（4．36）and（4．37），respectively．The sixth one［60］is the NNNLO result using the bottom quark 1S mass，given by Eqs．（4．40）．The last two values are the PDG inclusive and exclusive values given by Eqs．（【．2）and（【．】），respectively．The corresponding $\bar{m}_{b}$ to each scheme is also shown in Fig．4．8．We note that these determinations use the similar values for $\mathcal{B}$ ．

## Scheme dependence and input parameter dependence

Now we discuss the scheme dependence among the results in Fig．4．8．Our results of $\left|V_{c b}\right|$ using the $\overline{\mathrm{MS}}$ mass scheme seems to be smaller than those of the other schemes，but we can confirm the consistency among them as follows．

First we compare our results with the kinetic scheme results．In the determinations using the kinetic mass of the bottom quark $m_{b}^{k i n}$ ，Refs．［58，59］calculated theoretically a variety of the lepton energy moments with OPE corrections up to $\mathcal{O}\left(1 / m_{b}^{4}\right)$ ．Then $\left|V_{c b}\right|$ and the HQET parameters are determined in the global fit by comparison with experimental values．There are several differences from our theoretical formulation．First they used the perturbative expansion in $\alpha_{s}^{\left(n_{f}=4\right)}$ to calculate the Wilson coefficients，whereas ours is based on the expansion in $\alpha_{s}^{\left(n_{f}=3\right)}$ ．Then，the non－perturbative matrix elements such as $\mu_{\pi}^{2}$ are also defined based on the theories with different $n_{f}$ ．In $n_{f}=4$ theory，the non－ perturbative effects are determined from the low－energy physics by gluons and 4－flavor quarks including the charm quark，but in reality the effect of the charm quark should be decoupled，reflecting the fact that $m_{c} \gg \Lambda_{\mathrm{QCD}}$ ．Our value of $\mu_{\pi}^{2}$ with $n_{f}=3$ is given by Eq．（4．88），which is consistent with zero．It is obtained by comparing with the masses of the $B$ and $D$ mesons．The preference for the $n_{f}=3$ theory and its consistency with the result of Ref．［23］，which is determined with the same number of flavors and observable settings，support the validity of our $\mu_{\pi}^{2}$ determination results．On the other hand，their values with $n_{f}=4$ are given by $\mu_{\pi}^{2}=0.477 \pm 0.056 \mathrm{GeV}^{2}[58]$ and $\mu_{\pi}^{2}=0.43 \pm 0.24 \mathrm{GeV}^{2}[59]$ 6．These are the results by fitting the experimental data of the $B$ meson decay in the OPE formula．If we set $\mu_{\pi}^{2}$ to be consistent with zero in the determinations of Refs．［58，［59］， the central value of $\left|V_{c b}\right|$ decreases by about $0.5 \%$ ．Next，the kinetic mass of the bottom quark they used is calculated from the input $\bar{m}_{b}=4.198 \pm 0.012 \mathrm{GeV}$ taken from Ref．［94］， which is similar to the $\bar{m}_{b}$ value used in Eq．（4．L26）．This value has a small uncertainty， but this may be an underestimate considering that $\left|V_{c b}\right|$ is proportional to $\left(m_{b}\right)^{-5 / 2}$ ．If they use the PDG values for their determinations，as we do，the consistency can be even better．Therefore，it is expected that the determination values in the $\overline{\mathrm{MS}}$ scheme and kinetic scheme will be closer to each other if the value of $\mu_{\pi}^{2}$ decreases and the PDG value of $\bar{m}_{b}$ is used．

Next，we compare our results with the 1S scheme results．In Ref．［60］，the OPE is con－ structed in the $n_{f}=3$ theory and one half of the experimental value of the bottomonium mass is used as the input bottom quark mass to determine $\left|V_{c b}\right|$ ．The $\overline{\mathrm{MS}}$ mass of the bottom quark from the 1 S ground state of the bottomonium is $\bar{m}_{b}=4.197 \pm 0.022 \mathrm{GeV}$ ［2T］，which is determined by the following equation

$$
\begin{equation*}
E_{t o t}=2 m_{b}\left(\bar{m}_{b}\right)+E_{b i n} . \tag{4.127}
\end{equation*}
$$

${ }^{6}$ The definition of $\mu_{\pi}^{2}$ in Refs．［58， 59$]$ is based on HQE（heavy quark expansion），which is different from the HQET definition（in the infinite mass limit）by $\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{3} / m_{b}\right)$ ．

This equation associates the total energy of the static bottomonium $E_{t o t}$ with the perturbative calculation. In Ref. [2T], $E_{t o t}$ on the left hand side was regarded as the mass of the 1 S ground state of the bottomonium $M_{\bar{b} b(1 \mathrm{~S})}\left(\bar{b} b(1 \mathrm{~S})=\Upsilon(1 \mathrm{~S})\right.$ or $\left.\eta_{b}(1 \mathrm{~S})\right)$. On the right hand side, $E_{b i n}<0$ is the binding energy calculated perturbatively from the static QCD potential $V(r)$. $E_{t o t}$ has a well-behaved perturbative expansion with the $u=1 / 2$ renormalon removed by rewriting the pole mass of the bottom quark $m_{b}$ by the $\overline{\mathrm{MS}}$ mass $\bar{m}_{b}$. To cancel out the $u=1 / 2$ renormalon they use the $\varepsilon$-expansion, which is explained in App. [G]. We note that they include the non-Coulomb potentials in the calculation of the binding energy, but do not consider the non-perturbative effects to the 1 S mass because the latter is smaller or comparable to the current perturbative uncertainty ${ }^{\text {a }}$. One important notice is that the spin-dependent part of the QCD potential $V(r)$ has the effect proportional to $\vec{S}^{2} \delta(\vec{r})$, which contributes to the binding energy $E_{b i n}$ as the form proportional to the square of the absolute value of the quarkonium wave-function $|\Psi(0)|^{2}$ [95]. Here, $\vec{S}$ is the total spin of the bottomonium. If the higher-order perturbative calculation causes the slope of the potential to be steeper in the long-range region ${ }^{\text {® }}$, the shape of the wave-function changes to become larger as it gets closer to the origin, and the value of $|\Psi(0)|^{2}$ becomes larger. This increases the value of the hyperfine-splitting $\Delta M_{\bar{b} b(1 \mathrm{~S})}=\left|M_{\Upsilon(1 \mathrm{~S})}-M_{\eta_{b}(1 \mathrm{~S})}\right|$ of the bottomonium mass. It is known that the perturbative calculation of $\Delta M_{\bar{b} b(1 \mathrm{~S})}$ is considerably smaller than the corresponding experimental value, and it is expected that the higher-order perturbative calculation will increase the consistency between both values [96, 97]. Then the current values of $\left|V_{c b}\right|$ determined from the different bottomonium 1S states (Eqs. (4.38) and (4.39)) will be closer to each other as the higher-order perturbative corrections are incorporated. At the same time, the higherorder corrections to $2 m_{b}+V(r)$ (without changing the value where $r$ is small) increases the total energy of the (spin-averaged) bottomonium 1S state, as shown in Fig. 4.9. On the other hand, the left hand side of Eq. ( 4.127 ) is fixed because it is experimentally observed one, which consequently leads for the value of corresponding $\bar{m}_{b}$ to bottomonium mass to decrease. Therefore, this may indicate that the deviation of $\left|V_{c b}\right|$ between these schemes is reduced by calculating the higher order corrections to the 1 S mass. However, currently it remains an open question whether large non-perturbative corrections exist in the total energy. It also requires the higher-order perturbative calculations in order to answer this question unambiguously and quantitatively.

In summary, it is possible that the somewhat scattered values of $\left|V_{c b}\right|$ as in Fig. 4.8 due to differences in the mass schemes will be resolved by using the $n_{f}=3$ theory and incorporating higher-order perturbative calculations (and non-perturbative effects). In particular, our results in this thesis and the results of the kinetic scheme use the $\overline{\mathrm{MS}}$ mass as input, and its value should be chosen carefully. In this thesis, we adopt a conservative uncertainty estimate that gives the final result as $\left|V_{c b}\right|=0.04147\left({ }_{-117}^{+98}\right)$ determined by
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Figure 4.9: Speculation on the mechanism explaining the higher order (h.o.) corrections to $2 m_{b}+V(r)$ increase the total energy of the (spin-averaged) bottomonium 1S state.
using the PDG input values.
Finally, we discuss the experimental input of $\mathcal{B}=\mathcal{B}\left(B \rightarrow X_{c} \ell \bar{\nu}\right)$. If we use $\mathcal{B}=10.48 \%$ from Eq. (4.122) or $\mathcal{B}=10.15 \%$ [92] in place of the current measurement average $\mathcal{B}=10.63 \%$ from Eq. ( 4.127 ), the value of $\left|V_{c b}\right|$ decreases by $0.7 \%$ or $2.3 \%$, respectively. In particular in the latter case, the values determined from the inclusive process significantly moves in the direction to decrease the discrepancy with the determination from the exclusive process. As with the choice of the input $\overline{\mathrm{MS}}$ mass, better understanding of the input experimental values may help settle the problem on the inconsistency between the inclusive and exclusive determinations. For this purpose, it is essential to investigate whether there is any inconsistency in the two ways of evaluating the experimental branching ratio. The near-future Belle II results will also play an important role. In Ref. [प8], the preliminary result of $\mathcal{B}$ is reported as $\mathcal{B}=(9.75 \pm 0.03$ (stat) $\pm 0.47$ (sys) $) \%$, which is based on the Belle II data collected in the years 2019 and 2020 equivalent to $62.8 \mathrm{fb}^{-1}$. This result is much smaller than those of the BaBar and Belle measurements, and it reduces the discrepancy between the inclusive and exclusive determinations of $\left|V_{c b}\right|$. Analysis of the Belle II measurement including the data collected in 2021 is underway, and more precise values will be reported in the near future.

## Chapter 5

## Conclusions and discussion

## Conclusions

In this thesis, we presented a theoretical approach to the goal of realizing high precision QCD from theoretical side. In particular, we focused on the IR renormalons, which cause inevitable uncertainties in perturbative calculations of the Wilson coefficients in the OPE framework. The imaginary part of the Wilson coefficients, which appears by regularizing the divergent behavior of perturbative expansion due to IR renormalons, behaves as an inverse power of the typical scale (with logarithmic corrections). It is expected that the imaginary part of the Wilson coefficients cancel the same-size imaginary part contained in the non-perturbative matrix elements. After the renormalon cancellation, the predictability of the OPE can be successively improved, by higher order perturbative calculations of the Wilson coefficients and determination of the non-perturbative matrix elements by comparing with experimental data.

To use the renormalon-subtracted OPE framework in practice, we developed a new method called DSRS method to separate the renormalon contributions of the Wilson coefficients for general observables. By theoretical requirements of the OPE and the RGE, the form of the imaginary part of the Wilson coefficient due to renormalons is determined except for its normalization. The dual transform, based on the inverse Laplace transform, suppresses the multiple IR renormalons simultaneously in the dual space, where the perturbative expansion shows a good convergence. The renormalons in the original Wilson coefficients can be separated by using the one-parameter (Laplace) integral of the dual-space series. Since the perturbative series is convergent in the dual space, it is possible to successively approximate the Wilson coefficients with the renormalon contribution removed, from a finite number of perturbative coefficients. The Wilson coefficients and non-perturbative matrix elements, from which renormalons are removed in the DSRS method, have the same definitions as in the conventional studies, i.e., in the Principal Value (PV) scheme using the Borel resummation.

We investigated how the theoretical prediction by the DSRS method approaches the actual value using the static QCD potential in the large- $\beta_{0}$ approximation and the simple toy model as examples. The scale dependence becomes more stable as the truncation order of the perturbative expansion increases, and the predicted value at stable scales is confirmed to become closer to the true value by removing the renormalon. Furthermore, we confirmed that the DSRS method can be applied to the perturbative QCD calcula-
tions beyond the large- $\beta_{0}$ approximation. In the latter part of this thesis, we applied this method to the observables of the heavy quark system with the latest perturbative expansion.

The first application is the OPE of the masses of the $B$ and $D$ mesons. The LO term of the OPE is the heavy quark pole mass $m_{h}$. The low energy effective field theory called HQET describes the non-perturbative corrections, which contains the uncertainty due to the renormalons of the pole mass of heavy quark. From the quark pole masses $m_{b}$ and $m_{c}$, we separated the $u=1 / 2$ and $u=1$ renormalons, which are canceled by the HQET parameters $\bar{\Lambda}$ and $\mu_{\pi}^{2}$, respectively. The HQET parameters $[\bar{\Lambda}]$ and $\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}$, which are defined in the infinite mass limit and with renormalons removed, are important parameters used to predict multiple observables of the $B$ and $D$ mesons. This is the first time to study the determination of the HQET parameters subtracting the $u=1 / 2$ and $u=1$ renormalons simultaneously. Before the real analysis, we verified that the PV mass results, applying the DSRS method to the pole- $\overline{\mathrm{MS}}$ mass relation in the large- $\beta_{0}$ approximation, asymptotically approach the exact values as the order of the perturbative expansion is increased. Then using the DSRS method for the true pole- $\overline{\mathrm{MS}}$ mass relation up to $\mathcal{O}\left(\alpha_{s}^{4}\right)$ (and with estimated $\alpha_{s}^{5}$ coefficient) with the PDG values of $\bar{m}_{b}$ and $\bar{m}_{c}$ as inputs, the renormalon-subtracted quark pole masses, called PV masses, are determined as

$$
\begin{equation*}
\left[m_{b}\right]_{\mathrm{PV}}=4.822(36) \mathrm{GeV}, \quad\left[m_{c}\right]_{\mathrm{PV}}=1.468(35) \mathrm{GeV} \tag{5.1}
\end{equation*}
$$

where the uncertainties represent combined systematic uncertainties. Both PV masses have smaller theoretical uncertainties when perturbative calculations of the next order are achieved. This is owing to the removal of renormalon. On the other hand, the uncertainty due to the input value of the $\overline{\mathrm{MS}}$ mass, is large in both cases. More precise determination of the $\overline{\mathrm{MS}}$ masses is an important task for future precision physics.

Using the results of the PV masses, we determined $[\bar{\Lambda}]_{\mathrm{PV}}$ and $\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}$ as

$$
\begin{equation*}
[\bar{\Lambda}]_{\mathrm{PV}}=0.486(54) \mathrm{GeV}, \quad\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}=0.05(22) \mathrm{GeV}^{2} \tag{5.2}
\end{equation*}
$$

where the systematic uncertainties are combined. The size of the (combined) systematic uncertainty for $[\bar{\Lambda}]_{\mathrm{PV}}$ is sufficiently small, reflecting the fact that the IR renormalons of the pole mass are properly removed. $\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}$ result has apparently large perturbative uncertainty, but this may be due to the lack of perturbative coefficients in the pole$\overline{\mathrm{MS}}$ mass relation (especially for the charm quark). The results are consistent with the previous studies in the same scheme [ [23, 4.5].

As the second application, the semileptonic $B$ decay is investigated. In this analysis, the $u=1 / 2$ and $u=1$ renormalons are subtracted simultaneously, which is the first time to be studied. The $u=1 / 2$ renormalon, contained in the LO Wilson coefficient of the inclusive semileptonic decay width, is canceled out by rewriting the pole mass of the bottom quark by the $\overline{\mathrm{MS}}$ mass, which is one of the short-distance masses. Although the $\overline{\mathrm{MS}}$ mass is not favored in previous studies due to the large infrared-ness between the pole mass and the $\overline{\mathrm{MS}}$ mass, in this thesis we found that the convergence of the Wilson coefficients improves when the $u=1$ renormalon is removed using the DSRS method. This is because subtracting the correct form of the $u=1$ renormalon, taking into account the deviation from the simple power-type behavior, allows us to construct a dual space in which the perturbative expansion is more convergent. The prediction is consistent with
a calculation that does not subtract the $u=1$ renormalon using RG-improvement, but confirms that the scale dependence is smaller. The final result of our $\left|V_{c b}\right|$ determination using the renormalon-subtracted Wilson coefficient is given by

$$
\begin{equation*}
\left|V_{c b}\right|=0.04147\left({ }_{-117}^{+98}\right), \tag{5.3}
\end{equation*}
$$

where the uncertainties are combined. We used the PDG values for the theoretical input parameters such as $\bar{m}_{b}, \bar{m}_{c}$ and $\alpha_{s}$. We incorporated the non-perturbative corrections described by two HQET parameters $\left[\mu_{\pi}^{2}\right]_{\mathrm{PV}}$ and $\mu_{G}^{2}$, which are determined from the masses of $B$ and $D$ mesons, and from the hyperfine-splitting of the $B$ mesons, respectively. The experimental inputs of the branching ratio $\mathcal{B}$ and the lifetime $\tau_{B}$ are close to the values used in the previous studies. The uncertainty due to the perturbative calculation is reduced to an accuracy of one percent, due to a highly convergent series constructed using the DSRS method. On the other hand, the uncertainty due to the input parameters, especially the bottom quark mass, is large because $\left|V_{c b}\right|$ is proportional to $\left(\bar{m}_{b}\right)^{-5 / 2}$. If we use the FLAG values of $\bar{m}_{b}$, the input uncertainty will be smaller, but the result is considered as only a reference point in this thesis.

Our results are consistent with those of the previous studies using other short-distance mass schemes. First we compared the kinetic scheme with the MS scheme. Since there is a difference in the number of light quarks $n_{f}$ between the OPEs of our calculation and those of Refs. [58, 59] , the definition of the non-perturbative parameter $\mu_{\pi}^{2}$ is also different. Refs. [58, 5.9$]$ used the kinetic mass of the bottom quark determined from the FLAG value of $\bar{m}_{b}$ with a smaller uncertainty, which could lead to an underestimate of the input uncertainty of $\left|V_{c b}\right|$. All these observations imply that the consistency between our results and those in kinetic scheme would increase if the value of $\mu_{\pi}^{2}$ decreases and the PDG value of $\bar{m}_{b}$ is used.

Next the 1S mass scheme was compared with the $\overline{\mathrm{MS}}$ mass scheme. We speculated that the contribution to the 1 S mass from the higher order potentials (and currently ignored non-perturbative effects) may reduce the value of the $\overline{\mathrm{MS}}$ mass corresponding to the same 1 S mass. To clarify this, it is necessary to achieve the next order perturbative calculation of the 1 S mass spectrum $\left(M_{\Upsilon(1 \mathrm{~S})}\right.$ and $\left.M_{\eta_{b}(1 \mathrm{~S})}\right)$. Since the naive expectation is that the value of $\left|V_{c b}\right|$ using the small $\overline{\mathrm{MS}}$ mass is close to the true value corresponding to the bottomonium mass, we took the conservative attitude and determined $\left|V_{c b}\right|$ from the PDG inputs as the determination value.

After the above analysis, the determined value of the inclusive $\left|V_{c b}\right|$ using the default experimental value of $\mathcal{B}$ is still in tension with the result of the exclusive determination. However, the experimental values of $\mathcal{B}$ by different determination methods may reduce the value of the inclusive $\left|V_{c b}\right|$. To verify this effect, it is essential to use the Belle II results to be announced in the near future which improve the accuracy of the background $B \rightarrow X_{u} \ell \bar{\nu}$.

## Discussion

We discuss the applicabilities of the DSRS method in the future. First we look into the determination of $\left[m_{b}\right]_{\mathrm{PV}}$ using the 1S states of the bottomonium. Disadvantage of the determination of the PV mass from the $\overline{\mathrm{MS}}$ mass is that the input $\overline{\mathrm{MS}}$ mass contains a
large uncertainty at present. It is because the $\overline{\mathrm{MS}}$ mass is a theoretical parameter, of which precision depends on how we determine its value and what observable we use. The ideal situation is that the PV mass is determined by comparing observables directly. The 1S energy spectrum of a heavy quarkonium has such possibilities. Naively, the right hand side of Eq. (4.127) is a perturbative expansion for $\alpha_{s}\left(\bar{m}_{b}\right)$, and it seems that the DSRS method can be applied to separate the renormalon. In that case, we can determine $\bar{m}_{b}$ with renormalons removed by comparing both sides with the experimental value of the 1 S mass of the bottomonium on the left hand side, and then we can determine also the PV mass from the formula in this thesis. However, the actual scale of the bottomonium is the Bohr scale $\sim C_{F} \alpha_{s} m_{b}$, and it is difficult to apply the DSRS method to the 1 S mass spectrum for the following reason. The perturbative calculation when written in $\alpha_{s}\left(\bar{m}_{b}\right)$ relies on the $\varepsilon$-expansion explained in App. G, which contains corrections of the form $\alpha_{s}^{n} \log ^{k}\left(\alpha_{s}\right)$ that does not appear in the normal perturbation. When the scale is set to the Bohr scale, the perturbative expansion does not have such an exotic form, but even the bottomonium system has a low typical scale of about $1-2 \mathrm{GeV}$. At such scales, the number of known perturbative coefficients may not be sufficient to determine the PV mass value accurately, as in the calculations of the charm quark system in this thesis. Furthermore, unlike theoretical quantities such as the pole-MS mass relation, the bottomonium mass is an observable, including non-perturbative effects, and such effects would not be negligible in the Bohr scale calculation. In addition to its low scale, the Bohr scale itself is defined in terms of the pole mass, which makes a practical use of the DSRS method difficult because the (hard) Bohr scale has also uncertainty due to the renormalons of the pole mass.

One possible way to calculate the PV mass directly from the 1 S mass would be the following. The energy levels of the bottomonium are given as the positions of the poles of the Green function of $H-E_{b i n}$ with the Hamiltonian $H=p^{2} / m_{b}+V(r)$. Eq. (4.J27) is calculated by considering the non-Coulomb potentials as perturbations. On the other hand, the position of the pole can be calculated numerically from the input values of $m_{b}$. If the renormalons are removed from $V(r)$ and the pole mass $m_{b}$ at the Hamiltonian level using the DSRS method, it is expected that the PV mass $\left[m_{b}\right]_{\mathrm{PV}}$ can be determined by numerically varying parameters to reproduce the real bottomonium mass. Although the low Bohr scale cannot be avoided, removing the renormalon at the Hamiltonian level has the advantage that the Bohr scale is well-defined. This is beyond the scope of this thesis, but it would work at least for the bottomonium mass.

It is also possible to determine $\left|V_{c b}\right|$ from the other observables, the moments of the semileptonic $B$ decay. In this thesis, the $B$ and $D$ meson masses were used to determine the HQET parameters with renormalons removed, but since there are only two parameters that can be determined for two experimental values, the heavy quark masses had to be used as input parameters. In our determination of $\left|V_{c b}\right|$, the uncertainty due to the input bottom quark mass is dominant, and therefore we would like to determine the bottom quark also as a parameter of the theory, from a comparison to experimental values. There are several measurements of the distributions of the lepton energy and invariant hadronic mass in the LHC and Belle II experiments, which provide a large number of observables to compare with the OPE. The HQET parameters and $\left|V_{c b}\right|$ have already been determined using the OPE of the moments from the NNNLO-level perturbative calculations in the kinetic scheme. The mass of the bottom quark in addition to the
above have been determined by global fitting at the NNLO level. In the future, using the latest OPE of moments at the NNNLO-level and applying the DSRS method to them, we expect to remove the renormalon and determine $\left|V_{c b}\right|$ and HQET parameters as well as the bottom quark mass in the $\overline{\mathrm{MS}}$ mass scheme. This investigation would further strengthen the certainty of the OPE and make the determination of $\left|V_{c b}\right|$ from the inclusive semileptonic $B$ decay more precise.
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## Appendix A

## Perturbative coefficients

In this appendix, we collect the perturbative coefficients necessary for the analyses in this paper.

## QCD beta function

The QCD $\beta$ function is known up to $\mathcal{O}\left(\alpha_{s}^{6}\right)$ (5-loop accuracy) [T].

$$
\begin{gather*}
\beta\left(\alpha_{s}\right)=-\sum_{i=0}^{4} b_{i} \alpha_{s}^{i+2},  \tag{A.1}\\
b_{0}=\frac{1}{4 \pi}\left(11-\frac{2}{3} n_{f}\right), \quad b_{1}=\frac{1}{(4 \pi)^{2}}\left(102-\frac{38}{3} n_{f}\right),  \tag{A.2}\\
b_{2}=\frac{1}{(4 \pi)^{3}}\left(\frac{2857}{2}-\frac{5033}{18} n_{f}+\frac{325}{54} n_{f}^{2}\right),  \tag{A.3}\\
b_{3}=\frac{1}{(4 \pi)^{4}}\left[\frac{149753}{6}+3564 \zeta_{3}-\left(\frac{1078361}{162}+\frac{6508}{27} \zeta_{3}\right) n_{f}\right. \\
b_{4}=\frac{1}{(4 \pi)^{5}}\left[\frac{8157455}{16}+\frac{621885}{2} \zeta_{3}-\frac{88209}{2} \zeta_{4}-288090 \zeta_{5}\right.  \tag{A.4}\\
\left.+n_{f}\left(-\frac{336460813}{1944} \zeta_{3}\right) n_{f}^{2}+\frac{1093}{729} n_{f}^{3}\right] \\
+n_{f}^{2}\left(\frac{25960913}{81}+\frac{698531}{81} \zeta_{3}-\frac{10526}{9} \zeta_{4}-\frac{381760}{81} \zeta_{5}\right) \\
\left.+n_{f}^{3}\left(-\frac{630559}{5832}-\frac{48722}{243} \zeta_{3}+\frac{1618}{27} \zeta_{4}+\frac{460}{9} \zeta_{5}\right)+n_{f}^{4}\left(\frac{1205}{2916}-\frac{152}{81} \zeta_{3}\right)\right] .
\end{gather*}
$$

$n_{f}$ is the number of active quark flavors, and $\zeta_{n}=\zeta(n)=\sum_{k=1}^{\infty} k^{-n}$ denotes the Riemann zeta function.

## Pole- $\overline{\mathrm{MS}}$ mass relation

We consider that there are $n_{l}$ massless and one massive internal quarks, besides the heavy quark $h$. The relation between pole mass and $\overline{\mathrm{MS}}$ mass is given by

$$
\begin{equation*}
\frac{m_{h}}{\bar{m}_{h}}=1+\delta\left(\bar{m}_{h}\right) \tag{A.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta\left(\bar{m}_{h}\right)=\sum_{n=0}^{\infty} \alpha_{s}\left(\bar{m}_{b}\right)^{n+1} d_{n}\left(\bar{m}_{c} / \bar{m}_{b}\right) \tag{A.7}
\end{equation*}
$$

where $\alpha_{s}\left(\bar{m}_{h}\right)=\alpha_{s}^{\left(n_{l}\right)}\left(\bar{m}_{h}\right)$. The coefficients $d_{n}$ 's are calculated up to $d_{3}[64,65,66,68,69$, [5], [6], [7]. The internal massive quark effects for $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and $\mathcal{O}\left(\alpha_{s}^{3}\right)$ corrections are contained, while those for $\mathcal{O}\left(\alpha_{s}^{4}\right)$ has not been calculated. The series we used in Chap. 田, including the non-zero $m_{c}$ corrections up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$, is given by

$$
\begin{equation*}
\frac{m_{b}}{\bar{m}_{b}^{(5)}} \approx 1+0.424413 \alpha_{s}+1.03744 \alpha_{s}^{2}+3.74358 \alpha_{s}^{3}+17.4376 \alpha_{s}^{4} \tag{A.8}
\end{equation*}
$$

where $\alpha_{s}=\alpha_{s}^{(3)}\left(\bar{m}_{b}\right)$ with $\bar{m}_{b}=\bar{m}_{b}^{(5)}$, and

$$
\begin{equation*}
\frac{m_{c}}{\bar{m}_{c}^{(4)}} \approx 1+0.424413 \alpha_{s}+1.04375 \alpha_{s}^{2}+3.75736 \alpha_{s}^{3}+17.4376 \alpha_{s}^{4} \tag{A.9}
\end{equation*}
$$

where $\alpha_{s}=\alpha_{s}^{(3)}\left(\bar{m}_{c}\right)$ with $\bar{m}_{c}=\bar{m}_{c}^{(4)}$ and non-decoupling bottom effects are included. In obtaining the right-hand sides, we used the inputs $\bar{m}_{c}^{(4)}=1.27 \mathrm{GeV}$ and $\bar{m}_{b}^{(5)}=4.18 \mathrm{GeV}$. We note that both of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ and $\mathcal{O}\left(\alpha_{s}^{3}\right)$ corrections are quite similar to each other, and each series can be approximated well by $\sum_{n} \alpha_{s}^{n+1} d_{n}\left(\bar{m}_{c} / \bar{m}_{b} \rightarrow 0\right)$ with $n_{l}=3$, given by

$$
\begin{equation*}
\frac{m_{h}}{\bar{m}_{h}} \approx 1+0.424413 \alpha_{s}+1.04556 \alpha_{s}^{2}+3.75086 \alpha_{s}^{3}+17.4376 \alpha_{s}^{4} \tag{A.10}
\end{equation*}
$$

## Mass of heavy-light meson

The OPE of its mass $M_{H}$ based on HQET is given by

$$
\begin{equation*}
M_{H}^{(s)}=m_{h}+\bar{\Lambda}+\frac{\mu_{\pi}^{2}}{2 m_{h}}+A(s) C_{c m}\left(m_{h}\right) \frac{\mu_{G}^{2}\left(m_{h}\right)}{2 m_{h}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{h}^{2}}\right) \tag{A.11}
\end{equation*}
$$

where $s(=0,1)$ denotes the spin of $H$. The Wilson coefficient of a chromo-magnetic term $C_{c m}$ is analytically calculated up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$ [6T], which was used to evaluate $\mu_{G}^{2}\left(\bar{m}_{b}\right)$ in Sec. 4.L.3. The numerical values of coefficients of

$$
\begin{equation*}
C_{c m}=1+\sum_{n=0}^{2} \alpha_{s}\left(m_{h}\right)^{n+1} c_{n}^{c m} \tag{A.12}
\end{equation*}
$$

with $\alpha_{s}=\alpha_{s}^{\left(n_{f}\right)}$, are given by

$$
\begin{gather*}
c_{0}^{c m} \approx 0.6897  \tag{A.13}\\
c_{1}^{c m} \approx 2.2186-0.1938 n_{f} \tag{A.14}
\end{gather*}
$$

and

$$
\begin{equation*}
c_{2}^{c m} \approx 11.079-1.7490 n_{f}+0.0513 n_{f}^{2} \tag{A.15}
\end{equation*}
$$

## Total decay width of inclusive semileptonic $B$ decay

The OPE of the total decay width of $B \rightarrow X_{c} \ell \bar{\nu}$ is given by

$$
\begin{equation*}
\Gamma=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{192 \pi^{3}} A_{e w} m_{b}^{5}\left[C_{\bar{Q} Q}^{\Gamma}\left(1-\frac{\mu_{\pi}^{2}}{2 m_{b}^{2}}\right)+C_{c m}^{\Gamma} \frac{\mu_{G}^{2}}{m_{b}^{2}}+\mathcal{O}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{3}}{m_{b}^{3}}\right)\right] \tag{A.16}
\end{equation*}
$$

The leading Wilson coefficient $C_{\bar{Q} Q}^{\Gamma}$ in terms of a pole mass is perturbatively calculated as

$$
\begin{equation*}
C_{\bar{Q} Q}^{\Gamma}=\sum_{n=0}^{3} \alpha_{s}\left(m_{b}^{2}\right)^{n} X_{n}(\rho) \tag{A.17}
\end{equation*}
$$

with $\rho=m_{c} / m_{b}$ and $\alpha_{s}=\alpha_{s}^{(5)} . X_{0}, X_{1}$ and $X_{2}$ are analytically calculated [7], [72, [73, [74, [75, [76, [77]. They are given by

$$
\begin{gather*}
X_{0}=1-8 \rho^{2}-12 \rho^{4} \log \left(\rho^{2}\right)+8 \rho^{6}-\rho^{8},  \tag{A.18}\\
X_{1}=-\frac{2}{3 \pi}\left[-\left(1-\rho^{4}\right)\left(\frac{25}{4}-\frac{239}{3} \rho^{2}+\frac{25}{4} \rho^{4}\right)+\rho^{2} \log \left(\rho^{2}\right)\left(20+90 \rho^{2}-\frac{4}{3} \rho^{4}+\frac{17}{3} \rho^{6}\right)\right. \\
\\
+\rho^{4} \log ^{2}\left(\rho^{2}\right)\left(36+\rho^{4}\right)+\left(1-\rho^{4}\right)\left(\frac{17}{3}-\frac{64}{3} \rho^{2}+\frac{17}{3} \rho^{4}\right) \log \left(1-\rho^{2}\right) \\
 \tag{A.19}\\
-4\left(1+30 \rho^{4}+\rho^{8}\right) \log \left(\rho^{2}\right) \log \left(1-\rho^{2}\right)-\left(1+16 \rho^{4}+\rho^{8}\right)\left(6 \operatorname{Li}_{2}\left(\rho^{2}\right)-\pi^{2}\right) \\
\\
-32 \rho^{3}\left(1+\rho^{2}\right)\left(\pi^{2}-4 \operatorname{Li}_{2}(\rho)+4 \operatorname{Li}_{2}(-\rho)-2 \log \left(\rho^{2}\right) \log \left(\frac{1-\rho}{1+\rho}\right)\right],
\end{gather*}
$$

and

$$
\begin{align*}
X_{2} \approx & -2.158-0.8333 \rho+\left(-65.01-39.22 \log (\rho)+0.2701 \log ^{2}(\rho)\right) \rho^{2} \\
& +(-118.7-129.8 \log (\rho)) \rho^{3}+\left(128.2-124.6 \log (\rho)-16.52 \log ^{2}(\rho)+1.081 \log ^{3}(\rho)\right) \rho^{4} \\
& (-41.65-80.98 \log (\rho)) \rho^{5}+\left(98.42-39.30 \log (\rho)+16.77 \log ^{2}(\rho)\right) \rho^{6} \\
& (-14.86+1.954 \log (\rho)) \rho^{7}+(0.09796-0.1094 \log (\rho)) \rho^{8}+\mathcal{O}\left(\rho^{9}\right) \tag{A.20}
\end{align*}
$$

where we expand $X_{2}$ in $\rho$ to avoid a lengthy expression. $X_{3}$ is known as the expansion in $\delta=1-\rho$ up to $\mathcal{O}\left(\delta^{20}\right)$ [57].
$C_{c m}^{\Gamma}$ has been calculated to $\mathcal{O}\left(\alpha_{s}\right)$ order [ [87, [79, 80, 87]. In this thesis, to determine the central value of $\left|V_{c b}\right|$, we use the LO term $\left.C_{c m}^{\Gamma}\right|_{\text {LO }}$ given by

$$
\begin{equation*}
\left.C_{c m}^{\Gamma}\right|_{\mathrm{LO}}=-\frac{1}{2}\left(3-8 \rho^{2}+24 \rho^{4}-24 \rho^{6}+5 \rho^{8}+12 \rho^{4} \log \left(\rho^{2}\right)\right) . \tag{A.21}
\end{equation*}
$$

The NLO term is used for the estimation of uncertainty, which is given by

$$
\begin{equation*}
\left.C_{c m}^{\Gamma}\right|_{\mathrm{NLO}} \approx-2.42 \times X_{0}(\bar{\rho}) \alpha_{s}\left(\bar{m}_{b}\right), \tag{A.22}
\end{equation*}
$$

where " $\approx$ " means that we use the numerical value of $\left.C_{c m}^{\Gamma}\right|_{\text {NLO }}$ at $\mu=m_{b}$ since the analytic result is unknown.

To change the flavor of running coupling constant from $n_{f}$ flavor to $\left(n_{f}-1\right)$ flavor, we use a flavor threshold relation [99] given by

$$
\begin{aligned}
\frac{\alpha_{s}^{\left(n_{f}-1\right)}}{\alpha_{s}^{\left(n_{f}\right)}}= & 1-\frac{\ell_{h}}{6 \pi} \alpha_{s}^{\left(n_{f}\right)}+\left(\frac{\ell_{h}^{2}}{36}-\frac{19}{24} \ell_{h}+c_{2}\right)\left(\alpha_{s}^{\left(n_{f}\right)}\right)^{2} \\
& +\left(-\frac{\ell_{h}^{3}}{216}-\frac{131}{576} \ell_{h}^{2}+\frac{-6793+281\left(n_{f}-1\right)}{1728} \ell_{h}+c_{3}\right)\left(\alpha_{s}^{\left(n_{f}\right)}\right)^{3}+\mathcal{O}\left(\alpha_{s}^{4}\right)(\text { A. } 23)
\end{aligned}
$$

with $\alpha_{s}=\alpha_{s}\left(\mu^{2}\right), \mu_{h}=\bar{m}\left(\mu_{h}\right), \ell_{h}=\log \left(\mu^{2} / \mu_{h}^{2}\right)$ and

$$
\begin{equation*}
c_{2}=\frac{11}{72}, \quad c_{3}=-\frac{82043}{27648} \zeta(3)+\frac{564731}{124416}-\frac{2633}{31104}\left(n_{f}-1\right) . \tag{A.24}
\end{equation*}
$$

In this thesis, we take a scale for matching $\alpha_{s}^{(5)}$ to $\alpha_{s}^{(4)}$ as $\mu=\mu_{h}=\bar{m}_{b}$, and for matching $\alpha_{s}^{(4)}$ to $\alpha_{s}^{(3)}$ as $\mu=\mu_{h}=\bar{m}_{c}$.

## Appendix B

## Relation between Borel transform and Dual transform

In this appendix, we derive a relation between a regularized inverse Borel transform and a regularized inverse dual transform. The relation is used to show equivalence of Eq. ([2.2.5) and Eq. (3.14), which is valid not only in the large- $\beta_{0}$ approximation, but beyond that.

We consider ${ }^{\mathbb{I}}$ the observable in the dual space $\tilde{X}(\tau)=\tilde{X}^{(k)}(\tau)$ in the $\mathrm{N}^{k} \mathrm{LL}$ approximation for $0 \leq k \leq 4$, as given by Eq. (5.12) with $\tilde{C}_{0}$ replaced by $\tilde{X}$. From it, the perturbative coefficients of $X(Q)=\sum_{n} \alpha_{s}^{n+1} c_{n}\left(L_{Q}\right)$ can be computed up to arbitrarily high orders, by inverse dual transformation at each order of expansion in $\alpha_{s}$. We assume that the Borel transform of $X(Q)$,

$$
\begin{equation*}
B_{X}(u)=\sum_{n=0}^{\infty} \frac{c_{n}}{n!}\left(\frac{u}{b_{0}}\right)^{n} \tag{B.1}
\end{equation*}
$$

does not have singularities in the right half $u$-plane, $\operatorname{Re} u>0$, except on the positive real $u$-axis. ${ }^{\square}$ If $|u|$ is smaller than the distance to the renormalon closest to the origin, the series converges and $B_{X}(u)$ is single-valued. At larger $|u|, B_{X}(u)$ is defined by analytic continuation. For $k=0$ the closest renormalon is a pole, while for $1 \leq k \leq 4$ it is a branch point, where the branch cut extends along the real axis to the right [II].

Let us define

$$
\begin{align*}
& X_{+}(Q)=x^{-2 a u^{\prime}} \int_{C_{-}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{X}(\tau) \quad ; \quad x=Q^{-1 / a}  \tag{B.2}\\
& B_{X+}(u)=\oint \frac{d p}{2 \pi i} e^{u p / b_{0}}\left[X_{+}(Q)\right]_{\alpha_{s} \rightarrow 1 / p} \tag{B.3}
\end{align*}
$$

$\tilde{X}$ has a singularity corresponding to the (Landau) singularity of $\left[\alpha_{s}\left(\tau^{a}\right)\right]_{\mathrm{N}^{\mathrm{k} L L}}$ at $\tau>0$. Along the $\tau$ integration contour $C_{-}(\tau)$ the singularity is circumvented to the lower half
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Figure B.1: Schematic diagram of the contour of $p$ integration in eq. (B.3). Each branch cut extends to the direction in which the integral wrapping it converges.
plane. Thus, $X_{+}$is well defined. In the second equation, $X_{+}$is regarded as a function of $\alpha_{s} \equiv \alpha_{s}\left(\mu^{2}\right)$ and is rewritten in terms of $p=1 / \alpha_{s}$. The integral contour of $p$ is taken as a closed path surrounding all the singularities of $\left[X_{+}(Q)\right]_{\alpha_{s} \rightarrow 1 / p}$ counterclockwise; see Fig. B..]. This contour is obtained by a continuous deformation of the closed contour surrounding the origin $p=0$ in a small $|p|$ region.

In the case that we apply Eqs. (ㅍ․2]) and (B.3) to the series expansion in $\alpha_{s}\left(\mu^{2}\right)$ (up to arbitrary order), the expansion of $\tilde{X}(\tau)$ has no singularity at $\tau \in \mathbf{R}_{>0}$. Then, $C_{-}(\tau)$ can be deformed to the positive real $\tau$ axis, and the expansion of $X_{+}(Q)$ coincides with that of $X(Q)$; the singularities of the expansion of $[X(Q)]_{\alpha_{s} \rightarrow 1 / p}$ are multiple poles at the origin $p=0$, and the expansion of $B_{X+}$ reduces to Eq. (B.]), which follows readily by the residue theorem. Hence, $B_{X+}$ coincides with $B_{X}$ for small $|u|$, or in other words, $B_{X+}$ is defined as an analytic continuation of $B_{X}$.

We define the regularized Borel resummation representation of $X(Q)=\sum_{n} c_{n}(\mu / Q) \alpha_{s}^{n+1}$ as

$$
\begin{equation*}
X(Q)_{\mathrm{BI},+}=\frac{1}{b_{0}} \int_{C_{+}} d u e^{-\frac{u}{b_{0} \alpha_{s}}} B_{X+}(u)=i \int_{0}^{\infty} d s e^{-\frac{i s}{\alpha_{s}}} B_{X+}\left(i b_{0} s\right), \tag{B.4}
\end{equation*}
$$

where the integration contour of $u$ is rotated to the positive imaginary axis $\left(u=i b_{0} s\right)^{5 \pi}$.
The reason why we choose the contour $C_{-}(\tau)$ in Eq. (B.2) rather than $C_{+}(\tau)$ is as follows. Let us explain in the case that $\tilde{X}(\tau)$ is given by the LL approximation, $\tilde{X} \propto$ $\left[\alpha_{s}\left(\tau^{a}\right)\right]_{\mathrm{LL}}$. (We explain the NLL approximation and beyond later.) Thus,

$$
\begin{equation*}
X(Q)_{\mathrm{BI},+}=\frac{x^{-2 a u^{\prime}}}{2 \pi} \oint d p \int_{0}^{\infty} d s e^{i s\left(p-1 / \alpha_{s}\right)} \int_{C_{-}} d \tau^{2} e^{-\tau^{2} x^{2}}[\tilde{X}(\tau)]_{\alpha_{s} \rightarrow 1 / p} \tag{B.5}
\end{equation*}
$$

where the integration contour of $p$ surrounds the pole of $\tilde{X}$ at $t^{\text {II }} p=b_{0} \log \left(\mu^{2} / \tau^{2 a}\right)$, which
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Figure B.2: Singularities and integration contour in the complex $p$ plane, in the LL approximation for $\tilde{X}(\tau)$.
originates from

$$
\begin{equation*}
\left[\alpha_{s}\left(\tau^{2 a}\right)\right]_{\mathrm{LL}}=\left.\frac{\alpha_{s}}{1-b_{0} \alpha_{s} \log \left(\mu^{2} / \tau^{2 a}\right)}\right|_{\alpha_{s} \rightarrow 1 / p}=\frac{1}{p-b_{0} \log \left(\mu^{2} / \tau^{2 a}\right)} \tag{B.6}
\end{equation*}
$$

We would like to integrate over $s$ first. To ensure convergence at $s \rightarrow \infty$, the imaginary part of $p$ should be non-negative (Note: $\alpha_{s}>0$ ). By taking the path of $\tau$ (slightly) in the lower-half plane, i.e., along $C_{-}(\tau)$, the pole $p=b_{0} \log \left(\mu^{2} / \tau^{2 a}\right)$ lies in the upper-half $p$ plane, and the entire contour of $p$ can be taken in the upper-half plane. After integration over $s$, we have

$$
\begin{equation*}
X(Q)_{\mathrm{BI},+}=\frac{i x^{-2 a u^{\prime}}}{2 \pi} \oint d p \frac{1}{p-1 / \alpha_{s}} \int_{C_{-}} d \tau^{2} e^{-\tau^{2} x^{2}}[\tilde{X}(\tau)]_{\alpha_{s} \rightarrow 1 / p} \tag{B.7}
\end{equation*}
$$

This argument also shows that $B_{X+}(u)$ is a natural integral representation of $B_{X}(u)$ for $u$ in the upper-half plane.

Next we integrate over $p$. There are two poles at $p=1 / \alpha_{s}$ and $p=b_{0} \log \left(\mu^{2} / \tau^{2 a}\right)$. The two poles are well separated as $\tau$ moves along $C_{-}(\tau)$, see Fig. B.2. In fact these two poles coincide only if $\tau^{a}=\Lambda \frac{\mathrm{LL}}{\mathrm{MS}}$ but this is circumvented on $C_{-}(\tau)$. Hence, the closed contour of $p$ can always be taken to surround only the pole at $p=b_{0} \log \left(\mu^{2} / \tau^{2 a}\right)$. The integrand reduces to zero sufficiently rapidly $\sim 1 /|p|^{2}$ as $|p| \rightarrow \infty$. This means that we can take the residue at $p=1 / \alpha_{s}$ and obtain

$$
\begin{equation*}
X(Q)_{\mathrm{BI},+}=\frac{1}{b_{0}} \int_{C_{+}} d u e^{-\frac{u}{b_{0} \alpha_{s}}} B_{X}(u)=x^{-2 a u^{\prime}} \int_{C_{-}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{X}(\tau) \tag{B.8}
\end{equation*}
$$

This is the relation between the regularized inverse Borel transform and the regularized inverse dual transform, which we set out to derive. Similarly, $X(Q)_{\mathrm{BI},-}$ is given by

[^10]changing $C_{ \pm} \rightarrow C_{\mp}$ in Eq. (B. $\left.\overline{8}\right)$. We emphasize again that it is crucial that $\tilde{X}(\tau)$ is free of IR renormalons and well-defined (while $X(Q)$ is not).

In the case that $\tilde{X}(\tau)$ is given by the NLL approximation or beyond, the above argument needs to be modified as follows. We set $\tilde{X}=\tilde{X}^{(k)} \propto \sum_{n=0}^{k} \tilde{c}_{n}(0) \alpha_{s}\left(\tau^{a}\right)^{n+1}$ for a given $k \in\{1,2,3,4\}$. According to our current knowledge of RGE at $\mathrm{N}^{k} \mathrm{LL}, \alpha_{s}\left(\tau^{a}\right)$ diverges at $\tau=\tau_{*} \in \mathbf{R}$ if the running starts from $\mu>\tau_{*}^{a}$ with the initial condition $\alpha_{s}(\mu)=1 / p$. This causes a singularity on the positive real $p$-axis for given values of $\tau$ and $\mu$. The relation between $p$ and $\alpha_{s}\left(\tau^{a}\right)$ is determined implicitly by

$$
\begin{equation*}
\log \left(\frac{\mu^{2}}{\tau^{2 a}}\right)=-\int_{1 / p}^{\alpha_{s}\left(\tau^{a}\right)} d x \frac{1}{\beta(x)}, \quad \beta\left(\alpha_{s}\right)=-\sum_{n=0}^{k} b_{n} \alpha_{s}^{n+2} \tag{B.9}
\end{equation*}
$$

which can be derived from Eq. ([2.2). One can analyze the positions of the singularities of $[\tilde{X}(\tau)]_{\alpha_{s} \rightarrow 1 / p}$ in the complex $p$ plane and find the following feature. If $\tau \in \mathbf{R}_{>0}$, we can choose ${ }^{\exists} p_{\text {ref }} \in \mathbf{R}_{>0}$ independent of $\tau$ such that all the singularities except one (let us call it $p_{*, 1}$ ) are located to the left of $p_{\text {ref }}$. We can choose $\alpha_{s}$ such that $1 / \alpha_{s}>p_{\text {ref }}$. In the region $\tau^{a}<\mu, p_{*, 1}$ is real positive and collides with $1 / \alpha_{s}$ at $\tau=\tau_{*}$. In this region, if $\tau$ is shifted slightly to the lower half plane, $p_{*, 1}$ is shifted slightly to the upper half plane. Thus, $p_{*, 1}$ plays the role of the only singularity in the LL case if $\tau^{a}<\mu$, although $p_{*, 1}$ is a branch point rather than a pole. In the region $\tau^{a}>\mu, p_{*, 1}$ is also located to the left of $p_{\text {ref }}$.

We separate the integral along $C_{-}(\tau)$ of Eq. (B.5) into the regions $\operatorname{Re} \tau^{a}>\mu$ and $\operatorname{Re} \tau^{a}<\mu$. In the latter integral, we further separate the integral corresponding to the contour of $p$ wrapping the branch cut of $p_{*, 1}$ from the rest. The branch cut of $p_{*, 1}$ is taken to extend to $+i \infty$. For this particular integral, we treat it similarly to the LL case and integrate over $s$. For the rest of the integrals, rather than integrating over $s$ from 0 to $\infty$, we integrate over $u$ from 0 to $\infty$. (Namely, we transform back from $s$ to $u$, and instead of integrating along the positive imaginary $u$-axis, we integrate along the positive real $u$-axis.) The integral over $u$ converges, since $\operatorname{Re} p<1 / \alpha_{s}$ for any $p$ along the contour of $p$ which is closed to the left; see Fig. B.3. After collecting all the integrals, we obtain eq. (B.7) again. The essence of the above procedure is that we can find a path to Eq. (B.7) by an analytic continuation. The remaining procedure is the same as the LL case.

Below we present an analysis of the singularities of $[\tilde{X}(\tau)]_{\alpha_{s} \rightarrow 1 / p}$ in the complex $p$ plane. We consider the case $\tau \in \mathbf{R}_{>0}$. The integral in Eq. (B.9) can be evaluated as

$$
\begin{align*}
& -\int_{1 / p}^{\alpha_{s}\left(\tau^{a}\right)} d x \frac{1}{\beta(x)}=\int_{1 / \alpha_{s}\left(\tau^{2 a}\right)}^{p} d q \frac{q^{k}}{b_{0} q^{k}+b_{1} q^{k-1}+\cdots+b_{k}} \\
& =\frac{1}{b_{0}}\left(p-\frac{1}{\alpha_{s}\left(\tau^{a}\right)}\right)+\sum_{j=1}^{k} R_{j} \log \left(\frac{p_{j}-p}{p_{j}-1 / \alpha_{s}\left(\tau^{2 a}\right)}\right)=\log \left(\frac{\mu^{2}}{\tau^{2 a}}\right) \tag{B.10}
\end{align*}
$$

Here, the complex roots of $-p^{k+2} \beta(1 / p)=b_{0} p^{k}+b_{1} p^{k-1}+\cdots+b_{k}=0$ are denoted as $p_{j}$ $(1 \leq j \leq k) . R_{j}$ is the residue of $p^{k} /\left[-p^{k+2} \beta(1 / p)\right]$ at $p=p_{j}$. The roots $p_{j}$ are logarithmic branch points of $\alpha_{s}\left(\tau^{a}\right)$, hence, they are singularities of $[\tilde{X}(\tau)]_{\alpha_{s} \rightarrow 1 / p}$. They are branch points independent of $\tau$. The other class of singularities originate from divergence of


Figure B.3: Contour of $p$ integration surrounding singularities in the $p$ plane. These singularities correspond to all the singularities except $p_{*, 1}$ in the region $\tau^{a}<\mu$, and to all the singularities in the region $\tau^{a}>\mu$.
$\alpha_{s}\left(\tau^{a}\right)$, and the positions of those singularities $\left(p=p_{*, i}\right)$ are determined by

$$
\begin{align*}
\log \left(\frac{\mu^{2}}{\tau^{2 a}}\right) & =\int_{0}^{p_{*, i}} d q \frac{q^{k}}{b_{0} q^{k}+b_{1} q^{k-1}+\cdots+b_{k}} \\
& =\frac{p_{*, i}}{b_{0}}+\sum_{j=1}^{k} R_{j} \log \left(1-p_{*, i} / p_{j}\right) \tag{B.11}
\end{align*}
$$

They are branch points, $\alpha_{s}\left(\tau^{a}\right) \sim\left(p-p_{*, i}\right)^{-1 /(k+1)}$.
When $\tau^{a} / \mu \simeq 1, p_{*, i}(1 \leq i \leq k+1)$ are located close to the origin and determined approximately by $(k+1) b_{k} \log \left(\mu^{2} / \tau^{2 a}\right)=\left(p_{*, i}\right)^{k+1}$. In the region $0<\tau^{a}<\mu$, we take $p_{*, 1}$ as the one corresponding to the Landau singularity $\tau_{*}$. That is, $p_{*, 1}$ is real positive and moves from $+\infty$ to 0 as $\tau^{a}$ is raised from 0 to $\mu$. The behavior of other $p_{*, i}$ as $\tau \rightarrow 0$ belongs to either of the following categories:
(a) $p_{*, i}$ goes towards left, i.e., $\operatorname{Re} p_{*, i} \rightarrow-\infty$ while $\operatorname{Im} p_{*, i} / \operatorname{Re} p_{*, i} \rightarrow 0$.
(b) $p_{*, i} \in \mathbf{R}$ and converges towards one of $p_{j}$ 's which is also real.
(c) $p_{*, i}$ approaches one of $p_{j}$ 's as $p_{*, i}$ rotates around this fixed point infinitely many times (hence it enters the different sheets).
(d) $p_{*, i}$ rotates around one of $p_{j}$ 's infinitely many times (hence it enters the different sheets) as the distance to this fixed point increases.

In the region $\tau^{a}>\mu$, as $\tau \rightarrow \infty$ the behavior of every $p_{*, i}$ (including $p_{*, 1}$ ) belongs to either of the above categories. As an example we show the trajectories of $p_{*, i}$ for $k=1$ (NLL case) in Fig. B.4.


Figure B.4: Trajectories of $p_{*, 1}$ and $p_{*, 2}$ in the NLL approximation of $\tilde{X}(k=1)$, as $\tau \in \mathbf{R}$ is raised from 0 to $\infty$. At $\tau=0, p_{*, 1}=+\infty$ and $p_{*, 2}=p_{1}=-b_{1} / b_{0}$.

## Appendix C

## Including logarithmic corrections to DSRS method

In Chap. [3, we saw the suppression of renormalons of the LO Wilson coefficient in dual space by an appropriate choice of the parameters $\left(a, u^{\prime}\right)$, see Eq. (B.8). It can be extended to a more general case with logarithmic (perturbative) corrections of the renormalons or non-zero values of the anomalous dimensions of the corresponding operators. We demonstrate how these can be incorporated into the DSRS method in this appendix.

For heuristic reasons we present most argument in expansion in $\log \left(Q_{0}^{2} / Q^{2}\right)$ with respect to an arbitrary chosen scale $Q=Q_{0}$. In this way we can start from the limit where we know the answer already (the case without logarithmic corrections). Nonetheless, the expansion in $\log \left(Q_{0}^{2} / Q^{2}\right)$ can be resummed using RG. At the end of this appendix we show how to resum $\log \left(Q_{0}^{2} / Q^{2}\right)$ 's and obtain $Q_{0}$ independent expressions.

First, let us consider the case for suppressing only the leading renormalon at $u=u_{0}$. The imaginary part from the renormalon at $u=u_{0}$ has the form

$$
\begin{equation*}
\delta C_{0}(Q)=N_{u_{0}}\left(b_{0} \alpha_{s}\left(Q^{2}\right)\right)^{\gamma_{0} / b_{0}}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}^{2}}{Q^{2}}\right)^{u_{0}}\left(1+\sum_{n} s_{n}(1) \alpha_{s}\left(Q^{2}\right)^{n+1}\right) \tag{C.1}
\end{equation*}
$$

according to eq. (2.37). We expand $\alpha_{s}\left(Q^{2}\right)$ in $\log \left(Q_{0}^{2} / Q^{2}\right)$ about $Q=Q_{0}$ using

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\sum_{n=0}^{\infty} \frac{\log ^{n}\left(Q_{0}^{2} / Q^{2}\right)}{n!}\left[-\beta\left(\alpha_{s}\left(Q_{0}^{2}\right)\right) \frac{\partial}{\partial \alpha_{s}\left(Q_{0}^{2}\right)}\right]^{n} \alpha_{s}\left(Q_{0}^{2}\right), \tag{C.2}
\end{equation*}
$$

where $Q_{0}$ is an arbitrary expansion point. ${ }^{\text {IT }}$ Then $\delta C_{0}$ of eq. (2.3]) can be written in the form

$$
\begin{equation*}
\delta C_{0}=N_{u_{0}} \Lambda_{\mathrm{MS}}^{2 u_{0}} \sum_{n=0}^{\infty} q_{n} \log ^{n}\left(Q^{-2}\right) Q^{-2 u_{0}}=N_{u_{0}} \Lambda_{\overline{\mathrm{MS}}}^{2 u_{0}} \sum_{n=0}^{\infty} q_{n}\left(\frac{\partial}{\partial u_{0}}\right)^{n} Q^{-2 u_{0}} . \tag{C.3}
\end{equation*}
$$

$q_{n}$ is given by a combination of $s_{i}, \alpha_{s}\left(Q_{0}^{2}\right), \log Q_{0}^{2}$, and the coefficients of the beta function and anomalous dimension ( $b_{i}$ and $\gamma_{i}$ ).

[^11]To construct $\tilde{C}_{0}(\tau)$, define the series $\sum_{m=0}^{\infty} p_{m} x^{m}$ by

$$
\begin{equation*}
\sum_{m=0}^{\infty} p_{m} x^{m}=\frac{1}{\sum_{n=0}^{\infty} q_{n} x^{n}} \stackrel{\text { equiv. }}{\Longleftrightarrow} \sum_{m, n=0}^{\infty} p_{m} q_{n} x^{m+n}=1, \tag{C.4}
\end{equation*}
$$

or,

$$
\begin{equation*}
p_{0}=1 / q_{0}, \quad \sum_{i=0}^{N} p_{i} q_{N-i}=0 \text { for } N=1,2,3, \cdots \tag{C.5}
\end{equation*}
$$

Then we can define

$$
\begin{align*}
\tilde{C}_{0}(\tau) & =\sum_{m} p_{m}\left(\frac{\partial}{\partial u^{\prime}}\right)^{m} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2 a u^{\prime}} C_{0}\left(x^{-a}\right) \\
& =\frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2 a u^{\prime}}\left(\sum_{n=0}^{\infty} q_{n}(2 a \log (x))^{n}\right)^{-1} C_{0}\left(x^{-a}\right) \tag{C.6}
\end{align*}
$$

which is a generalized version of Eq. (3.7) with $x=Q^{-1 / a}$. Due to the inverse of an infinite sum in the integrand, the renormalon in the integrand behaves a simple power of $x$, and renormalon in the dual space can be suppressed by the inverse Laplace transform. Actually,

$$
\begin{align*}
\delta \tilde{C}_{0}(\tau) & =\sum_{m} p_{m}\left(\frac{\partial}{\partial u^{\prime}}\right)^{m} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2 a u^{\prime}} N_{u_{0}} \Lambda_{\overline{\mathrm{MS}}}^{2 u_{0}} \sum_{n=0}^{\infty} q_{n}\left(\frac{\partial}{\partial u_{0}}\right)^{n} x^{2 a u_{0}} \\
& =N_{u_{0}} \Lambda \frac{2 u_{0}}{\mathrm{MS}} \sum_{m, n} p_{m} q_{n}\left(\frac{\partial}{\partial u^{\prime}}\right)^{m}\left(\frac{\partial}{\partial u_{0}}\right)^{n} f\left(a\left(u_{0}+u^{\prime}\right) ; \tau\right) \\
& =N_{u_{0}} \Lambda \frac{2 u_{0}}{\mathrm{MS}} \sum_{m, n} p_{m} q_{n}\left(\frac{\partial}{\partial u^{\prime}}\right)^{m+n} f\left(a\left(u_{0}+u^{\prime}\right) ; \tau\right) \\
& =N_{u_{0}} \Lambda_{\overline{\mathrm{MS}}}^{2 u_{0}} f\left(a\left(u_{0}+u^{\prime}\right) ; \tau\right) \tag{C.7}
\end{align*}
$$

where

$$
\begin{equation*}
f(s ; \tau)=\frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2 s}=\frac{1}{\left(\tau^{2}\right)^{1+s}} \frac{1}{\Gamma(-s)} \tag{C.8}
\end{equation*}
$$

To suppress the renormalon, we can take the same $\left(a, u^{\prime}\right)$ as the ones without the logarithmic corrections, e.g., $u^{\prime}=-u_{0}$ and $a=1$. Then $\delta \tilde{C}_{0}=0$ up to an arbitrary order in the $\log \left(Q_{0}^{2} / Q^{2}\right)$ expansion. This means that we can construct an appropriate $\tilde{C}_{0}$ using the sequence $c_{n}$ and dual transform.

The inverse transform can be constructed as

$$
\begin{equation*}
C_{0}(Q)=x^{-2 a u^{\prime}} \sum_{n=0}^{\infty} q_{n}(2 a \log (x))^{n} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \tag{C.9}
\end{equation*}
$$

In fact, the right-hand side can be written as

$$
\begin{align*}
& x^{-2 a u^{\prime}} \sum_{m, n} p_{m} q_{n} \frac{1}{2 \pi i} \int_{x_{0}^{\prime 2}-i \infty}^{x_{0}^{\prime 2}+i \infty} d x^{\prime 2} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2}\left(x^{2}-x^{\prime 2}\right)} x^{\prime 2 a u^{\prime}}(2 a \log (x))^{n}\left(2 a \log \left(x^{\prime}\right)\right)^{m} C_{0}\left(x^{\prime-a}\right) \\
= & x^{-2 a u^{\prime}} \sum_{m, n} p_{m} q_{n} \frac{1}{2 \pi i} \int_{x_{0}^{\prime 2}-i \infty}^{x_{0}^{\prime 2}+i \infty} d x^{\prime 2} \frac{1}{x^{2}-x^{\prime 2}} x^{\prime 2 a u^{\prime}}(2 a \log (x))^{n}\left(2 a \log \left(x^{\prime}\right)\right)^{m} C_{0}\left(x^{\prime-a}\right) \\
= & x^{-2 a u^{\prime}} \sum_{m, n} p_{m} q_{n} x^{2 a u^{\prime}}(2 a \log (x))^{m+n} C_{0}\left(x^{-a}\right) \\
= & C(Q) \tag{C.10}
\end{align*}
$$

where we set $x^{\prime 2}>x^{2}$ and use the Cauchy's integral theorem in the third line. The formulation in Chap. [3 is a special case where $q_{1}=q_{2}=\cdots=0$.

Secondly, we suppress the leading and next-to-leading renormalons simultaneously. For simplicity of calculation, let us assume that they are at $u=u_{0}, u_{0}+1$, so that we take $a=1$. For $k=0$, 1 , we write the renormalons as

$$
\begin{equation*}
\delta C_{0}^{(k)}=N_{u_{0}+k} \Lambda_{\overline{\mathrm{MS}}}^{2\left(u_{0}+k\right)} \sum_{n=0}^{\infty} q_{n}^{(k)}\left(\frac{\partial}{\partial u_{0}}\right)^{n} Q^{-2\left(u_{0}+k\right)} . \tag{C.11}
\end{equation*}
$$

Similarly to the previous case, we define $\tilde{C}_{0}(\tau)$ as (note that $a=1$ )

$$
\begin{equation*}
\tilde{C}_{0}(\tau)=\sum_{l=0}^{1} \tau^{2 l} \sum_{m} p_{m}^{(l)}\left(\frac{\partial}{\partial u^{\prime}}\right)^{m} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2\left(u^{\prime}+l\right)} C_{0}\left(x^{-a}\right) \tag{C.12}
\end{equation*}
$$

To suppress the renormalons at $u=u_{0}, u_{0}+1$ simultaneously, the following equations need to be satisfied for $k=0,1$ :

$$
\begin{equation*}
\delta \tilde{C}_{0}^{(k)}=0 \Leftrightarrow \sum_{N=0}^{\infty}\left[\sum_{l=0}^{1} \sum_{i=0}^{N} \tau^{2 l} p_{i}^{(l)} q_{N-i}^{(k)}\left(\frac{\partial}{\partial u^{\prime}}\right)^{N} f\left(u_{0}+u^{\prime}+l+k ; \tau\right)\right]=0 . \tag{C.13}
\end{equation*}
$$

As a trial analysis, let us truncate the summation at a fixed $N$ and see if we can find a solution for $\left\{p_{i}^{(l)}\right\}$. The condition reads

$$
\begin{equation*}
\left.\tau^{2 s+2} \sum_{i=0}^{N}\left[p_{i}^{(0)} q_{N-i}^{(k)}\left(\frac{\partial}{\partial s}\right)^{N} f(s ; \tau)+p_{i}^{(1)} q_{N-i}^{(k)}\left(\frac{\partial}{\partial s}\right)^{N} \tau^{2} f(s+1 ; \tau)\right]\right|_{s=u_{*}+u^{\prime}+k}=0 \tag{C.14}
\end{equation*}
$$

for $k=0,1$. Let us set $u^{\prime}=-u_{0}$. Noting that $f(s ; \tau), \tau^{2} f(s+1 ; \tau) \propto 1 / \tau^{2 s+2}$, the left-hand side is an $(N-1)$ th-order polynomial of $\log \tau$, and we write $\tau^{2} f(s+1 ; \tau)=$ $-(s+1) f(s ; \tau)=g(s ; \tau)$. Hence,

$$
\begin{equation*}
\left.\tau^{2 s+2} \sum_{i=0}^{N}\left[p_{i}^{(0)} \frac{\partial^{N} f(s ; \tau)}{\partial s^{N}}+p_{i}^{(1)} \frac{\partial^{N} g(s ; \tau)}{\partial s^{N}}\right] q_{N-i}^{(k)}\right|_{s=k}=0 \tag{C.15}
\end{equation*}
$$

For $N=0$ the condition is satisfied for arbitrary $\left(p_{0}^{(0)}, p_{0}^{(1)}\right)$ since $f(k ; \tau)=g(k ; \tau)=0$ for $k=0,1$. For general $N$, equating each coefficient of $\log ^{m}(\tau)$ to zero in eq. (C.15), there are $2 N$ linear equations for $2(N+1)$ variables $\left\{p_{0}^{(0)}, p_{0}^{(1)}\right\}, \cdots,\left\{p_{N}^{(0)}, p_{N}^{(1)}\right\}$, which indicates that there is a non-trivial solution for $\left\{p_{i}^{(l)}\right\}$.

We can construct a non-trivial solution in a more sophisticated way as follows. We define

$$
\begin{equation*}
G_{k, l}(x)=\sum_{n} q_{n}^{(k)}\left(\frac{\partial}{\partial u_{0}}\right)^{n} x^{2\left(u_{0}+u^{\prime}+l+k\right)}, \tag{C.16}
\end{equation*}
$$

and $F_{l}(x)$ satisfying

$$
\left(\begin{array}{cc}
G_{0,0} & G_{1,0}  \tag{C.17}\\
G_{0,1} & G_{1,1}
\end{array}\right)\binom{F_{0}(x)}{F_{1}(x)}=\binom{\alpha_{0}}{\alpha_{1} x^{2}} x^{2\left(u_{0}+u^{\prime}\right)}
$$

where $\alpha_{0}, \alpha_{1}$ are $x$-independent arbitrary coefficients. ${ }^{\text {® }}$ In particular, $\alpha_{k}, F_{l}(r)$ are $\tau$ independent. If we define

$$
\begin{equation*}
\tilde{C}_{0}(\tau)=\sum_{l=0}^{1} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2\left(u^{\prime}+l\right)} C_{0}\left(x^{-1}\right) F_{l}(x), \tag{C.18}
\end{equation*}
$$

we find that $\delta \tilde{C}_{0}^{(k)}(\tau)=0$ for $k=0,1$.

$$
\begin{align*}
\because \delta \tilde{C}_{0}^{(k)}(\tau) & =\sum_{l=0}^{1} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2\left(u^{\prime}+l\right)} \delta C_{0}^{(k)}\left(x^{-1}\right) F_{l}(x) \\
& =N_{u_{0}+k} \Lambda_{\overline{\mathrm{MS}}}^{2\left(u_{0}+k\right)} \sum_{l=0}^{1} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} \sum_{n=0}^{\infty} q_{n}^{(k)}\left(\frac{\partial}{\partial u_{0}}\right)^{n} x^{2\left(u_{0}+u^{\prime}+l+k\right)} F_{l}(x) \\
& =N_{u_{0}+k} \Lambda_{\overline{\mathrm{MS}}}^{2\left(u_{0}+k\right)} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} \sum_{l=0}^{1} G_{k, l}(x) F_{l}(x) \\
& =N_{u_{0}+k} \Lambda_{\frac{2\left(u_{0}+k\right)}{\mathrm{MS}}}^{2\left(\alpha_{k}\right.} \frac{1}{2 \pi i} \int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} d x^{2} e^{\tau^{2} x^{2}} x^{2\left(u_{0}+u^{\prime}+k\right)} \\
& =N_{u_{0}+k} \Lambda_{\overline{\mathrm{MS}}}^{2\left(u_{0}+k\right)} \alpha_{k} f\left(u_{0}+u^{\prime}+k ; \tau\right)=0 . \tag{C.19}
\end{align*}
$$

The inverse transform is given by

$$
\begin{equation*}
C_{0}(Q)=\frac{x^{-2 u^{\prime}}}{\alpha_{k}} \sum_{n} q_{n}^{(k)}(2 \log (x))^{n} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \tag{C.20}
\end{equation*}
$$

We can construct it for either $k=0$ or 1 . (The results are the same.) In fact the

[^12]right-hand side can be written as
\[

$$
\begin{align*}
& \frac{x^{-2 u^{\prime}}}{\alpha_{k}} \sum_{l, n} q_{n}^{(k)}(2 \log (x))^{n} \frac{1}{2 \pi i} \int_{x_{0}^{\prime 2}-i \infty}^{x_{0}^{\prime 2}+i \infty} d x^{\prime 2} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2}\left(x^{2}-x^{\prime 2}\right)} x^{\prime 2\left(u^{\prime}+l\right)} C_{0}\left(x^{\prime-1}\right) F_{l}(x) \\
= & \frac{x^{-2\left(u_{0}+u^{\prime}+k\right)}}{\alpha_{k}} \sum_{l} G_{k, l}(x) F_{l}(x) C_{0}\left(x^{-1}\right)=C_{0}(Q) . \tag{C.21}
\end{align*}
$$
\]

Finally we present the formulas corresponding to eqs. (C.6), (C.9), (C.16) and (C.20), after resummation of $\log \left(Q_{0}^{2} / Q^{2}\right.$ )'s. According to eqs. ( 2.31 ) and (C.3), the relation between the expansion coefficients in $\log \left(Q_{0}^{2} / Q^{2}\right)$ and in $\alpha_{s}\left(Q^{2}\right)$ is given by

$$
\begin{equation*}
\sum_{n=0}^{\infty} q_{n} \log ^{n}\left(Q^{-2}\right)=\left(b_{0} \alpha_{s}\left(Q^{2}\right)\right)^{\gamma_{0} / b_{0}} \sum_{m=0}^{\infty} s_{m}(1) \alpha_{s}\left(Q^{2}\right)^{m} \tag{C.22}
\end{equation*}
$$

Then it is readily seen that the following expression is equivalent to eq. (C.6):

$$
\begin{equation*}
\tilde{C}_{0}(\tau)=\int_{x_{0}^{2}-i \infty}^{x_{0}^{2}+i \infty} \frac{d x^{2}}{2 \pi i} \frac{e^{\tau^{2} x^{2}} x^{2 a u^{\prime}} C_{0}\left(x^{-a}\right)}{\left(b_{0} \alpha_{s}\left(x^{-2 a}\right)\right)^{\gamma_{0} / b_{0}} \sum_{m} s_{m}(1) \alpha_{s}\left(x^{-2 a}\right)^{m}} \tag{C.23}
\end{equation*}
$$

This is an RG invariant expression. To obtain an explicit expression of $\tilde{C}_{0}(\tau)$ up to $\mathrm{N}^{k} \mathrm{LL}$, we express the integrand in expansion in $\alpha_{s}\left(\mu^{2}\right)$, dual transform order by order in $\alpha_{s}\left(\mu^{2}\right)$ up to the $k$-th order, and then set $\mu=\tau^{a}$. Eq. (C.q) can be written as

$$
\begin{equation*}
C_{0}\left(x^{-a}\right)=x^{-2 a u^{\prime}}\left(b_{0} \alpha_{s}\left(x^{-2 a}\right)\right)^{\gamma_{0} / b_{0}} \sum_{m} s_{m}(1) \alpha_{s}\left(x^{-2 a}\right)^{m} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \tag{C.24}
\end{equation*}
$$

Similarly the relation between the expansion coefficients in the case with two renormalons reads

$$
\begin{equation*}
\sum_{n=0}^{\infty} q_{n}^{(k)} \log ^{n}\left(Q^{-2}\right)=\left(b_{0} \alpha_{s}\left(Q^{2}\right)\right)^{\delta_{k}} \sum_{m=0}^{\infty} s_{m}^{(k)}(1) \alpha_{s}\left(Q^{2}\right)^{m} \tag{C.25}
\end{equation*}
$$

where $\delta_{k}=\gamma_{0}^{(k)} / b_{0}$. The following formulas achieve resummation of logarithms in eqs. (C.16) and (C.20):

$$
\begin{align*}
& G_{k, l}(x)=\left(b_{0} \alpha_{s}\left(x^{-2}\right)\right)^{\delta_{k}} \sum_{m} s_{m}^{(k)}(1) \alpha_{s}\left(x^{-2}\right)^{m} x^{2\left(u_{0}+u^{\prime}+l+k\right)}  \tag{C.26}\\
& C_{0}(Q)=\frac{x^{-2 u^{\prime}}}{\alpha_{k}}\left(b_{0} \alpha_{s}\left(x^{-2}\right)\right)^{\delta_{k}} \sum_{m} s_{m}^{(k)}(1) \alpha_{s}\left(x^{-2}\right)^{m} \int_{0}^{\infty} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \tag{C.27}
\end{align*}
$$

We anticipate that the formulation presented in this appendix can be extended to the case $a \neq 1$ and $k=2,3,4, \cdots$.

## Appendix D

## Resummation of UV renormalons in DSRS method

In this appendix, we give the definition of the resummation formula for UV renormalons in the large- $\beta_{0}$ approximation, which is used in the third analysis of Sec. 3.3. In the formula, we introduce a new parameter $\bar{u}$ to suppress UV renormalons. $\tilde{C}_{0}(\tau)$ can be expressed by the following one-parameter integral form,

$$
\begin{align*}
\tilde{C}_{0}(\tau) & =\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}\left(L_{\tau}\right) \\
& =\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \frac{\Gamma(a(\bar{u}+\hat{H}))}{\Gamma(a(\bar{u}+\hat{H}))} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}\left(L_{\tau}\right) \\
& =\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \int_{0}^{\infty} d \zeta \zeta^{a(\bar{u}+\hat{H})-1} e^{-\zeta} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}^{\prime}\left(L_{\tau}\right) \\
& =\frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \int_{0}^{\infty} d \zeta \zeta^{a \bar{u}-1} e^{-\zeta} \sum_{n=0}^{\infty} \alpha_{s}\left(\tau^{2 a} \zeta^{-a}\right)^{n+1} \tilde{c}_{n}^{\prime}, \tag{D.1}
\end{align*}
$$

where $\tilde{c}_{n}^{\prime}$ 's can be read from the following relation

$$
\begin{equation*}
\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}^{\prime}=\frac{1}{\Gamma(a(\bar{u}+\hat{H})) \Gamma\left(-a\left(u^{\prime}+\hat{H}\right)\right)} \sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} c_{n} \tag{D.2}
\end{equation*}
$$

It can be seen that the UV renormalons of $\sum_{n=0}^{\infty} \alpha_{s}\left(\mu^{2}\right)^{n+1} \tilde{c}_{n}^{\prime}$ at $u=-\bar{u},-\bar{u}-1 / a,-\bar{u}-$ $2 / a, \cdots$ are suppressed by the $1 / \Gamma(a(\bar{u}+\hat{H}))$ factor. In the fourth line of Eq. (D.]), we use the RG running formula given by

$$
\begin{equation*}
\left(\mu^{2} / \mu^{\prime 2}\right)^{\hat{H}} \alpha_{s}\left(\mu^{2}\right)=\alpha_{s}\left(\mu^{\prime 2}\right) \tag{D.3}
\end{equation*}
$$

with $\mu^{2} / \mu^{\prime 2}=\zeta^{a}$.

Then $\left[C_{0}\right]_{ \pm}$with UV renormalons resummed is calculated by

$$
\begin{align*}
{\left[C_{0}(Q)\right]_{ \pm} } & =x^{-2 a u^{\prime}} \int_{C_{\mp}} d \tau^{2} e^{-\tau^{2} x^{2}} \tilde{C}_{0}(\tau) \\
& =x^{-2 a u^{\prime}} \int_{C_{\mp}} d \tau^{2} e^{-\tau^{2} x^{2}} \frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \int_{0}^{\infty} d \zeta \zeta^{a \bar{u}-1} e^{-\zeta} \sum_{n=0}^{\infty} \alpha_{s}\left(\tau^{2 a} \zeta^{-a}\right)^{n+1} \tilde{c}_{n}^{\prime} \\
& =x^{-2 a u^{\prime}} \int_{0}^{\infty} d \zeta \zeta^{a\left(\bar{u}-u^{\prime}\right)-1} e^{-\xi} \int_{C_{\mp}} d \tau^{2} e^{-\zeta \tau^{2} x^{2}} \frac{1}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \sum_{n=0}^{\infty} \alpha_{s}\left(\tau^{2 a}\right)^{n+1} \tilde{c}_{n}^{\prime} \\
& =x^{-2 a u^{\prime}} \int_{C_{\mp}} \frac{d \tau^{2}}{\left(\tau^{2}\right)^{1+a u^{\prime}}} \frac{\Gamma\left(a\left(\bar{u}-u^{\prime}\right)\right)}{\left(1+\tau^{2} x^{2}\right)^{a\left(\bar{u}-u^{\prime}\right)}} \sum_{n=0}^{\infty} \alpha_{s}\left(\tau^{2 a}\right)^{n+1} \tilde{c}_{n}^{\prime} \tag{D.4}
\end{align*}
$$

We note that the above formula cannot extend to the case beyond large- $\beta_{0}$ approximation because the accurate asymptotic behavior due to UV renormalons is unclear.

## Appendix E

## Derivation of Eq. (4.57)

According to our paper [35] ${ }^{\text {l }}, \delta_{G}\left(\bar{m}_{h}\right)$ is expressed by the one-parameter integral form after the mass renormalization as

$$
\begin{align*}
\delta_{G}\left(\bar{m}_{h}\right) & =\lim _{M \rightarrow \infty}\left[\int_{0}^{M^{2}} \frac{d \tau}{\pi \tau} \operatorname{Im} \bar{W}_{m}\left(\frac{\tau}{\bar{m}_{h}^{2}}\right) \alpha_{\beta_{0}}\left(\tau^{2}\right)-f_{\mathrm{UV}}\right] \\
& =\int_{0}^{\infty} \frac{d \tau}{\pi \tau}\left[\operatorname{Im} \bar{W}_{m}\left(\frac{\tau}{\bar{m}_{h}^{2}}\right)-\frac{3 C_{F}}{4} \theta\left(\tau-e^{5 / 3} \bar{m}_{h}^{2}\right)\right] \alpha_{\beta_{0}}\left(\tau^{2}\right) \tag{E.1}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{W}_{m}(s)=-\frac{C_{F}}{4 \pi} \int_{0}^{1} d x\left[(2+2 x) \log \left(x^{2}+s x-s-i 0\right)+2 x\right] \tag{E.2}
\end{equation*}
$$

and $\alpha_{\beta_{0}}$ is defined by Eq. (B.2). Eq. (E.Tl) is ill-defined due to the Landau pole of $\alpha_{\beta_{0}}$, which causes the IR renormalons of $\delta_{G}\left(\bar{m}_{h}\right)$ in analogy of the DSRS method. The renormalonfree part of $\delta_{G}$ with the same convention as the Borel resummation is obtained by taking a principal value of Eq. $(\mathbb{E} \cdot \mathbb{C})$. Furthermore, the imaginary part of $\bar{W}_{m}$ is calculable in the analytic form as

$$
\begin{align*}
\operatorname{Im} \bar{W}_{m}(s) & =\frac{C_{F}}{4 \pi} \operatorname{Im}\left[-\alpha^{2} \log (-1+\alpha)+2 \alpha \log (-\alpha)+\alpha^{2} \log (\alpha)+(\alpha \rightarrow \beta)\right] \\
& =\frac{C_{F}}{8}\left(-s^{2}+(s-2) \sqrt{4 s+s^{2}}\right) \tag{E.3}
\end{align*}
$$

where $\alpha$ and $\beta$ are roots of the equation $x^{2}+s x-s-i 0=0 . \alpha$ and $\beta$ are given by,

$$
\begin{equation*}
\alpha=\frac{-s-\sqrt{4 s+s^{2}}}{2}, \quad \beta=\frac{-s+\sqrt{4 s+s^{2}}}{2}, \tag{E.4}
\end{equation*}
$$

which follows $-1<\operatorname{Re} \alpha<0, \operatorname{Im} \alpha<0,0<\operatorname{Re} \beta<1$ and $0<\operatorname{Im} \beta<1$. We can see that

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \operatorname{Im} \bar{W}_{m}(s)=\frac{3 C_{F}}{4} \tag{E.5}
\end{equation*}
$$

[^13]which is canceled by the step function term in Eq. (E.D]). Using Eq. (E.3), the principal value of the integral ( $\left.\mathbb{E} . \mathbb{H}_{1}\right)$ is calculated as
\[

$$
\begin{align*}
{\left[\delta_{G}\left(\bar{m}_{h}\right)\right]_{\mathrm{PV}} } & =\frac{C_{F}}{4 \pi b_{0}} \int_{0, \mathrm{PV}}^{e^{5 / 3}} d \tau \frac{\tau+(2-\tau) \sqrt{1+4 / \tau}}{2} \frac{1}{\log \left(\tau \bar{m}_{h}^{2} / \Lambda_{\mathrm{MS}}^{\prime 2}\right)} \\
& +\frac{C_{F}}{4 \pi b_{0}} \int_{e^{5 / 3}}^{\infty} d \tau\left(\frac{\tau+(2-\tau) \sqrt{1+4 / \tau}}{2}-\frac{3}{\tau}\right) \frac{1}{\log \left(\tau \bar{m}_{h}^{2} / \Lambda_{\mathrm{MS}}^{\prime 2}\right)} \tag{E.6}
\end{align*}
$$
\]

## Appendix F

## Renormalon cancellation in $B \rightarrow X_{c} \ell \bar{\nu}$ in the large- $\boldsymbol{\beta}_{0}$ approximation

In this appendix, we explain how the LO renormalon $(u=1 / 2)$ in the inclusive semileptonic $B$ decay width is canceled by rewriting the quark pole mass by the $\overline{\mathrm{MS}}$ mass in the large- $\beta_{0}$ approximation. It can be proved by using a one-parameter integral representation discussed in Sec. [2.2. The total decay width $\Gamma=\Gamma\left(B \rightarrow X_{c} \ell \bar{\nu}\right)$ in the large- $\beta_{0}$ approximation is calculated as

$$
\begin{equation*}
\Gamma=N_{\Gamma} m_{b}^{5} f_{1}(\rho)\left[1+C_{F} \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} w_{\gamma}\left(\tau / m_{b}^{2}, \rho\right) \alpha_{\beta_{0}}\left(\tau^{2}\right)\right] \tag{F.1}
\end{equation*}
$$

with

$$
\begin{gather*}
N_{\Gamma}=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}}{192 \pi^{3}}  \tag{F.2}\\
f_{1}(\rho)=1-8 \rho^{2}-12 \rho^{4} \log \left(\rho^{2}\right)+8 \rho^{6}-\rho^{8} \tag{F.3}
\end{gather*}
$$

and $\rho=m_{c} / m_{b}$. All-order corrections are resummed to the running coupling constant

$$
\begin{equation*}
\alpha_{\beta_{0}}\left(\tau^{2}\right)=\frac{\alpha_{s}\left(\mu^{2}\right)}{1-b_{0} \alpha_{s}\left(\mu^{2}\right) \log \left(\mu^{2} e^{5 / 3} / \tau\right)} \tag{F.4}
\end{equation*}
$$

$w_{\gamma}\left(\tau / \bar{m}_{b}^{2}, \rho\right)$ is a structure function of the LO loop diagrams with $\tau$ being a square of the momentum of the internal gluon. From Eq. (3.2) of Ref. [IT], the function $w_{\gamma}\left(\tau / m_{b}^{2}, \rho\right)$ for small $\tau$ can be read as

$$
\begin{equation*}
w_{\gamma}\left(\tau / m_{b}^{2}, \rho\right)=h_{1}(\rho) \frac{\sqrt{\tau}}{m_{b}}+\mathcal{O}\left(\tau / m_{b}^{2}\right) \tag{F.5}
\end{equation*}
$$

where

$$
\begin{gather*}
h_{1}(\rho)=\frac{1}{f_{1}(\rho)}\left(5-16 \rho-24 \rho^{2}-24 \rho^{3}+24 \rho^{4}+48 \rho^{5}-8 \rho^{6}-8 \rho^{7}+3 \rho^{8}\right. \\
\left.-48 \rho^{3} \log \left(\rho^{2}\right)-12 \rho^{2} \log \left(\rho^{2}\right)\right) \tag{F.6}
\end{gather*}
$$

Eq. ( $\mathbb{E} .5)$ implies that $\Gamma$ expressed in terms of the pole mass $m_{h}$ has the $u=1 / 2$ renormalon. Now, $\Gamma$ is expressed by rewriting $m_{h}$ by the $\overline{\mathrm{MS}}$ mass $\bar{m}_{h}$ to explicitly see the cancellation of the $u=1 / 2$ renormalon. The relation between the pole mass and the $\overline{\mathrm{MS}}$ mass is given by

$$
\begin{equation*}
m_{h}=\bar{m}_{h}\left[1+\int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} w_{m}\left(\tau / \bar{m}_{b}^{2}\right) \alpha_{\beta_{0}}\left(\tau^{2}\right)\right], \tag{F.7}
\end{equation*}
$$

where $w_{m}$ in $1 / m_{b}$ expansion can be read from Eq. ( $\left.\mathbb{E} .6 \mathbf{6}\right)$ as

$$
\begin{equation*}
w_{m}\left(\tau / \bar{m}_{b}^{2}\right)=-C_{F} \frac{\sqrt{\tau}}{\bar{m}_{b}}+\mathcal{O}\left(\tau / \bar{m}_{b}^{2}\right) \tag{F.8}
\end{equation*}
$$

Sources of $u=1 / 2$ renormalon in Eq. ( $\mathbb{E} \mathbb{Z}]$ ) are identified as $m_{b}^{5}, f_{1}(\rho)$ and $w_{\gamma}$. Their expansion forms in $1 / \bar{m}_{h}$ are given by

$$
\begin{gather*}
m_{b}^{5}=\bar{m}_{b}^{5}\left[1+5 \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} w_{m}\left(\tau / \bar{m}_{b}^{2}\right) \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{b}^{2}\right)\right] \\
=\bar{m}_{b}^{5}\left[1-\frac{5 C_{F}}{\bar{m}_{b}} \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} \sqrt{\tau} \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{b}^{2}\right)\right],  \tag{F.9}\\
f_{1}(\rho)=f_{1}(\bar{\rho})\left[1+\frac{f_{1}^{\prime}(\bar{\rho})}{f_{1}(\bar{\rho})} \bar{\rho} \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau}\left(w_{m}\left(\tau / \bar{m}_{c}^{2}\right)-w_{m}\left(\tau / \bar{m}_{b}^{2}\right)\right) \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{h}^{2}\right)\right] \\
=f_{1}(\bar{\rho})\left[1-\frac{C_{F}}{\bar{m}_{b}} \frac{f_{1}^{\prime}(\bar{\rho})}{f_{1}(\bar{\rho})}(1-\bar{\rho}) \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} \sqrt{\tau} \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{h}^{2}\right)\right], \tag{F.10}
\end{gather*}
$$

and

$$
\begin{align*}
C_{F} \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} w_{\gamma}\left(\tau / m_{b}^{2}, \rho\right) \alpha_{\beta_{0}}\left(\tau^{2}\right) & =C_{F} \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} h_{1}(\rho) \frac{\sqrt{\tau}}{m_{b}} \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / m_{h}^{2}\right) \\
& =\frac{C_{F}}{\bar{m}_{b}} h_{1}(\bar{\rho}) \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} \sqrt{\tau} \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{h}^{2} \gamma \mathrm{~F} .\right.
\end{align*}
$$

where $\bar{\rho}=\bar{m}_{c} / \bar{m}_{b}$ and we use

$$
\begin{equation*}
\rho / \bar{\rho}=1+\int_{0}^{\infty} \frac{d \tau}{2 \pi \tau}\left(w_{m}\left(\tau / \bar{m}_{c}^{2}\right)-w_{m}\left(\tau / \bar{m}_{b}^{2}\right)\right) \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{h}^{2}\right) \tag{F.12}
\end{equation*}
$$

Finally we obtain

$$
\begin{equation*}
\Gamma=N_{\Gamma} \bar{m}_{b}^{5} f_{1}(\bar{\rho})\left[1+\frac{F_{1 / 2}(\bar{\rho})}{\bar{m}_{b}} \int_{0}^{\infty} \frac{d \tau}{2 \pi \tau} \sqrt{\tau} \alpha_{\beta_{0}}\left(\tau^{2}\right)+\mathcal{O}\left(\Lambda_{\mathrm{QCD}}^{2} / \bar{m}_{h}^{2}\right)\right] \tag{F.13}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{1 / 2}(\bar{\rho})=-5 C_{F}-C_{F} \frac{f_{1}^{\prime}(\bar{\rho})}{f_{1}(\bar{\rho})}(1-\bar{\rho})+C_{F} h_{1}(\bar{\rho})=0 \tag{F.14}
\end{equation*}
$$

which indicates for $\Gamma$ to be free from the $u=1 / 2$ renormalon after rewriting a pole mass to $\overline{\mathrm{MS}}$ mass. It is non-trivial that the $\rho=m_{c} / m_{b}$ dependence of $\Gamma$ is essentially important for this excellent cancellation. In the limit $m_{c} \rightarrow 0$, in which the $B$ meson decays to the up-type hadrons and $\ell \bar{\nu}$, the second term in Eq. ( $\mathbb{E} \cdot \sqrt{4})$ vanishes.

## Appendix G

## Determination of $\left|V_{c b}\right|$ at $\mathrm{N}^{3} \mathrm{LO}$ level using 1 S state mass of bottomonium

In this appendix，we explain the detailed calculation of the Wilson coefficient in the $\left|V_{c b}\right|$ determination at $\mathrm{N}^{3} \mathrm{LO}$ level using 1 S state mass of bottomonium $M_{\bar{b} b(1 \mathrm{~S})}$ ．The perturbative calculated part of 1 S mass in terms of the pole mass $m_{b}$ is given by

$$
\begin{equation*}
\frac{M_{\bar{b} b(1 \mathrm{~S})}}{2 m_{b}}=1+\sum_{n=1}^{3} \varepsilon^{n} e_{n}\left(\bar{m}_{c} / M_{\bar{b} b(1 \mathrm{~S})}, \alpha_{s}\right) \tag{G.1}
\end{equation*}
$$

where we use the $\varepsilon$－expansion［ $\left[2.5,[26]\right.$ instead of the usual $\alpha_{s}$ expansion．The $\varepsilon$－expansion is a convenient framework which can treat the $u=1 / 2$ renormalon properly，whereas the order counting in $\alpha_{s}$ is not appropriate in the situation that the typical scale or the Bohr radius of the bottomonium depends on $\alpha_{s}$ as $\left(\frac{1}{2} C_{F} \alpha_{s} m_{b}\right)^{-1}$ ．Each coefficient of $\varepsilon$ depends on $\alpha_{s}$ ．The parameter $\varepsilon$ is finally set to one．For the mass relation Eq．（［G．］）， we basically use the results in ref．［III］but we consider the internal charm mass effects beyond the linear approximation in $\bar{m}_{c} / M_{\bar{b} b(1 \mathrm{~S})}$ using the results in ref．［ 7$]$ ．For the charm quark，we use the relation between the pole and the MS masses up to the $\mathcal{O}\left(\alpha_{s}^{3}\right)$ order given in App．⿴囗．We include non－decoupling effects of the bottom quark using the results in ref．［7］，although the effects turned out to be small as in App．田．

In this analysis，the LO Wilson coefficient of the decay width is also given in the $\varepsilon$－expansion as

$$
\begin{equation*}
C_{\bar{Q} Q}^{\Gamma}\left(m_{c} / m_{b}, \alpha_{s}\right)=\sum_{n=0}^{3} \varepsilon^{n} \alpha_{s}\left(m_{b}^{2}\right)^{n} X_{n}(\rho), \tag{G.2}
\end{equation*}
$$

where coefficient $X_{n}$ is given in App．因．We make a remark on the $u=1 / 2$ renormalon cancellation in the product $m_{b}^{5} C_{\bar{Q} Q}^{\Gamma}$ Since the Wilson coefficient $C_{\bar{Q} Q}^{\Gamma}$ is calculated by treating the charm quark as massive，its renormalon uncertainty is actually that of three－ flavor QCD．To cancel the renormalon in the product $m_{b}^{5} C_{\bar{Q} Q}^{\Gamma}$ ，the renormalon uncertainty of $m_{b}$ should also be that of three－flavor QCD．We therefore need to consider internal charm mass effects on the mass relation for consistency．Related to this，we consider the three－flavor running coupling constant $\alpha_{s}=\alpha_{s}^{(3)}$ as it is natural in this situation．

Using Eq．（G．1］），we rewrite $m_{b}$ in Eq．（G．2）in terms of $M_{\bar{b} b(1 S)} / 2$ ．In this process we use the flavor threshold relation in App．四 to express the series in terms of $\alpha_{s}^{(3)}$ ．The
charm quark pole mass $m_{c}$ is expressed in terms of $\bar{m}_{c}$. Then we obtain

$$
\begin{equation*}
m_{b}^{5} C_{\bar{Q} Q}^{\Gamma}\left(m_{c} / m_{b}, \alpha_{s}\right)=m_{1 \mathrm{~S}}^{5} \sum_{n=0}^{3} \varepsilon^{n} X_{n}^{1 \mathrm{~S}}\left(\bar{m}_{c} / m_{1 \mathrm{~S}}, \alpha_{s}\right) \tag{G.3}
\end{equation*}
$$

with $m_{1 \mathrm{~S}}=M_{\bar{b} b(1 \mathrm{~S})} / 2$. After rewriting the quark pole masses, the $\varepsilon$-expansion shows a good convergence. Using $M_{\bar{b} b(1 \mathrm{~S})}=M_{\Upsilon(1 \mathrm{~S})}=9.46030 \mathrm{GeV}$ and the PDG values of $\bar{m}_{c}$ and $\alpha_{s}$ as inputs, we obtain

$$
\begin{equation*}
\sum_{n=0}^{3} \varepsilon^{n} X_{n}^{1 \mathrm{~S}}\left(\bar{m}_{c} / m_{1 \mathrm{~S}}, \alpha_{s}\right)=0.5903-0.0836 \varepsilon-0.0281 \varepsilon^{2}-0.0070 \varepsilon^{3} \tag{G.4}
\end{equation*}
$$

and using $M_{\bar{b} b(1 \mathrm{~S})}=M_{\eta_{b}(\mathrm{~S})}=9.3987 \mathrm{GeV}$, we obtain

$$
\begin{equation*}
\sum_{n=0}^{3} \varepsilon^{n} X_{n}^{1 \mathrm{~S}}\left(\bar{m}_{c} / m_{1 \mathrm{~S}}, \alpha_{s}\right)=0.5863-0.0797 \varepsilon-0.0294 \varepsilon^{2}-0.0073 \varepsilon^{3} \tag{G.5}
\end{equation*}
$$

The detailed procedure of the determination of $\left|V_{c b}\right|$ is explained in Ref. [60].
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[^0]:    ${ }^{1}$ There is another source of the rapid growth, behaved as $c_{n} \sim n!/(4 \pi)^{n}$, which is occured from the proliferation of the number of Feynman diagrams. In this paper, we ignore the divergence due to the proliferation, since it is greatly suppressed compared to that due to renormalons.

[^1]:    ${ }^{1}$ The FTRS method, which is also our method for renormalon subtraction in Refs. [40, 41, 42], is essentially equivalent to the DSRS method. It is because the Fourier transform used in the FTRS method is closely related to the dual transform (Eq. (3.7)). It implies that the properties for the FTRS method is also valid for the DSRS method.

[^2]:    ${ }^{1}$ In later section, we will see that this treatment causes small uncertainty due to the inverse power of $m_{h}$ in the OPE based on HQET. Although it can be resolved by using the extended formula in App. ©, we neglect its contribution in our analysis to avoid complications in the calculations.

[^3]:    ${ }^{2}$ One can eliminate the renormalons by setting the parameters to $\left(a, u^{\prime}\right)=\left(2,-b_{0}^{(3)} /\left(2 b_{0}^{(4)}\right)\right)$.

[^4]:    ${ }^{3}$ There is inconsistency between the results of the lattice simulation for $N_{f}=2+1$ and $N_{f}=2+1+1$.

[^5]:    ${ }^{4}$ We note that $\rho(\bar{\rho})$ in terms of $\alpha_{s}\left(\bar{m}_{b}\right)$ has the $u=1 / 2$ renormalon of the form

    $$
    \begin{equation*}
    \bar{\rho}\left(\frac{\Lambda_{\overline{\mathrm{MS}}}}{\bar{m}_{c}}-\frac{\Lambda_{\overline{\mathrm{MS}}}}{\bar{m}_{b}}\right) \tag{4.96}
    \end{equation*}
    $$

    which is non-trivially canceled against $\rho$-dependence of the coefficients of $C_{\bar{Q} Q}^{\Gamma}$ in Eq. ( 4.931$)$ (see App. $\mathbb{E}$ ).

[^6]:    ${ }^{5}$ It is difficult to naively apply the extended formula in App. C to this case. It is because the $\log (Q)$ correction in Eq. (C..3) is assumed to be obtained from $\alpha_{s}$ expansion, while $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ is resummed after renormalon subtraction. If we expand $\left[\bar{C}_{\bar{Q} Q}^{\Gamma}\right]_{\mathrm{PV}}$ in $\alpha_{s}$, logarithmic corrections would exhibit a renormalon divergence, which is out of scope of this extended formula.

[^7]:    ${ }^{7}$ The leading non-perturbative contribution to the bottomonium spectrum is given by the non-local gluon condensate which represents contributions from the ultrasoft scale $\left(\sim m_{b} \alpha_{s}^{2}\right)$ and smaller scales [36]. This contribution is spin independent and is estimated to be smaller than or comparable to the current perturbative uncertainty to each energy level. This feature is further confirmed in the analysis of the static potential [39].
    ${ }^{8}$ Phenomenologically, it is natural that the gradient of the potential should be steeper to approach the linear potential in the long-range region. Perturbatively, the slope of the potential is expected to be steep based on the estimation of the effect of higher-order perturbative corrections using RG-improvement.

[^8]:    ${ }^{1}$ The reason why we limit $k$ to this range is that we do not know the QCD beta function beyond five loops and hence in the argument below the singularity structure in the complex $p$ plane cannot be made definite. In the case within the large- $\beta_{0}$ approximation, where the QCD beta function is given by the LL one, the range of $k$ is not limited.
    ${ }^{2}$ For $k=0$ (LL) the assumption indeed holds, see below. Although we believe that this assumption can be checked for $1 \leq k \leq 4$, up to now we do not know the proof or disproof.

[^9]:    ${ }^{3}$ This equality is invalid if $B_{X}(u)$ contains singularities in the first quadrant of complex Borel $u$-plane. We assume that the contribution from such singularities is negligible in the high energy region, while it would be a restriction in the low energy region. For the Adler function, this kind of restriction has been discussed recently [70]].
    ${ }^{4}$ This is the only singularity of $\tilde{X}$ in the LL approximation.

[^10]:    ${ }^{5}$ In the case that we expand in $\alpha_{s}$, regularizations are unnecessary. The difference is that the singularities of $\tilde{X}$ in the $p$ plane stay fixed at the origin, so that we do not need to rotate the integration contour of $u$ but it can be kept on the positive real axis.

[^11]:    ${ }^{1}$ It is natural to take $Q_{0}$ within the energy range where we use the OPE, such that $\alpha_{s}\left(Q_{0}\right) \log \left(Q_{0}^{2} / Q^{2}\right)$ can be regarded as a small parameter.

[^12]:    ${ }^{2}$ These parameters correspond to $\left\{p_{0}^{(0)}, p_{0}^{(1)}\right\}$. In the case that the matrix on the left-hand side does not have its inverse, we adjust $\alpha_{0} / \alpha_{1}$ such that $F_{l}(r)$ have a non-trivial solution.

[^13]:    ${ }^{1}$ We found a misprint in Eq. (21) of Ref. [35]], in which a factor $\pi$ in the denominator of the second term is unnecessary.

