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With advances in digital technologies, the number of images we are subjected to every day has increased
significantly. Predicting and recommending human subjective preferences for images is useful for selecting image
data efficiently to avoid the unnecessary use of valuable storage space. In this study, we investigate the use of a
machine learning model for estimating human preferences for images from spontaneous facial features extracted
from video images of human faces while they are performing a natural preference evaluation task. We use two
image categories and compare the results between categories. We also conduct an experiment to assess the
performance of human raters in predicting the preferences of others from facial videos. As a standard to compare
predictive performance from facial expressions, we also test prediction from high-level image features by training
a deep learning model using the obtained experimental data. The results show that the spontaneous facial features
produce prediction performance comparable with, and for lunch box images, marginally better than, the image
features specifically trained for our dataset, and clearly outperform the human raters. We further examine which
facial expression features are important for prediction and show that the important facial features differ between
image categories. Our results show that facial expressions can be used to predict the preference for images, to
some extent, although we need to be careful when generalizing the learned model to other image categories.
Our machine learning approach also provides insights into the differences in the cognitive mechanisms used for
preference evaluation for different image categories.
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1. Introduction

With the evolution of Internet technology and mobile devices, the number of images that we are subjected to every
day is increasing rapidly. We often make subjective judgements about images in situations such as internet shopping,
rating photos on social networking sites, or choosing which photos to keep when there are too many for the available
storage space. As the number of images overwhelmingly increases, technologies for predicting and recommending
human subjective preferences for images become more important [1, 2]. In response to this need, in recent years, there
has been considerable research on predicting subjective evaluation using machine learning [3–10]. The recent
advancements of researches also allow us to automatically detect text importance from images [11] and extract body
postures of students related to class engagement from videos [12]. Human studies of attention also provide insights into
the selection of information. There are two types of attention: top-down attention, whereby subjects intentionally
control where their attention is focused, and bottom-up attention, whereby the subject’s attention is attracted to the
location of salient stimuli, such as a flashing light or loud sound [13, 14]. Under the assumption that attention is oriented
to process important information, it is worth considering the effects of both top-down and bottom-up attention on
preference judgements. We consider image features, which are related to bottom-up attention, and facial expressions
while evaluating preference, which are perhaps related to top-down attention.

In predicting preference judgements, it is preferable to use implicit information that does not interfere with people’s
choice behavior. One important piece of implicit information is the facial expressions that can be obtained by the
cameras in modern digital devices, such as PCs and mobile phones. Humans make facial expressions in response to
images [15, 16], and recent advances in machine learning techniques have made it possible to automatically analyze
these facial expressions in response to the presented images. In many recent studies, machine learning techniques have
been used to estimate human decision making and preferences from facial expressions extracted from video recordings.
Examples of these studies include predictions of voting behavior [5], music preferences [6], engagement of learners in
education [10, 17], and the estimation of emotions during video advertisement viewing [7, 9].

Automatic facial expression recognition has been investigated for many years in a number of research fields. In many
early studies, researchers used facial images or videos in which actors or other people attempted to show emotions
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intentionally [18, 19]. Recently, spontaneous and natural facial expressions have become a topic of great interest
[17–21]. Generally, spontaneous facial expressions are weaker and more diverse than intentionally made facial
expressions, which makes it challenging to evaluate spontaneous facial expressions [21–24]. Among the investigations
of spontaneous facial expressions, in one study, researchers showed that human preferences for images could be
predicted [25]. In their work, the task was an alternative-choice judgement, that is, choosing one of two images
presented for a fixed duration. In the present study, we examine prediction performance in a more natural setting. We
recorded facial videos while the participants were forming a preference between images on a social networking service,
as they may do in real life. The participants were asked to ‘‘like’’ images to reflect their preferences, and were able to
view the images for as long as they wished and to ‘‘like’’ as many images as they wished, rather than being forced to
make a decision. Assessing predictive performance in such a natural scenario is vital for real-world applications.

There are two additional difficulties related to preference prediction in natural scenarios. One is that humans use
different properties of images to determine their preference depending on the category of the images. For example,
familiarity is important for the preference of faces and novelty is important for the preference of natural scene images
[26]. The other difficulty is the fact that humans seem to express their preferences differently for different image
categories. A study has shown that changes in facial expressions according to the preference for the image/video being
watched vary among image categories [27]. Therefore, it is important to investigate the performance of preference
prediction using multiple image categories and analyze which facial features contribute to the prediction.

In this study, we develop a method for estimating users’ preferences for images using machine learning from
spontaneous facial videos taken while the users are performing a natural preference evaluation task. To compare the
results for different image categories, we conduct a preference judgement experiment using two image categories. As
a standard to compare predictive performance from facial expressions, we also test prediction from high-level image
features by training a deep learning model using the obtained experimental data. We also conduct an experiment to
assess human performance in predicting preference judgements from face videos. Furthermore, we examine the
importance of the facial expression features used by the model to predict preference judgements from face videos to
investigate which facial features contribute to the prediction and how they differ between image categories.

2. Experiments

2.1 Image preference evaluation experiment

We conducted preference evaluation experiments to obtain data on human preference judgements for images and the
facial expressions of the evaluators while making preference judgements. To create a natural scenario that may occur in
our daily lives, we presented the participants with images on a screen resembling the interface of Instagram [28]
(Fig. 1). The images were obtained from the Internet in real time using the tag search function of Instagram. We chose
two tags that are commonly used on Instagram, that is, ‘‘# ’’ (lunchbox in Japanese) and ‘‘#landscape,’’ to obtain
data for the image domains.

Each trial started when a visual stimulus was presented on a screen (Fig. 1). The participants were asked to indicate
whether they ‘‘liked’’ the image or not by pressing a key on a keyboard. Because the images were obtained
automatically using hashtags, the presented images were not always in the intended category. In that case, the
participants were asked to press a button that indicated that the presented image was irrelevant, and the trial was
abandoned. The participants were given as long as they needed to make a judgement in each trial. After they provided a

Fig. 1. Schematic diagram of the image preference evaluation experiment and the analysis of image preference estimation in this
study. Preference estimation was performed by LightGBM using features extracted from the face image of the evaluator during
the experiment, along with the presented image.
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response, the next trial started after an interval of 0.5 s. During the trials, the facial videos of the participants were
recorded with a camera mounted on a PC for later analysis, together with their responses. For each trial, we recorded
the face video from the time of stimulus presentation until the start of the next stimulus presentation and used the video
for analysis. Because some participants performed the experiment from home using their own PCs, the video resolution
and frames per second of the recordings varied across participants. To record natural facial expressions, we did not
instruct the participants to make any particular facial expressions. Ten participants, including two of the authors,
participated in the experiment (eight males and two females), and each participant evaluated 600 images for each of the
two tags.

This study was approved by the Ethics Committee of the Research Institute of Electrical Communication, Tohoku
University, and was conducted in accordance with the Code of Ethics of the World Medical Association (Declaration of
Helsinki).

2.2 Human performance of preference prediction

To establish a standard against which to compare the prediction performance of the machine learning model, we
measured the human performance of preference prediction from face videos. We recruited six raters (five males and one
female, age 22:8� 1:6) who were not participants in the preference evaluation experiment.

As a test face video dataset, we randomly chose ten face videos from each category and for each participant in which
the participant ‘‘liked’’ and ‘‘not liked’’ an image. This procedure resulted in 400 face videos to be judged by the human
raters (ten videos � two judgement categories � two image categories � ten participants). We divided each set of ten
videos described above into training and test sets according to the ratio 8 : 2.

The experiment started with a training session in which the training face videos were randomly chosen and shown to
the raters. A trial started with a face video from one trial in the preference evaluation experiment being presented on a
gray background (Fig. 2) with a slide bar below the face video. The raters were asked to rate their confidence about
whether the participant liked the image or not by moving the slider to a place between the leftmost point (‘‘not liked’’
with 100% confidence) and the rightmost point (‘‘liked’’ with 100% confidence). This continuous evaluation allowed
us to calculate the area under the curve (AUC) score described in Sect. 3.3 and compare the performance of human
raters and the machine learning model. In the training session, the raters’ rating, the true label, and the distance between
their rating and the true label were presented to them as feedback. After 160 trials of the training session, the raters
proceeded to the test phase of 40 trials. In the test phase, the experimental settings were almost the same as in the
training session, but without the feedback of the true label.

After the experiment, the raters were asked to answer two questions on a 5-point scale: ‘‘How difficult was the task?’’
and ‘‘How well did you learn in the training phase?’’

3. Analysis

In this study, we constructed a binary classification model for predicting the image preference. We compared
different sets of input features to predict the preference: facial expression features extracted from face videos during
judgements, image features extracted from presented stimulus images, and a combination of both sets of features.
Additionally, we performed importance analysis to investigate the facial expression features that were most important
in predicting the preference ratings.

Fig. 2. Example screens in the experiment to measure human performance of preference judgements. A face video from a trial in
the preference evaluation experiment was presented (left panel), and the raters moved the slide bar below the face video to
indicate their confidence about whether the person in the video ‘‘liked’’ the image they were seeing. In the training session,
feedback about the true label was given to the rater (right panel).
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3.1 Extraction of facial expression features

The Facial Action Coding System (FACS) [29] is the most widely used framework for analyzing facial expressions.
In FACS, the movements of face parts are expressed as action units (AUs) to characterize the elements of facial
expressions. We used open-source OpenFace [30] software to extract AUs from each face image frame of the video
recorded during the preference evaluation. OpenFace outputs two types of AUs: quantities that represent the intensity
of each AU on a continuous scale from 0 to 5 (AUr) and binary quantities that represent whether AUs exist in the image
(AUc). OpenFace outputs 17 types of AUs for AUr and 18 types of AUs for AUc. For each trial, we used the face video
from the time of stimulus presentation until the start of the next stimulus presentation. By applying OpenFace to
the images of each frame of the face video, we obtained time series data of the changes in the AUs in each trial. In this
study, to summarize the dynamic features of the time series data, we calculated seven features from the time series of
AUr for each trial: the mean, minimum, maximum, standard deviation, and three quartiles. Similarly, for AUc, we
calculated the mean and standard deviation for each trial. Combining these facial features, we extracted a total of 155
(119 for AUr plus 36 for AUc) dimensions of facial expression for each trial.

3.2 Image features of presented images

As a baseline to compare predictive performance from facial expressions, we also tested the predictions of the
preference evaluation from stimulus image features. Deep learning models are powerful models that can capture the
complex features of input images. We used a ResNet-50 model [31], one of the most widely used deep learning models,
to extract high-level image features from the stimulus images presented to the participants during the trials. To obtain
the image features related to image preference evaluation, we trained a ResNet-50 model to predict the preference
judgement of the participants. We used the pre-trained ResNet-50 model that was trained using the ImageNet dataset,
but replaced the last fully connected layer with a fully connected layer with two output units that represented the two
classes of the participant’s response (liked or not liked). We used the weights of the convolutional layers in the
pretrained model as the initial state of our model and fine-tuned the entire network to fit the data obtained in our
experiment. We divided the data into training and validation sets, as explained in the next section. We resized the input
stimulus images to match the input of the ResNet-50 model. For training the stimulus images, to improve the
generalization performance of the trained model, we also applied image augmentations using random horizontal flip,
random rotation (up to �15�), random translation (up to 0.1 of the image width and height), random rescaling (between
0.9 and 1.1), and random brightness change (between 0.9 and 1.1). We trained the network to minimize the cross-
entropy loss in the last output layers using the Adam algorithm with a learning rate of 1e�5. We repeated training using
the training data for 10 epochs, at which point the training effect was almost saturated. After training, we used the
final network output of the convolutional layers right before the fully connected layer as the high-level image features
(2048 dimensions) of the presented images.

3.3 Model for predicting image preference

We used the LightGBM model [32], which is a gradient boosting method, to estimate the preference for images from
facial expression features and stimulus image features. We trained the model to predict a binary variable of whether
the participants liked the image from the facial expression features and/or the stimulus image features extracted for
each trial. We compared three sets of features as the input to the model and examined the difference in prediction
performance that resulted from the type of features used for prediction: only facial features, only image features, and
both types of features. We used the AUC score, which is a measure of the performance of a classifier, as the index of
prediction performance. The machine learning model output a continuous value rather than a binary value, and we
calculated the AUC score by setting various criteria to transform the continuous value to the final binary decision. We
assessed the generalized performance of the model using a stratified 5-fold cross-validation analysis in which we
divided the data into training (4/5) and validation (1/5) sets while maintaining the distribution of the target variable
in the original data for each of the training and validation target distributions. For prediction based on image features,
we first used the training data in each cross-validation set to train the ResNet-50 model, and then used the high-level
image features as the input image features for both the training and evaluation of the LightGBM model.

3.4 Importance analysis of facial image features

To identify the facial image features that contributed to the preference prediction by the machine learning model, we
conducted importance analysis using Shapley additive explanations (SHAP) values [33]. The prediction of the model
can be approximated using SHAP values as

Predictioni ¼ ’0 þ
XM

j¼1

’j; ð3:1Þ

where Predictioni is the predicted value for sample i, ’0 is the mean of the predicted values, M is the number of
features, and ’j is the contribution of feature j to the prediction. The sign and magnitude of ’j represent the effect of
each feature on the prediction. The average importance of a feature p can be calculated by taking the average of ’j over
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samples as

FeatureImportancep ¼
1

N

XN

i¼1

j’ipj; ð3:2Þ

where FeatureImportancep is the average importance of feature p, N is the number of samples in the data, and ’ip is the
contribution of predicted sample i to feature p.

4. Results

4.1 Distribution of participants’ responses in the preference evaluation experiment

Table 1 presents the distribution of the preference judgements of all participants in the experiment. The total number
of data samples is less than the expected 6,000 (600 trials � 10 participants) because we excluded data with missing
feature values. For both the ‘‘lunchbox’’ and ‘‘landscape’’ tags, the ‘‘liked’’ and ‘‘not liked’’ proportions were nearly
50%, which indicates that there was no significant bias in the distribution of the preference judgement data.

4.2 Predictive performance of the model and human raters

Figure 3 compares the predictive performance of the model from different feature sets, that is, facial expression
features, image features, and both features, for each of the image categories, together with the performance of the
human raters. The facial features achieved prediction performance comparable with, and for lunch box images,
marginally better than, the image features specifically trained for our dataset. The predictive performance using both
features was not significantly different from when only facial features were used, which means that most of the
predictive power comes from facial features. The performance of the human raters was nearly the same as, or slightly
worse than, the model performance using only image features. In particular, for the landscape images, the performance
of the human raters was not significantly different from the chance level (1 sample t-test, p ¼ 0:74).

4.3 Importance analysis of facial expression features

Next, we conducted importance analysis to investigate the facial expression features that contributed to the
preference prediction by the machine learning model using the SHAP values. We used the LightGBM model trained to

Table 1. Distribution of the preference judgements of all participants.

Tag Number of data Proportion of ‘‘liked’’ (%) Proportion of ‘‘not liked’’ (%)

lunchbox 5921 53 47

landscape 5276 51 49

Fig. 3. Predictive performance of the model using different feature sets and human raters. The performance of the model is
compared for facial expression features, image features, and both features as input. The vertical axis is the AUC score as the
measure of predictive performance. The error in the model results represents the standard deviation across the cross-validation
sets, and the error in human performance is the standard deviation across all raters. The dotted line represents the chance level of
0.5. Pairs that were significantly (p < 0:05) and marginally different (p < 0:1) according to Tukey-HSD multiple comparison
tests are indicated by �� and �, respectively.
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predict human preferences from only facial features for the analysis. Figure 4 shows the contribution of the top-three
features out of 155 facial expression features for the lunchbox and landscape image categories. The results show that
different facial features made different contributions to each image category. For the lunchbox images, AU12 (Lip
corner puller) made the largest contribution, followed by AU06 (Cheek raiser) and AU17 (Chin raiser). For the
landscape image, the contribution of AU05 (Upper lid raiser) was dominant, followed by minor contributions from
AU17 and AU26 (Jaw drop).

5. Discussion and Conclusion

In this study, we developed a method for estimating human preferences for images using a machine learning model
that examined facial videos taken while the users were evaluating the images. We conducted a preference judgement
experiment using two image categories. We also conducted an experiment to assess the human performance of
predicting preference judgements from face videos to compare the predictive performance of human raters with that of
the proposed machine learning model.

The results showed that the facial features achieved prediction performance comparable with, and for lunch box
images, marginally better than, the image features specifically trained for our dataset. We also found that our model
performed better at predicting image preferences than the human raters. Because we did not ask the participants in the
image preference experiment to make deliberate facial expressions, most of the participants’ facial expressions could
not be distinguished by the human raters. Our results showed that the preference judgements predicted by the human
raters had a low success rate. For the landscape images, in particular, human performance was at the chance level,
whereas the machine learning model predicted preferences as accurately as for the lunchbox images.

It should be noted that we trained the machine learning model using approximately 4,000–5,000 samples in each
cross-validation set, whereas the human raters practiced with 160 trials for each image category. It could be argued that
a direct comparison between the performance of the machine learning model and human raters may not be fair. In the
post-experiment questionnaire, we asked the human raters two questions: ‘‘How difficult was the task?’’ and ‘‘How well
did you learn in the training phase?’’ All the raters rated the task difficulty as 4 or 5, which means that the task was
difficult for all of them. However, the answers to the learning performance question varied across raters. We calculated
the ROC AUC score for each rater from their responses and averaged the score across two image categories, and
examined the relationship between the mean AUC score and raters’ self-report about learning performance (Fig. 5).
There was a significant and strong correlation between these two quantities. In future work, it will be interesting to
investigate whether these individual differences diminish with more intensive training or whether they reflect the
diversity in the raters’ cognitive ability to predict preference from facial expressions.

The participants’ facial expressions changed dynamically during a trial, and the temporal change could contain some
useful information about their preference judgement. In our analysis, we calculated some statistics of the dynamics of

Fig. 4. Top three facial expression features in terms of their contribution to the prediction of human preference judgements for
lunchbox (top) and landscape (bottom) image categories. The horizontal axis represents the average absolute value of the SHAP
values across all training samples, as defined in Eq. (3.2), which is the measure of the average contribution of the feature to the
prediction.
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expression from the entire duration of the face video in the trial. Humans show brief emotional facial expressions
shorter than half a second, particularly when they try to conceal their true emotion [34]. There have also been recent
advancements in automatically detecting micro expressions [35]. Because our current analysis method cannot capture
such a short change of facial expressions, predictive performance could be further improved by incorporating
techniques to detect micro expressions.

We also examined the importance of the facial expression features used by the model to predict preference
judgements. We showed that the important facial features differed between the two image categories, that is, lunchbox
images and landscape images. For lunchbox images, AU12 (Lip corner puller) and AU06 (Cheek raiser) were important
facial expression features. These features are related to smiling and associated with positive emotions, such as
happiness and joy [36, 37]. For the landscape images, AU05 (Upper lid raiser) was dominant and is associated with
rather negative emotions, such as fear, anger, and surprise.

This difference in the associated emotions between the two image categories might explain the poor performance
of the human raters, particularly the almost-chance level performance in the landscape category, because humans
recognize happy facial emotions better and more consistently than other emotions [24, 38]. It is intuitive to assume that
people exhibit happy face features when they prefer the images they are looking at, as we observed for the lunchbox
image category. However, the major contribution of AU05 for the landscape images is counterintuitive. One possible
explanation is that people exhibit feelings of awe, a complex emotion that is most closely related to fear among the
basic emotions, when exposed to natural scenes [39, 40]. Another possibility is that novelty, which is supposedly
related to surprise, is important for the preference judgement of natural scenes [26].

These results show that, although the proposed model can predict the preference judgements for images in different
categories with nearly the same level of accuracy, there are significant differences in the facial expression features that
are useful for making predictions. This suggests that we need to be careful when generalizing a model trained on a
dataset with limited image categories to predict the preferences for images in categories that were not in the trained
data. Our machine learning approach also suggests that the cognitive mechanism used for preference judgements may
be different for different image categories, in line with previous research. In our experiment, we used lunchbox and
landscape image categories. Although landscape seems to be a broad image category, lunchbox is a relatively narrow
category that is included in broader categories such as food. Future work is required to investigate the image category
broadness to which we can generalize our results and at what broadness level the difference in relevant facial features
appears.

To summarize, we have attempted to predict human preference judgements for images using facial images recorded
during the judgement process and the features of the images being judged. The results verify the usefulness of implicit
facial expressions. These should be added to the list of important implicit processes for human cognitive and active
behaviors, such as the effect of implicit learning on the actions performed during a visual search or automatic attention
to objects that are near to the subject’s hands [41–43].
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