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Abstract
Pragmatics is core to natural language, enabling speakers
to communicate efficiently with structures like ellipsis and
anaphora that can shorten utterances without loss of meaning.
These structures require a listener to interpret an ambiguous
form—like a pronoun—and infer the speaker’s intended mean-
ing—who that pronoun refers to. Despite potential to introduce
ambiguity, anaphora is ubiquitous across human language. In
an effort to better understand the origins of anaphoric struc-
ture in natural language, we look to see if analogous structures
can emerge between artificial neural networks trained to solve
a communicative task. We show that: first, despite the poten-
tial for increased ambiguity, languages with anaphoric struc-
tures are learnable by neural models. Second, anaphoric struc-
tures emerge between models ‘naturally’ without need for ad-
ditional constraints. Finally, introducing an explicit efficiency
pressure on the speaker increases the prevalence of these struc-
tures. We conclude that certain pragmatic structures straight-
forwardly emerge between neural networks, without explicit
efficiency pressures, but that the competing needs of speakers
and listeners conditions the degree and nature of their emer-
gence.
Keywords: language emergence; pronouns; ellipsis; pragmat-
ics; neural networks

Introduction
When we communicate, we often leave out material that is
recoverable from the context. Linguistically, such omission
or shortening presents a challenge for the listener—both in
identifying that something has been omitted and recovering
the intended meaning in context. Certain linguistic struc-
tures signal that part of what’s being said is redundant and
can be recovered: ellipsis enables speakers to signal repeated
meaning by omitting words (Rooth, 1992) and pronominal
anaphora signals the re-mention of a discourse referent (see
Figure 1 for examples). Both structures employ anaphors
that refer back to meaning mentioned elsewhere in the con-
text—antecedents. While this is particularly clear in the
case of pronouns, work on ellipsis has suggested that there
is similar anaphoric behaviour at ellipsis sites (Hankamer &
Sag, 1976; Sag, 1976; Hardt, 1993; Fiengo & May, 1994),
even when the missing material is not replaced with an overt
marker, like in cases of null anaphora, or pro-drop (Chomsky,
1981). We take both pronouns and ellipsis as examples of the
broader class of pragmatic structures in natural language. We
look at what conditions are needed for structures analogous
to these to arise between neural networks in an effort to bet-
ter understand why pragmatic structure may have emerged
across human languages despite its potential for ambiguity.

↕ meaning: dances′(John)∧ dances′(Mary)
form: John dances and Mary does too.

↕ meaning: sits′(Mary)∧ reads′(Mary)
form: Mary sits and (she) reads.

Figure 1: Examples of sentences with anaphoric structure
used in our experiments. The first example illustrates verb
phrase ellipsis, where the repetition of verb meaning is sig-
nalled by does too. The second example illustrates pronomi-
nal anaphora, where the pronoun she can be used to signal the
re-mention of a previous discourse referent, Mary. In some
languages, this pronoun can be omitted.

A growing body of work makes the case that natural lan-
guage has evolved to enable efficient communication be-
tween humans, with the competing needs of speakers and
listeners as major factors shaping the structure that emerges
(Hawkins, 2004; Jaeger & Tily, 2011; Piantadosi, Tily &
Gibson, 2011; Kemp, Xu & Regier, 2018). This is perhaps
most famously demonstrated by Zipf’s Law (Zipf, 1949),
which observes that word frequency is inversely correlated
with word length: more frequent words (e.g., a) are shorter
than less frequent words (e.g., electroencephalograph), which
helps minimise the production effort required by a speaker
(MacDonald, 2013). Compressing semantically redundant in-
formation could be argued to achieve a similar goal. How-
ever, compression risks introducing greater ambiguity into
communication, increasing a listener’s uncertainty about the
intended meaning (Piantadosi, Tily & Gibson, 2012). De-
spite such a risk of miscommunication, the existence of these
structures across the world’s languages (Huang, 2000) sug-
gests that affordances to the speaker outweigh potential com-
municative failure. Taken together, these observations illus-
trate how language balances the needs of the speaker by min-
imising the costs of production while allowing the listener
to recover the meaning behind what is said (Levinson, 2000;
MacDonald, 2013; Gibson et al., 2019).

Recent work also looks at languages that emerge between
neural agents trained to solve a communicative task (Kottur
et al., 2017; Lazaridou et al., 2018). The task is modelled
after a Lewisian signalling game (Lewis, 1970) (Figure 2)
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Sender ReceiverBBBLVOVI

Signal

Mary whispers 
and John 
whispers

Meaning

Mary whispers 
and John 
whispers

Reconstruction

Figure 2: Illustration of the Lewisian signalling game. The
Sender generates a signal representing the meaning, and the
Receiver guesses the original meaning by decoding the sig-
nal. Here, the Receiver correctly reconstructs the meaning,
so the round is successful.

where agents need to communicate about a meaning space
but are given no supervision about how to do so. During a
run of the model, a language which maps meanings to signals
emerges, enabling communication between agents. Conse-
quently, the languages are shaped by the biases of the net-
works and the objective with which they’re trained (Lazari-
dou & Baroni, 2020). Recent work in this area has largely
been concerned with investigating and identifying the condi-
tions required for the emergence of syntactic structure (Kottur
et al., 2017; Mordatch & Abbeel, 2018; Ren et al., 2020; Con-
klin & Smith, 2023). Other work has examined contact lin-
guistics, showing, for example, that creole-like languages can
emerge in populations of agents tasked with playing a simple
reference game (Graesser et al., 2019). In our work, we in-
stead study the emergence of pragmatic structure through the
lens of multi-agent communication, which has so far received
little attention from the emergence and efficient communica-
tion literature. We consider whether anaphoric structure anal-
ogous to that found in human language can emerge and what
conditions might be required for this to happen. Neural net-
works have been shown to lack human inductive biases on
an array of linguistic tasks (Chaabouni, Kharitonov, Dupoux
& Baroni, 2019; McCoy, Pavlick & Linzen, 2019; Conklin,
Wang, Smith & Titov, 2021), which makes them an interest-
ing testing ground for efficiency-driven accounts of anaphora.
If anaphoric structure can emerge in a population of speakers
that don’t share our cognitive endowment, this could support
the idea that these structures emerge predominantly as a re-
sult of pressures arising from the competing communicative
needs of speaker and listener.

Prior work investigating signal compressibility at the lan-
guage level (Chaabouni et al., 2019) found that networks by
default preferred signals that were anti-efficient, where en-
codings of more frequent meanings were longer rather than
shorter. Only when an explicit cost encouraging brevity was
introduced did signals conform to Zipf’s Law. This suggests
that the agents opted for a strategy which maximised listener
discrimination, with the setup skewing in favour of listener-
oriented pressures by default. In both that work and ours, the
objective used to train the model optimises for as little ambi-
guity as possible in the listener’s reconstruction of a meaning.
With that in mind, we similarly look to see if anaphoric struc-
ture can emerge in the default (anti-efficient) case, or if an

explicit efficiency pressure is required.
We put forward a set of quantitative measurements de-

signed to capture three high-level characteristics of anaphoric
structure, so we can identify if and when it emerges, given
that the emerging structures may not necessarily appear as
straightforward ‘she’ or ‘did too’ anaphora. Our measures as-
sess: the uniqueness of structures used to signal meaning re-
dundancy (‘signal uniqueness’), signal ambiguity, and signal
length. Before looking at whether these structures emerge be-
tween neural agents, we first train a single ‘listener’ agent on
handcrafted languages designed to mimic three attested types
of anaphoric structures in natural language. We show that all
three types of structures are learnable, but differ in the speed
at which they’re learned and the degree of ambiguity they im-
pose on the listener. Then, in a set of multi-agent experiments
we show that structures akin to anaphora in natural language
emerge between neural agents in every run of every condition
of our model—even without an explicit efficiency pressure on
the ‘speaker’ agent. By introducing an efficiency pressure, we
increase the degree of anaphoric structure that emerges. None
of the languages that emerge show substantial evidence of
elided structures like those seen in pro-drop languages, which
reaffirms that models like ours are optimised for minimal am-
biguity. Taken together, our results suggest that while effi-
ciency pressures on a speaker condition the anaphoric struc-
ture that emerges, such structure can emerge wherever there’s
redundancy in what’s communicated. Such a finding points
to the importance of the semantics-pragmatics interface, in
addition to communicative needs, in providing an account of
the origins of anaphoric structure.

Methodology
The Game
We use a reconstruction game in the style of Lewis (1970),
with a Sender (‘speaker’ agent) and a Receiver (‘listener’
agent)—both neural networks. In each round:

1. The Sender receives a meaning mi ∈ M, drawn from the
meaning space M, as input.

2. The Sender generates a signal si of maximum length n, one
character c at a time from an alphabet C of size |C|.

3. The Receiver receives the Sender’s signal si as input and
predicts the corresponding meaning m̂i.

4. The round is successful if mi = m̂i.

The Meaning Space
To allow for meanings with repetition, each meaning mi is
the concatenation of 5 ⟨role,word⟩ pairs representing a ‘sen-
tence’, where each role represents an element of the sentence,
like a subject or verb, and can be realized as a particular word:
e.g., ⟨sub j1,John⟩, ⟨verb1,walks⟩, ⟨con j,and⟩, etc. Each
sentence is grammatically structured as two conjoined one-
place predicates with roles (sub j1,verb1,con j,sub j2,verb2)
as in: walks′(John) ∧ smiles′(Mary). This yields three dif-
ferent kinds of redundant meanings:
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• Non-redundant: nothing is repeated—e.g., John walks
and Mary smiles
(sub j1 ̸= sub j2 ∧ verb1 ̸= verb2).

• Partially Redundant: either the subject or verb is re-
peated—e.g., Mary walks and Mary smiles
(sub j1 = sub j2 ∨ verb1 = verb2).

• Fully Redundant: if both the subject and verb are re-
peated—e.g., Mary smiles and Mary smiles
(sub j1 = sub j2 ∧ verb1 = verb2).

Here each role is realised as one of 15 words—apart from the
conjunction which can only be ‘and’—resulting in a meaning
space size of 20,000. We use the same meaning space for
both the single-agent and multi-agent experiments.

Implementation
The game is implemented in PyTorch (Paszke et al., 2019),
using portions of code from the EGG (‘Emergence of lan-
Guage in Games’) toolkit (Kharitonov et al., 2019). The
Sender is comprised of a linear layer which maps the mean-
ing to a hidden representation of size 250 and a single-layer
Gated Recurrent Unit (GRU) (Cho et al., 2014) that produces
the variable-length signal a character at a time. The Receiver
architecture is the inverse with a GRU mapping the signal
to a hidden representation, and a linear layer mapping that
to a predicted meaning. The Sender is limited to a maxi-
mum length, but may produce a signal of any length up to
that bound.

Optimisation
A hybrid approach is used to train the agents. Since the loss
is differentiable, the Receiver can be trained using standard
stochastic gradient descent. Due to the discrete signal, the
Sender is trained using policy gradient method REINFORCE
(Williams, 1992). Both are optimised using the Adam opti-
miser (Kingma & Ba, 2014), with learning rate 0.001.1

Neural agents can learn languages with
anaphoric structure

Before seeing if anaphoric structure emerges between agents,
we start by showing that the agents used in the referential
game are capable of learning these structures if presented
with a pre-existing language containing them. We design
three languages for comparison, and train only the Receiver
via supervised learning to map signals to meanings. The lan-
guages are:

1. No Elision: each meaning role is mapped to one or more
characters in the signal, even when there is redundancy.

2. Pronoun: redundant roles are mapped to a unique
anaphoric token—repeated nouns to a ‘pronoun’ character,
and repeated verbs to a ‘did too’ character.

1Our code and data, along with a full set of hyperparameters, can
be found at: https://github.com/hcoxec/emerge.

Sentence: John smiles and John smiles.
Logical Form: smiles′(John)∧ smiles′(John)
Productions:

John −→ 12
smiles −→ 34
and −→ 13
‘pronoun’ −→ 1
‘did too’ −→ 2
EOS −→ 0

Signals: No Elision: 12 34 13 12 34 0
Pronoun: 12 34 13 1 2 0
Pro-drop: 12 34 13 0

Figure 3: An example with corresponding signals for each
handcrafted language. EOS is the end-of-sentence token,
which the Sender is required to output as the final symbol.

3. Pro-drop: whenever there is a redundant role, the cor-
responding signal is not appended, shortening the overall
signal. The language is named after the similar linguistic
phenomenon of pro-drop (Chomsky, 1981).

We use a miniature Receiver—given the simplicity of the
task—with a hidden state of size 64, trained on each language
for 50 epochs with a learning rate of 5e−4. Results are aver-
aged over 10 runs and summarised in Table 1.

No Elision Pronoun Pro-drop
11.3 15.3 24.3

Table 1: Average number of epochs to reach 100% accuracy
on test set.

All three languages are consistently learned by the Re-
ceiver, with the No Elision language learned faster than Pro-
noun (t(18) = −4.35, p < 0.05), and the Pronoun language
learned faster than Pro-drop (t(18) =−6.19, p < 0.05). This
finding means the Receiver can successfully learn that in the
signals corresponding to Mary smiles and she dances and Ada
smiles and she dances the same token ‘she’ maps to different
nouns: Mary and Ada.

Predictive Ambiguity
Anaphoric forms like she or did too can be ambiguous be-
cause their intended referent is determined by context. In the
next set of experiments where we look to see if these struc-
tures emerge between networks, it would be useful to quan-
tify how ambiguous a given signal is for the Receiver. The
emergence of communicatively successful, but more ambigu-
ous, signals may be an indication that those signals contain
emergent anaphors. In information-theoretic terms, more am-
biguity means more uncertainty, quantifiable in terms of en-
tropy (Shannon, 1948). The Receiver R , when given a signal
si, predicts a distribution over words for each role r ∈ roles,
parameterising the distribution R (words|si,role). If the Re-
ceiver is certain the first subject is Mary, then Mary will have
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probability 1.0, resulting in an entropy of 0.0. If the Receiver
finds the meaning totally ambiguous with respect to the first
subject, then we would expect that distribution over words to
be uniform, resulting in higher entropy. We quantify this as
predictive ambiguity (PA), defined for each role as the aver-
age entropy over words in a role for a set of M meanings:

PA(M,role) =
∑
|M|
i=1 H (R (words|si,role))

|M|
(1)

Predictive ambiguity is shown for each of the 3 languages in
Figure 4, computed separately over meanings without redun-
dancy, redundant subjects, or redundant verbs. Redundant
roles (panels (b)-(c)) show an increase in ambiguity in the
Pronoun and Pro-drop languages, but no increase in the No
Elision language. Conversely, for non-redundant meanings
(panel (a)) ambiguity is similar for all positions and compa-
rable across all three languages. These findings are in line
with what we might expect, with anaphoric structures result-
ing in increased ambiguity and increased training time. They
also highlight the desirability of overt anaphoric forms in a
language: while serving a speaker’s need for efficiency, they
introduce relatively little ambiguity, allowing a listener to re-
cover the intended meaning.

Importantly though, all three languages are learnable,
meaning if a language with anaphoric structure emerged
among neural agents, it could be maintained by agents ex-
posed to it. While the languages vary in learnability—with
the No Elision language the most learnable, followed by Pro-
noun, and finally Pro-drop—this difference is small—the Re-
ceiver only requires on average 13 additional epochs of train-
ing to successfully learn the Pro-drop language.

Languages with anaphoric structure emerge
between neural agents

Having shown that neural agents reliably acquire anaphoric
structure, we move now to see if such structure emerges nat-
urally between agents, or if explicit pressures related to effi-
ciency are required. As a proxy to effort minimisation pres-
sures, we add an explicit term into the loss function (follow-
ing Chaabouni et al. (2019)) to penalise the Sender for send-
ing longer signals:

B = B+α×|m| (2)

B represents the standard Sender loss obtained with the RE-
INFORCE objective, while α is a hyperparameter, controlling
how strong the efficiency pressure is, and |m| is the length of
the signal generated by the Sender. Across all experiments
using a length cost, α = 0.15 is used. Results are reported
for two conditions: a) with length cost (+Efficiency), and b)
without length cost (Control). For each condition we run
10 different initialisations, with each run having 3000 inter-
actions between Sender and Receiver. Agents communicate
about the same meaning space used in the last experiment, but
here start with a random mapping from meanings to signals
rather than a language of our design. We set the maximum
signal length to n = 10 and the alphabet size to |C|= 26.

Identifying Anaphoric Structure
In order to find evidence of anaphoric structure in the emer-
gent languages, we use a set of three quantitative measure-
ments which look for high-level characteristics of anaphoric
structures in natural language. With each measurement, we
compare the signals produced for different ‘meaning groups’:
those that are fully, partially, and non-redundant.
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Signal Uniqueness In natural language, words used to ex-
press semantic redundancy are partially unique, since some
words are used only for this purpose (e.g., she, they), whereas
others are syntactically and semantically context-dependent
(e.g., did, too). Emergent languages with anaphoric structure
should mirror this tendency, with a subset of strings which
appear only with redundant meanings—despite the fact that
words in our meaning space are equally likely to appear in re-
dundant or non-redundant contexts. We can quantify this us-
ing Jaccard similarity (Jaccard, 1908) to determine the over-
lap between n-grams (signal substrings) used with redundant
vs. non-redundant meanings. For a set of signals S we can
define signal uniqueness SU as the difference between the
Jaccard similarity for n-grams used in a sample of redun-
dant signals Sred and non-redundant signals Snon-red, and a
control—the Jaccard similarity for n-grams used in two ran-
dom (mutually exclusive) samples of non-redundant signals
Snon-red and Snon-red′ :

SU(S) =
| Snon-red ∩Snon-red′ |
| Snon-red ∪Snon-red′ |

− | Sred ∩Snon-red |
| Sred ∪Snon-red |

(3)

An emergent language with anaphoric structure should have a
higher SU value than one without, i.e., the overlap between n-
grams used in redundant and non-redundant meanings should
be smaller than the overlap between two random samples of
non-redundant meanings. We show in Table 2 that this holds
for the handcrafted languages used in the preceding experi-
ments. We compute signal uniqueness for unigrams, bigrams
and trigrams in the signals respectively.

Signal Length In natural language, anaphors often shorten
signals, either by fully removing redundant material as in
some kinds of ellipsis (e.g., gapping) and pro-dropping, or
by using short, frequent anaphoric forms. By measuring the
mean length of signals for different meaning groups in a given
emergent language, we can see if redundant meanings are

consistently shorter, indicating the use of structures analo-
gous to gapping or pro-drop. This may not capture instances
of overt anaphoric usage given that agents may not neces-
sarily use anaphors that are shorter than the forms they re-
place—we use signal uniqueness to identify anaphors inde-
pendent of their length.

Predictive Ambiguity As demonstrated in the previous
section, the Receiver’s predictive ambiguity is indicative of
a language’s anaphoric structure, with the No Elision lan-
guage resulting in less predictive ambiguity than either of
the languages with anaphoric structure. In the following
emergent experiments, if the emergent languages do develop
anaphoric structure then we would similarly expect higher
predictive ambiguity—i.e., higher uncertainty—about the in-
tended meaning for redundant roles than for non-redundant
ones. An important caveat here is that higher predictive am-
biguity must be coupled with high communicative success
given that anaphorically structured languages are more am-
biguous but still communicatively useful. A completely ran-
dom language which does not enable the agents to solve the
task will likely be highly ambiguous, but that in and of it-
self should not be taken as evidence of human-analogous
anaphoric structure. Fortunately, all runs of our model
achieve near perfect communicative accuracy making this is-
sue not a concern for our results.

Results
All conditions achieve near-perfect communicative success
on both the training data and a held-out test set. Because these
results are the same across all conditions they are omitted here
for brevity. We review our three measures for evidence of
anaphoric structure in both the +Efficiency and Control con-
ditions—with and without additional pressure for speaker ef-
ficiency. We find evidence that anaphoric structure emerges in
all conditions. With an additional speaker-oriented pressure
imposed on the system, our measures for anaphoric structure
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Unigram Bigram Trigram
No Elision 0.0 0.0 0.0
Pronoun 0.0 0.265 0.297
Pro-drop 0.0 0.0 0.119
Control 0.0 ± 0.0 0.148 ± 0.0660 0.183 ± 0.0541

+Efficiency 0.0 ± 0.0 0.210 ± 0.0397 0.198 ± 0.0691

Table 2: Signal uniqueness for each condition (95% confi-
dence intervals). 0.0 indicates no difference in n-grams used
for redundant vs. non-redundant meanings. Higher numbers
indicate a larger set of n-grams are used exclusively with re-
dundant meanings. Values for the handcrafted languages in
the previous section are provided for reference. Unigrams are
0 as individual characters are used across meaning types.

Control +Efficiency
All 9.92 ± 0.041 9.58 ± 0.244

Partially Redundant 9.91 ± 0.043 9.51 ± 0.255
Fully Redundant 9.92 ± 0.041 9.35 ± 0.260
Non-redundant 9.92 ± 0.041 9.63 ± 0.242

Table 3: Mean signal lengths (95% confidence intervals).

are amplified, highlighting how constraints on speaker effi-
ciency condition the structures that emerge—even if they are
not required for its emergence.

Signal Uniqueness In each condition of our setup we see
a unique repertoire of n-grams used to refer exclusively to
redundant meanings. This is indicative of anaphoric struc-
ture of some kind having emerged, given that the model has
specialised ways of conveying semantically redundant in-
formation. Additionally, this suggests that anaphoric struc-
ture emerges ‘naturally’ without requiring any pressure for
speaker brevity. Results in Table 2 also highlight the ampli-
fying effect of a length cost: for bigrams and trigrams, signal
uniqueness is higher in +Efficiency.

Signal Length Overall, the mean length of all signals is
very close to the maximum of 10 (see Table 3), with lengths
in the +Efficiency condition lower than for Control (t(18) =
2.47, p < 0.05). Moreover, when a cost is applied, sig-
nal length decreases more for redundant than non-redundant
meanings, and more so when both subject and verb are re-
dundant, although this reduction is not significant (t(18) =
−0.683, p = 0.503). As such, the emergent languages for
both +Efficiency and Control may develop some anaphoric
structure but are unlikely to include structures analogous to
elision which would more directly reduce length. In future,
the prevalence of ellipsis-like structure may be increased by
introducing greater efficiency costs or incentivising the model
to develop other cues that can help resolve ambiguity (e.g.,
verbal morphology in natural languages with pro-drop may
help listeners recover an antecedent when no overt pronoun
is present).

Predictive Ambiguity We observe a numeric trend towards
increased predictive ambiguity in the redundant meanings
compared with the non-redundant ones. For each role in the
meaning and across different meaning groups we also see that
predictive ambiguity tends to be higher for +Efficiency than
for Control. These observations are not statistically signifi-
cant, which could be due to high variance as a result of each
run using a different network initialisation. In Figure 5, the
redundant subject and verb meanings (panels (b)-(c)) expe-
rience predictive ambiguity ‘spikes’ in +Efficiency—we also
see evidence of this for meanings with redundant subjects in
Control.2 These results, coupled with each run’s high com-
municative success, further suggest that the emergent lan-
guages in all conditions contain some kind of anaphoric struc-
ture, with a speaker-oriented pressure magnifying the Re-
ceiver’s uncertainty about the intended meaning for redun-
dant roles, without degrading communicative success.

Overall, these results provide compelling evidence that
anaphoric structure emerges between neural networks. We
find that, across all conditions, languages use unique n-grams
that exclusively refer to redundancy and increase ambigu-
ity about the intended meaning. These measures are fur-
ther amplified when a pressure for brevity is imposed on the
Sender. The minimal change in signal length with the ad-
ditional pressure suggests the resulting structures resemble
overt anaphors, rather than elided ones. While these results
should not be interpreted as providing definitive evidence
of anaphoric structure analogous to anaphora in natural lan-
guage, they point towards two hypotheses about the origins
of anaphoric structure: firstly, anaphoric structure does not
require explicit constraints to emerge, instead emerging ‘for
free’ depending on the semantic context; secondly, pressures
like efficiency condition the emergence of anaphoric structure
but are not a prerequisite for it. Encouraging the emergence
of elided structures may require greater efficiency pressures,
or a different semantic context.

Conclusion

In our experiments we have shown that neural agents are
able to acquire languages containing anaphoric structure
with ease, and that languages with overt anaphoric structure
straightforwardly emerge in a communicative setting. While
our evidence suggests efficiency pressures on the speaker am-
plify the degree of anaphoric structure—in line with expecta-
tions—strong efficiency pressures do not appear to be a pre-
condition for its emergence. This points to the importance
of the semantics-pragmatics interface, in addition to commu-
nicative needs, in offering an explanatory account of the ori-
gins of anaphoric structure.

2The spikes appear in the non-redundant position instead of the
redundant one, e.g., we see high predictive ambiguity in Subject 2
when the verb is redundant. This may arise because signal ambiguity
has an effect across the whole meaning.
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