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Abstract

School of Engineering, Physical, and Mathematical Sciences
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Doctor of Philosophy

by Joseph B. McLaughlin

The nature of dark matter is a problem at the frontier of astroparticle physics research,

and its solution will have profound implications for the Standard Model of particle

physics and the Standard Cosmological Model. There are several experiments—currently

running and planned for the future—attempting to detect elastic collisions between dark

matter and noble liquid scintillator targets. These experiments, and their treatment of

detector specific systematics, are the focus of this work. One such experiment is the Dark

matter Experiment using Argon Pulse-shape discrimination (DEAP). Discussed in this

work are DEAP’s optical, instrumentation, and background systematics in the context

of a Profile Likelihood search for Weakly Interacting Massive Particles (WIMPs). This

treatment of systematic e↵ects leads to significantly increased sensitivity to WIMPs in

comparison to a ‘cut and count’ approach. For a 100GeV WIMP mass over an exposure

of 3.5 tonne-years, the Profile Likelihood analysis sets a WIMP-nucleon elastic scattering

cross-section upper limit of 9.8⇥10�46 cm2 at 90% confidence. This improves upon the

previous best WIMP sensitivity with a liquid argon target set by DEAP with a 2.1 tonne-

year exposure of 3.9 ⇥ 10�45 cm2. Notably, the improvement in sensitivity cannot be

attributed solely to a larger exposure, which implies that the profile likelihood treatment

o↵ers greater sensitivity and discovery potential than the cut-and-count method. The

scope of this work also extends to next-generation experiments, such as DarkSide-20k,

DUNE, and nEXO; all of which are planning to use Silicon Photomultipliers as their

primary light detection technology. An important systematic e↵ect for these future

experiments will be the secondary photon emission from silicon photomultipliers, which

is a source of noise correlated with photon detection. This is more commonly known as

correlated cross-talk. The cross-talk photon emission yields and spectra from two silicon

photomultiplier designs considered for next generation astroparticle physics experiments

are also reported in this thesis.
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Chapter 1

Introduction

The Standard Model of particle physics is a theoretical description of nature at its most

fundamental level. With it, physicists have been able to predict the existence of (and

subsequently discover) subatomic particles, such as the Higgs boson and W
±
/Z

0 bosons

[1, 2]. The Standard Model also agrees with observations of physical interactions to

a precision of order 10�8–10�9 [3]. Despite its success throughout the 20th and 21st

centuries as a theoretical framework, the Standard Model does have inadequacies where

it isn’t in agreement with experimental data. One of the most heavily researched gaps

in the Standard Model is the inconsistency with the cosmological model describing the

evolution of the universe from the moments immediately following inflation—the ⇤CDM

model [4]. Here, ⇤ refers to the cosmological constant, or Dark Energy, which dictates

the expansion rate of the universe, and CDM stands for Cold Dark Matter. According

to ⇤CDM, dark energy and dark matter combine to account for (95.10±0.01)% of the

mass-energy content of the observable universe, with the remaining 4.9% being baryonic

matter [5]. While the Standard Model of particle physics has proven to be very e↵ective

at describing baryonic matter, it cannot explain phenomena related to dark energy or

dark matter in its current form. This fact is the primary reason for conducting dark

matter research.

This chapter is a summary of the hunt for dark matter as a means to extend the Standard

Model to new frontiers. Section 1.1 introduces the dynamical evidence for the existence

of dark matter from notable astrophysical observations. Section 1.2 further motivates the

existence of dark matter with evidence from early universe cosmology, and demonstrates

1
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that dark matter is likely not baryonic in nature. Section 1.3 is a discussion of the

formation of galaxies and super clusters, which provides evidence for dark matter being

predominantly nonrelativistic. Section 1.4 establishes the expected properties of a viable

dark matter candidate and summarizes dark matter candidates as described in various

Beyond the Standard Model (BSM) theories. Section 1.5 describes the experimental

context of dark matter direct detection. Lastly, Section 1.6 discusses the impact of a

direct observation of dark matter in physics.

1.1 Astronomical Evidence for Dark Matter

This section provides an overview of the most important historical astronomical and cos-

mological signatures of dark matter. The astronomical measurements in Sections 1.1.1–

1.1.3 have the common theme of implying that baryonic matter is insu�cient to account

for observed gravitational behaviour at the scale of galaxies and galaxy clusters. In Sec-

tions 1.2.1& 1.2.2, the emphasis shifts to cosmological modelling of the early universe,

which indicates that the nature of dark matter is mostly non-baryonic and that it must

be 5.32 ± 0.05 times more abundant in the observable universe than baryonic matter

[5].

1.1.1 Velocity Dispersions in Galaxy Clusters

In the early 20th century, Lord Kelvin was among the first to estimate the abundance of

dark matter1 using a dynamical approach by modelling the Milky Way as a mechanically

stable gas of particles under the influence of gravity [6]. In this way, it is possible to

predict the velocity dispersion of a system based on its size, and then the matter density

of that system can be inferred. This idea was further refined by scientists such as Henri

Poincaré, Ernst Öpik, Jacobus Kapetyn, and Jan Oort [7], who all used the assumption

of mechanical equilibrium and the theory of gases to measure the local matter density

in the Milky Way. Then in the early 1930s, Swiss astronomer Fritz Zwicky took this

approach a step further by using the Virial theorem (Equation 1.1) to find the mass of

1At this point in time, the generally accepted view among astronomers was that dark matter consisted
of dim or non-luminous baryonic matter, such as faint stars, planets, gas, nebulae, etc.. Non-baryonic
dark matter wouldn’t start to gain popularity until c1970–1980.
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distant galaxy clusters. The Virial theorem states,

hT i = �1

2
hUi, (1.1)

where hT i = 1
N

P
i
miv2i
2 is the average kinetic energy of the mechanically stable system

with N constituents having masses mi and velocities vi (i = [1, N ]); and hUi is the

average potential energy of the system. Assuming that ensemble of galaxies have reached

a mechanically stable state and are uniformly distributed within a sphere of radius R,

the average potential energy of the system is given by the gravitational binding energy

of a uniform sphere Usp divided among N constituent galaxies, i.e.

hUi = Usp

N
=

1

N

✓
� 3

5

GM
2

R

◆
, (1.2)

where G is the Universal Gravitation Constant G = 6.67 ⇥ 10�11Nm2 kg�2 and M is

the total mass contained within the sphere. Using Equations 1.1&1.2 to get the mass of

a given galaxy cluster requires information containing the volume of the cluster and the

kinetic energy of its constituent galaxies: both of which are obtained trigonometrically,

and thus di�cult to ascertain without knowing the distance to the galaxy cluster. How-

ever this issue was resolved by Edwin Hubble and Milton Humason in 1931 [8] with their

discovery of the linear relationship between the recession velocity (or Doppler redshift)

and distance of stellar bodies, in what we know today as Hubble’s Law.

Following the work of Hubble and Humason, Zwicky utilized their observed relationship

between the optical redshift vs. distance to determine physical characteristics of various

galaxy clusters, such as their sizes and apparent velocity dispersions [9]. The apparent

velocity of an astronomical object is obtained by measuring the proper motion—i.e. the

angular velocity of the object across the sky—and multiplying by the distance. Since the

average Doppler redshift of a given galaxy cluster could be used to determine its distance

to much greater precision than was previously attainable at the time, this meant that

the apparent velocities of individual galaxies in a cluster could be determined with a

margin of error of a few percent [9].

The Coma cluster was reported to have di↵erences in apparent velocities as large as

2000 km/s, which was noted by both Zwicky and Hubble to be an anomalously large

velocity dispersion [8, 9]. In order to use the Virial theorem to make a prediction of
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Quantity Value

Distance 45⇥ 106 ly
Angular Diameter 1.7�

Radius ⇠ 106 ly
No. of galaxies 800
Galactic mass ⇠ 109M�

Coma total mass 800⇥109M�

Table 1.1: Physical characteristics of the Coma Cluster relevant to mass calculation
using Virial theorem.

what the velocity dispersion should be, Zwicky adopted 109M� as a mass estimate for

each galaxy, in accordance with Hubble’s earlier galactic mass estimate based on their

luminosities [10]. Combined with the other physical characteristics listed in Table 1.1,

Equations 1.1& 1.2 can be used to show

109M�
2

✓
1

N

NX

i=1

v
2
i

◆
= � 1

2N

✓
� 3

5

G M
2

R

◆
, (1.3)

(N ⇥ 109M�)v
2
rms =

3

5

GM
2

R
, (1.4)

and noting that N ⇥ 109M� = M ,

) vrms =

r
3

5

GM

R
(1.5)

= 80 km s�1
, (1.6)

which is far smaller than the observed velocity dispersion in the apparent velocities

within the Coma cluster. Zwicky concluded that the mass estimate based on luminous

matter was 400 times smaller than what would be needed to generate the observed

velocity dispersion.

Sinclair Smith conducted a similar study of the Virgo cluster [11], which provided an

estimate of the average mass of its constituent galaxies. He used measurements of the

line-of-sight velocities of 32 members of the Virgo cluster, and found a mean velocity

of 1225 km/s and an escape velocity of 1500 km/s. He also found a grouping of high

velocity galaxies at the outermost perimeter of the cluster, which he interpreted to be

galaxies in stable circular orbits traveling just below the escape velocity. Newtonian

mechanics can be used in this case to find the mass of the gravitating body, M (i.e. the
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entire Virgo cluster) via,

GmM

R2
=

mv
2

R
(1.7)

)M =
v
2
R

G
, (1.8)

where R = 2 ⇥ 105 parsecs is the orbital radius of the outermost galaxies and v =

1500 km/s. The total mass of Virgo obtained in this way is of order 1014M�, and

with 500 constituent galaxies in the cluster, Smith found an average galactic mass of

2⇥ 1011M�—two orders of magnitude larger than Hubble’s estimate.

The unexpected gravitational signatures found by Sinclair Smith and Fritz Zwicky un-

covered the fact that luminous matter accounts for a much smaller fraction of the total

mass in large astrophysical systems than what was previously thought. Recall that at

this time, the best estimate of the average galactic mass was Hubble’s estimate of 109M�,

meaning that the nonluminous matter in Zwicky’s and Smith’s findings is ⇠ 100⇥ more

abundant than stellar mass. Contemporaries of Zwicky and Smith (including Hubble)

called this the missing mass problem [7]. While the astronomers at the time were puz-

zled, they were still largely skeptical of Zwicky’s and Smith’s findings. The debate on

whether or not their observations were real was finally settled in the early 1970s, with

the advent of radio astronomy and the use of galactic rotation curves to measure the

mass distributions of individual galaxies.

1.1.2 Galactic Rotation Curves

Galactic rotation curves (GRCs) are a measurement of the orbital speeds of stellar and

gaseous matter in a galaxy versus radial distance from the galactic core, and they are

useful tools for analyzing the distribution of matter in galaxies. They can be obtained in

a variety of ways, but the basic principle of observation is to measure the Doppler shift

of spectral lines at varying radii away from the centre of the galaxy. At radii within the

visible disk, optical spectral lines such as the H↵ (from n = 3! 2 transition in atomic

hydrogen), [NII] (all transitions in N2+ ions), and [SII] (all transisitions in S2+ ions)

lines can be used. The H-I, or 21 cm line, which is a spectral line that comes from a

hyperfine transition in neutral hydrogen is particularly useful for measurements at large

radii, as most interstellar gas is transparent to radio waves [12]. In the context of GRCs,



Introduction 6

it was these measurements at large radii that had the biggest impact on the field of dark

matter research.

In 1970, Vera Rubin and Kent Ford published their initial findings on M31 (Andromeda

galaxy) [13]. Their conclusion was that between 3–24 kpc from the galactic core, the

orbital velocities within Andromeda were consistent with a dense nucleus and a disk of

exponentially reducing mass with increasing distance from the centre. This result wasn’t

significantly di↵erent than the commonly accepted mass distribution of a galaxy, but it

was an important advancement in measurement quality compared to earlier studies, like

that of Horace Babcock in 1939 [14]. Using the H-I line helped to stabilize measurements

of orbital velocities out to angles of & 2� (24 kpc in the case of Andromeda) from the

galactic centre.

Figure 1.1: Measured GRCs of M31 (Andromeda) from Babcock [14], Rubin and
Ford [13], Roberts and Whitehurst [15], and Carignan et al. [16]. The solid blue line
is a predicted GRC from Freeman [17] based on a mass distribution model of a dense

core plus an exponentially falling disk, M(R) ⇠ e
�↵R. Figure taken from Ref [7].

In Figure 1.1, there is a predicted GRC for Andromeda from Ken Freeman [17] (1970)

indicated by the blue line, overlaid with measurements from Horace Babcock [14] (1939),

Rubin and Ford [13] (1970), Roberts and Whitehurst [15] (1972), and Carignan et al.

[16] (2006). Freeman’s prediction assumes a fixed mass-to-light ratio. Since the observed

light intensity distribution, I(R), of Andromeda follows a decaying exponential with
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radius R away from the centre, this implies,

I(R) = I0e
�↵R ) M(R) ⇠ e

�↵R
, (1.9)

whereM(R) is the mass of the galaxy enclosed within rings of radius R and R+dR. With

the innovation of Rubin and Ford advancing the measurement quality of GRCs, other

astronomers such as Roberts & Whitehurst [15], and Rogstad & Shostak [18] started

measuring the GRCs of galaxies beyond the end of their luminous edges. Notably, for

Andromeda, Roberts & Whitehurst took measurements as far out as 30 kpc and found a

significant deviation from Freeman’s model based on a constant mass-to-light ratio. In

1978, Rubin, Ford and Thonnard [19] showed that this behaviour is true for a sample of

10 high luminosity spiral galaxies.

These findings imply that there is some mass contribution in spiral galaxies—particularly

at large radii from their galactic cores—great enough to significantly increase gravita-

tional potential energy, yet not radiate electromagnetically. Given that this is true at

the scale of individual galaxies, the earlier findings of Sinclair Smith and Fritz Zwicky

would follow quite naturally, as there would be a large mass contribution in each galaxy

of a galaxy cluster that would strengthen their mutual gravitational attractions, but

otherwise be invisible: hence the name dark matter. The dark matter collected towards

the outskirts of a galaxy is now referred to as a dark matter halo. The presence of halos

has become apparent via GRC measurements in virtually every galaxy in the observable

universe, indicating that not only is dark matter real, it is also abundant throughout

the universe.

1.1.3 Gravitational Lensing

An observation of 1E 0657-558 [20]—more commonly known as the Bullet Cluster—

provides a unique view of the mass components in galaxy clusters. The Bullet Cluster

is a merger of two galaxy clusters. During a merging event such as this, the constituent

galaxies behave as non-interacting particles, and proceed on their trajectories unhin-

dered. Conversely, the gas and plasma within the clusters behave like a fluid and impart

ram pressure2 on each other. A consequence of these di↵ering behaviours is that the

2Ram pressure is the result of the bulk movement of a fluid rather than its internal outward pressure
under thermal equilibrium



Introduction 8

intracluster plasma and the stellar matter become separated from each other. The

uniqueness of the Bullet Cluster is that the merger appears to be coplanar with the

sky, based on the small di↵erence in line-of-sight velocities3 between the two clusters.

This allows for high spatial resolution measurements of the separation of the plasma and

stellar matter.

As will be discussed in Section 1.4, any dark matter in the galaxy clusters is likely

to be weakly interacting, and therefore should behave similarly as the stellar mass in

the merger; i.e. segregating from the intracluster plasma. The measurement described

in Ref [20] quantifies this spatial separation by comparing the locations of peak X-ray

emission intensity (from colliding gas particles) and the locations with the strongest

gravitational lensing: a well understood and well documented prediction of Einstein’s

theory of general relativity.

To measure mass density using weak gravitational lensing, a method described in Ref [21]

discusses two observables: the convergence, , and the shear, � (2 C), of the gravitating

body. Convergence is a quantity analogous to magnification in classical optics, while

shear is analogous to astigmatism. Similar to magnification, convergence is a value

that quantifies how enlarged an image appears relative to the object. Furthermore,

convergence scales linearly with mass density, making it a suitable probe for masses of

large scale objects.

Weak gravitational lensing makes objects appear more elliptical along major axes per-

pendicular to the vector pointing towards the centre of the gravitational potential. In

Ref [20], the convergence was observed statistically by measuring the ellipticities, E (2 C)

of more distant galaxies. Assuming that the true ellipticities of the distant galaxies are

uniformly distributed, their apparent ellipticities, EApp are a direct measure of a quantity

called reduced shear, g (2 C), which is related to convergence via [21]

h|EApp|i = |g| = |�|
1� 

. (1.10)

Using an optical image data set of the Bullet Cluster obtained from the European South-

ern Observatory Wide Field Imager (ESO-WFI), Inamori Magellan Areal Camera and

3The relative line-of-sight velocity between the two clusters is ⇠ 600 km/s and their total relative
velocity is ⇠ 4700 km/s [20], resulting in a collision plane rotated by approximately 7� relative to the
sky.
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Spectrograph (Magellan IMACS), and the Hubble Space Telescope (HST), measure-

ments of the ellipticities were made and used to estimate the reduced shear of back-

ground galaxies as a function of angular location relative to the Bullet Cluster. Those

estimates of |g|, were then used to reconstruct a  map, which can be interpreted as a

mass density map of the Bullet Cluster. This is shown by the green contours in Fig-

ure 1.2. Also in Figure 1.2 (on the right) is an image of the Bullet Cluster as captured

by the Chandra X-Ray Observatory. The X-ray data shows that the intracluster gas

and plasma are indeed concentrated towards the middle of the two clusters, which is a

result of the aforementioned ram pressure. However, the reconstructed mass densities

of both clusters peak significantly far away from where X-ray emission is most intense.

In fact, the amount of mass in the vicinity of the convergence peaks is 7–10 times larger

than the mass found at the sites of highest plasma concentration. This result is widely

interpreted as strong evidence for electromagnetically inert, particle dark matter.

Figure 1.2: Results from Ref [20] showing that the X-ray emission peaks from the
Bullet Cluster merger (shown on the right) are spatially separated from the centre of
mass of the clusters, as measured by weak gravitational lensing, depicted by the green

contours in both images. Contours further inward represent greater mass density.

1.2 The Case Against Baryonic Dark Matter

The simplest solution to the question of the true nature of dark matter would be baryonic

matter in the form of non-luminous or extremely dim compact bodies, which are referred

to as Massive Compact Halo Objects (MACHOs). Some examples include brown, white,

and red dwarf stars; neutrons stars; black holes; or massive non-nuclear burning objects.

However there are multiple observations which clash with the MACHO hypothesis, or

indeed any baryonic matter hypothesis. If galactic halos were made of, say gas in hy-

drostatic equilibrium, they would need to be maintained at temperatures Teq ⇠ 106K in
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order to not collapse under the gravitational pull of their host galaxies. However, such

a gas would produce an observable X-ray background which has never been observed

[22]. Furthermore, a survey of gravitational microlensing in the Large Magellanic Cloud

(LMC) [23] also limits the halo mass fraction from MACHOs to 0.2 (0.08–0.5 at 95% con-

fidence for MACHOs of mass 0.15–0.9M�). The strongest arguments for non-baryonic

dark matter come from cosmological measurements of Big Bang Nucleosynthesis (BBN)

and the Cosmic Microwave Background (CMB), which will be given a detailed review

in the following subsections.

Before entering into the next subsections, it is useful to define some important cosmo-

logical parameters, namely the critical energy density, ⇢crit, and the closure parameter

of the universe, ⌦. These quantities originate from the Friedmann Equation, which is

a statement of energy conservation on cosmological scales. The Friedmann Equation is

[24, 25]

H
2(t) =

✓
1

a

da

dt

◆2

=
8⇡G

3
⇢+

⇤

3
� kc

2

a2
, (1.11)

whereH(t) is the time-dependent Hubble parameter; a is a time-dependent “scale factor”

describing the expansion rate of the universe; ⇢ = ⇢m + ⇢r is the energy density of the

universe with contributions from matter, ⇢m, and radiation, ⇢r; ⇤ is the cosmological

constant; and k is a spacetime curvature parameter bounded between [�1, 1]. Note that

setting t = 0 refers to the current time, and H(0) ⌘ H0 = 67.4± 0.5 km s�1Mpc�1 [5].

Qualitatively, one can interpret the left-hand side of Equation 1.11 as the kinetic energy

of matter or radiation moving with the expansion of the universe. From left to right,

the terms on the right-hand side can be interpreted as a potential energy term, energy

associated with vacuum, and energy associated with spacetime curvature. The vacuum

energy term is often recast as

⇤

3
=

8⇡G

3
⇢⇤, (1.12)

where ⇢⇤ ⌘
⇤

8⇡G
. (1.13)

Equation 1.13 defines the contribution of vacuum energy to the total energy density of

the universe. With this definition, Equation 1.11 can be rewritten as

H
2(t) =

8⇡G

3
⇢uni �

kc
2

a2
, (1.14)
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where,

⇢uni = ⇢m + ⇢r + ⇢⇤, (1.15)

The critical energy density is obtained by setting k = 0 in Equation 1.14. By doing this,

one makes the assumption that spacetime has a flat topology. Allowing ⇢uni = ⇢crit and

solving for ⇢crit at t = 0 yields,

⇢crit =
3H2

0

8⇡G
. (1.16)

The closure parameter is then obtained by taking the ratio of Equations 1.15 and 1.16

[25],

⌦ =
1

⇢crit
(⇢m + ⇢r + ⇢⇤) (1.17)

= ⌦m + ⌦r + ⌦⇤. (1.18)

where ⌦m = ⇢m/⇢crit, ⌦r = ⇢r/⇢crit, and ⌦⇤ = ⇢⇤/⇢crit are individual closure parameters

for matter, radiation, and vacuum energy densities. If the universe has ⌦ < 1, then the

curvature term in the Friedmann Equation would need to balance the total energy by

having k < 0; this corresponds to an ‘open’ spacetime topology, which implies that the

expansion rate of the universe would continue to accelerate, with ȧ(t) ! c as t ! 1.

Similarly, if ⌦ > 1, then the Friedmann Equation is balanced by the curvature term

having k > 0, which describes a universe with a ‘closed’ topology (hence the name

‘closure parameter’). In this case, the expansion rate would reach a maximum and the

universe would then begin to collapse. If k 6= 0, then the equivalent closure parameter

for curvature can be written as ⌦k = kc2/(H0a(0))2. However, our universe has been

observed to be consistent with a ‘flat’ topology where k = 0 (⌦k = 0.001 ± 0.002 [5],

so ⌦k is neglected hereafter). Therefore our universe will expand indefinitely with ȧ(t)

asymptotically approaching zero as t!1.

As ⌦m accounts for all matter, it can be further divided into contributions from baryonic

matter, ⌦b, and dark matter, ⌦DM. The following subsections will mainly revolve around

inferred values of baryonic closure parameter based on cosmological observations.
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1.2.1 Big Bang Nucleosynthesis

BBN refers to the epoch of the early universe when its temperature fell below ⇠1MeV.

At this time, the universe consisted of photons; relativistic electrons, positrons, and

neutrinos; and a relatively small number of nonrelativistic baryons. These particles

comprised a system in thermal equilibrium (i.e. the temperatures of all particle species

were approximately equal to each other), which is often called a ‘thermal bath’ of par-

ticles. In this epoch a stable particle species—say particle x—would have stayed in

thermal equilibrium through reactions, such as

x+ x ⌦ A+B

x+ y ⌦ A+B,

where y, A, and B are generic labels for di↵erent particle species. The two-sided arrows

in the above reactions indicate that the reaction also keeps the reactants and products

in chemical equilibrium, i.e. the number of each particle species remains constant.

As the universe evolved and its temperature decreased, the rates of the reactions coupling

x particles to the thermal bath would have decreased as well due to two e↵ects:

(i) The expansion rate of the universe was rapidly increasing at the same time, thereby

reducing the rate of collisions between x particles and other species

(ii) The available energy for maintaining a given reaction would have been decreasing

with the temperature of the thermal bath

The reaction rates in the forward and reverse directions generally would not have had

the same temperature dependence. Therefore as the thermal bath cooled, one direction

would have become favoured over the other, forcing x particles out of chemical equi-

librium. At this point, its comoving4 number density (or abundance), nx, would have

become time-dependent, but x particles themselves would remain in thermal equilib-

rium. As the universe continued to expand and cool, e↵ects (i) and (ii) above would

have eventually halted all reaction rates involving x particles, forcing it out of thermal

4‘Comoving’ observables change according to the expansion of the universe. In this case, a fixed
number of a particle species would have a falling number density as the volume of the universe grows,
but the comoving number density would remain constant.
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equilibrium as well. At this point, its abundance would asymptotically approach a con-

stant value in a process called freezing out. The constant value of nx realized at freeze

out is called the relic abundance of particle x.

From the arena of BBN, measurements of the relic abundances of light elements provide

the most powerful evidence of non-baryonic dark matter. The abundances of helium and

deuterium (represented hereafter as D in chemical equations), specifically, constrain the

baryon closure parameter, ⌦b, to be insu�cient to account for all matter in the universe.

Deuterium is formed in the reaction

p+ n! D+ � +BD, (1.19)

where BD = 2.22MeV is the binding energy of deuterium. At temperatures above T ⇠

0.1MeV, there were plentiful photons with enough energy to undergo the reverse reaction

of Equation 1.19 (photo-disintegration), therefore deuterium was being destroyed just as

quickly as it was being created; once T < 0.1MeV, deuterium photo-disintegration

ceased. However, since all stable isotopes of helium have greater binding energies per

nucleon than deuterium—1
3B3He = 2.57MeV and 1

4B4He = 7.1MeV [24]—production of

helium began very quickly thereafter in reactions like:

D + p! 3He + �,

D+ n! 3H+ �,

3H+D! 4He + n,

3H+ p! 4He + �,

D+D! 4He + �.

The rates of these reactions are dependent upon (among other things) the abundance of

the particle species involved. The abundances of deuterium, 3He, and 4He are all coupled

to each other, but note that most of these reactions include the creation of photons in

the final state and none of them change the baryon density of the universe. Therefore,

the relic abundances of these light elements are all correlated with a quantity known

as the baryon-to-photon ratio ⌘, which must be solved for numerically. For 4He, it is
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common to represent the relic abundance as a fraction of the total baryonic abundance,

Yp =
4n4He

4n4He + np
(1.20)

and for deuterium and the other light elements, simply to take their abundance relative

to that of hydrogen. The exact solutions of Yp(⌘) and
D
H(⌘) are shown in Figure 1.3. The

black boxes in Figure 1.3 represent measured values of the light element abundances,

and each one can be used to infer the value of the value of ⌘ at the time of BBN. The

measurement of D
H from Refs [26, 27] sets the tightest constraint of the baryon-to-photon

ratio at ⌘ = (5.1± 0.5)⇥ 10�10 [28]. Measurements of the CMB (see Section 1.2.2) from

Figure 1.3: BBN model of the helium mass fraction Yp and the relative abundances of
deuterium, D/H; helium-3, 3He/H; and lithium-7, 7Li/H, versus the baryon-to-photon
ratio ⌘. The grey vertical band represents the inferred interval of ⌘ from spectroscopic

measurements of D/H in Ref [26, 27]. Image taken from Ref [28].
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COBE and WMAP have found an absolute photon density n� = (410.72 ± 0.26) cm�3

[29]. This can be combined with the inferred value of ⌘ to obtain the absolute baryon

abundance, nb,

nb = n�⌘,

= (410.72 cm�3)(5.1⇥ 10�10),

= 2.097⇥ 10�7 cm�3
.

The equivalent energy density ⇢b = mp nb, where mp is the proton mass, can then

be used to determine ⌦b = ⇢b/⇢crit, where ⇢crit (Equation 1.16) is the critical energy

density. Therefore, the baryonic closure parameter which is most consistent with the

observed relic abundances of deuterium, 4He, and photons from the early universe is

⌦b = 0.042 ± 0.004. This result is in agreement with that found independently from

the CMB anisotropy measurements discussed in Section 1.2.2. Also discussed in Sec-

tion 1.2.2, and shown in Table 1.2, is that the total matter closure parameter observed

in CMB measurements is ⌦m = 0.3111 ± 0.0056, which demonstrates that baryons fall

far short of accounting for all matter in the universe.

1.2.2 The Cosmic Microwave Background

The CMB is the light remaining after the epoch of recombination in the early universe.

Recombination, which occurred when the temperature of the universe dropped to ⇠ 1 eV

(approximately 400,000 years after inflation), refers to when negatively charged elec-

trons and positively charged nuclei combine to form electrically neutral atoms. Before

recombination, free streaming electrons were maintained at high energies via Compton

Scattering with photons, and the small baryon-to-photon ratio ensured that any recom-

bined atoms would be ionized just as quickly as they formed. As the universe continued

to cool below 1 eV, the number of photons with su�cient energy to break up recombined

atoms became negligible, and so the number of free streaming electrons began to rapidly

decrease. The photons remaining after all the free streaming electrons vanished due to

recombination comprise what is now the CMB.

The nature of the CMB makes it a useful snapshot of the early universe at the time of

recombination. By measuring the anisotropies in the temperature of the CMB—a map
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Figure 1.4: The CMB temperature anisotropy map measured by the Planck collabo-
ration (2015 release [30]).

of which can be seen in Figure 1.4—one can infer the densities of matter, radiation, and

dark energy present in the universe. Volumes of space where the local matter density

was greater than their surrounding areas would collapse in on themselves gravitationally.

This increased the matter density even further, which increased the likelihood of bary-

onic matter interacting with photons in the vicinity, resulting in an outward radiation

pressure. Therefore the energy densities of photons, baryons, dark matter, and dark

energy held competing influences on local matter densities, which drove pressure waves

in the cosmic plasma: these pressure waves are now called Baryon Acoustic Oscillations

(BAOs).

BAOs have been measured, with increasing accuracy, by the Cosmic Background Ex-

plorer (COBE) Satellite [31]; the Wilkinson Microwave Anisotropy Probe (WMAP) [29];

and most recently, the Planck spacecraft [5]. Each of these missions make use of the two

point correlation function, ⇠(✓), defined as:

⇠(✓) =

⌧✓
⇢(n̂)� ⇢̄

⇢̄

◆✓
⇢(m̂)� ⇢̄

⇢̄

◆�
, (1.21)
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where,

n̂ and m̂ are unit vectors,

✓ = cos�1(n̂ · m̂),

⇢̄ ⌘ Global average CMB photon density,

⇢(ĵ) ⌘ CMB photon density in ĵ direction.

Equation 1.21 is a measure of the average size of density fluctuations over all points with

a given angular separation. It is standard practice to decompose Equation 1.21 into its

associated multipole expansion,

⇠(✓) =
X

`

(2`+ 1)C`
P`

�
cos(✓)

�

4⇡
, (1.22)

where,

` ⌘ multipole number,

C` ⌘ multipole coe�cient,

P` ⌘ Legendre Polynomial of order `.

The distribution of coe�cients C` is known as the power spectrum of the multipole

expansion. The multipole number, `, is inversely proportional with angular separation,

and in the context of the CMB, it is interpreted as a measure of decreasing distance

scale.

The measured power spectrum of the CMB, shown in Figure 1.5, has a series of peaks

which can be explained as successive compressions and rarefactions in BAOs. The

locations and sizes of these peaks therefore contain information about the proportions

of matter, radiation, and dark energy present in the universe just prior to the epoch of

recombination. For example, the location of the first peak can be used to infer the cosmic

horizon distance, DH . In the ⇤CDM model, assuming a topologically flat universe, DH

can be expressed in terms of the matter, radiation, vacuum energy closure parameters

in the integral over redshift, z:

DH =
c

H0

1Z

0

dz

[⌦m(1 + z)3 + ⌦r(1 + z)4 + ⌦⇤]
, (1.23)
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Figure 1.5: Planck Satellite measurement of the CMB power spectrum [32], with
red dots representing data and the light blue curve representing the best fit of the
⇤CDM likelihood model to the data. Here D` = `(` + 1)C`/2⇡. The relative heights
and locations of the peaks encode information about the baryon closure parameter and

cosmic horizon distance.

where H0 is the Hubble parameter evaluated at the current time; c is the speed of light;

and ⌦m, ⌦r, and ⌦⇤ are the matter, radiation, and vacuum energy closure parameters.

Here, the term ‘redshift’ is quantified in terms of the di↵erence between a photon wave-

length, �, and the observed photon wavelength �
0 viewed in a frame of reference receding

from the photon source at velocity, v; i.e.

z = log

✓
�
0 � �

�

◆
, (1.24)

where �
0 = �

s
1 + (v/c)

1� (v/c)
. (1.25)

By measuring DH from the power spectrum in Figure 1.5, a numerical integration of

Equation 1.23 can be used to obtain the most likely values of ⌦m, ⌦r, and ⌦⇤. Fur-

thermore the relative amplitudes of odd and even numbered peaks provide information

on the relative amounts of baryonic matter and dark matter. Figure 1.6 shows that

increasing the baryon closure parameter, ⌦b, amplifies odd numbered peaks and sup-

presses even numbered peaks. The inferred values of the closure parameters discussed

here from likelihood fits to the Planck Satellite CMB power spectrum are reported in

Table 1.2 [5]. In a flat universe, closure parameters represent the percentage of the total
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Figure 1.6: Cartoon image showing how the shape of the CMB power spectrum
changes with varying baryon density (in a flat universe). Image taken from [25].

mass-energy content of the universe allocated to the corresponding source. Therefore,

from this result the conclusion that can be drawn is that the universe is dominated by

vacuum energy and matter, with the split between the two being 68.89% and 31.11%,

respectively. Furthermore, the percentage of the universe that can be allocated to bary-

onic matter is only 4.9%. The large di↵erence between the baryonic and total matter

closure parameters is strong evidence of the existence of non-baryonic dark matter.

Parameter Name Symbol Value

Vacuum closure parameter ⌦⇤ 0.6889± 0.0056
Matter closure parameter ⌦m 0.3111± 0.0056
Baryon closure parameter ⌦b 0.0490± 0.0088

Table 1.2: Closure parameters obtained from the ⇤CDM fit to the Planck CMB power
spectrum [5]
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1.3 Large Scale Structure Formation

The evolution of matter in the universe as it coalesced into galaxies, clusters, and su-

perclusters is evidence for a universe pervaded by cold dark matter, which is to say

nonrelativistic dark matter. A common criterion used to identify a nonrelativistic parti-

cle species is if its average thermal velocity corresponds to a temperature T ⌧ m, where

m is the particle mass. Conversely, neutrinos are an example of a thermally produced,

hot dark matter candidate, because neutrino freeze-out would have occurred when the

temperature of the universe was T ⇠ 1MeV� m⌫ [24]; this means they would have

had a relativistic mean velocity at this point. A warm dark matter candidate would

then naturally have an average thermal velocity with T ⇠ m. The main inconsistencies

between observation and hot or warm dark matter are [33]:

(i) The ages of large structures over a mass range of 109–1015M�

(ii) The total-to-luminous mass ratios of dwarf spheroidal galaxies

The reason why the thermal properties of dark matter are important for the age of galax-

ies and clusters is one of relative timing. If dark matter was moving relativistically by

the time it froze out of thermal equilibrium in the early universe, it would require masses

on the scale of M ⇠ 1015M� to keep significant amounts of dark matter gravitationally

bound, which is the mass scale of superclusters [33]. Therefore, in a universe where the

majority of dark matter is hot, supercluster sized bodies would be the first structures

to gravitationally collapse, then star forming galaxies would appear later. This is com-

monly known as a ‘top-down’ hierarchy of structure formation. However, astronomical

surveys of galactic clustering show that the first superclusters must have collapsed as

recently5 as z . 2, and the oldest known proto-supercluster has been observed at a

redshift of z = 2.45 [34]. On the other hand, galaxies have been observed at much larger

redshifts, with the oldest known galaxy, GN-z11, having a redshift of z ⇡ 11 [35, 36].

This is consistent with the ‘bottom-up’ hierarchy of large scale structure formation one

would expect if dark matter is predominantly cold.

5Spectroscopic redshift is used as a measure of both distance from Earth and age. Objects with
greater redshift are receding faster from the observer, which corresponds to an object that is further
away, according to Hubble’s Law. Since it is further away, that also means the light arriving at the
observer from the object is older, and therefore the observer is looking at the object as it existed at an
earlier point in time.
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Dwarf spheroidal galaxies are low luminosity, low mass galactic structures. Through

dynamical observations similar to those discussed in Sections 1.1.1& 1.1.2, these struc-

tures are known to have massive halos similar to spiral galaxies [37]. Figure 1.7 shows

the mass-to-light ratios, M/LB, and total-to-luminous mass ratios, M/Mlum, of stellar

objects ranging in mass from the scale of dwarf spheroidals (M ⇠ 106M�) to large clus-

ter cores (M ⇠ 1015M�) [33]. For both ratios, dwarf spheroidals show clear disparity

in the amount of luminous and dynamical mass: the latter being an order of magnitude

greater than the former. Furthermore, the plot of M/Mlum shows that the ratio of lumi-

nous to total mass is constant across all mass scales. The reason why this is important

is that hot and warm dark matter, which would have velocity dispersions & 100 km/s,

would not be bound gravitationally in large abundance by dwarf spheroidals, which have

escape velocities ⇠ 10 km/s. The constancy of M/Mlum is evidence that objects much

smaller than the galactic scale can gravitationally bind dark matter just as e�ciently as

galaxies and other larger systems, which further supports the hypothesis of cold dark

matter over hot and warm dark matter.

Figure 1.7: The Mass-to-Light ratios (top) and Total-to-Luminous mass ratios (bot-
tom) for objects on varying mass scales [33].
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1.4 Dark Matter Candidates

Based on the evidence discussed thus far, the properties that a viable dark matter

candidate must have, at minimum, are the following:

(i) Non-baryonic in nature

(ii) Nonrelativistic at freeze-out

(iii) Couples very weakly, if at all, to the electromagnetic force

(iv) Stable on cosmological time scales

This section provides an overview of the two most promising candidates: Axions and

Weakly Interacting Massive Particles (WIMPs). These dark matter candidates are par-

ticularly attractive because they follow naturally from possible solutions to other well

known problems in particle physics, which will be discussed in the proceeding subsec-

tions.

1.4.1 Axions

In quantum field theory (QFT), there are three important discrete transformations:

) Charge conjugation (C)

The reversal of all quantum numbers and charge from q ! �q, thus transforming

a particle into its antiparticle

) Parity (P )

The inversion of a right-handed coordinate system to a left-handed one via taking

x! �x

) Time reversal (T )

The reversal of time evolution via taking t! �t

It is expected that all physical fields in QFT are invariant under the simultaneous trans-

formations of C, P , and T ; i.e. all quantum fields obey CPT symmetry. However, this

leaves enough freedom for physically realizable quantum fields to simultaneously violate



Introduction 23

any two of these symmetries. For strong interactions, this freedom exists for violation of

CP symmetry. The Standard Model Lagrangian for quantum chromodynamics (QCD)

is

LQCD = �1

4
G

a
µ⌫G

aµ⌫ +
X

r

✓
q̄

a
r

�
i /D

b
a �mr�

b
a

�
qrb

◆
+

✓

32⇡2
G

a
µ⌫G̃

aµ⌫
, (1.26)

where G is the gluon field strength tensor and G̃ is the Hodge dual gluon field strength

tensor; q is the quark field, with charge r, flavour a (b also refers to flavour), and mass

m; �ba is the Kronecker delta; and /D is the gauge invariant di↵erential operator. The

inner products in the first and last terms appear similar, but have a key di↵erence.

The first term is proportional to the inner product of the gluon field strength tensor

with itself, which is a scalar quantity. The last term, colloquially called the ‘✓-term’, is

proportional to the inner product of the gluon field strength tensor with its Hodge dual

counterpart, which in general results in a pseudoscalar quantity [38]. Pseudoscalars

are identical to scalars with the exception that they have the property of being odd

under parity transformations [3]. Therefore if Ga
µ⌫G

aµ⌫ is CP-even, then G
a
µ⌫G̃

aµ⌫ will

be CP-odd and vice versa. Thus the ✓-term renders Equation 1.26 asymmetric under

CP transformations, which in turn should lead to CP -violating behaviour in QCD

interactions. Such interactions in the strong sector would be able to produce a non-

zero electric dipole moment for the neutron. In short, if CP -violation is possible in

the strong sector, this allows for CP -odd ⇡NN (pion-Nucleon-Nucleon) vertices, which

mediate nucleon-nucleon interactions [39]. These CP -odd ⇡NN vertices contribute to

the size of the neutron electric dipole moment, dn, which scales with ✓ as [40],

dn = �3.3⇥ 10�16
✓ [e · cm]. (1.27)

However, the current leading limit on the neutron electric dipole moment is [41]

dn = (0.0± 1.1stat. ± 0.2sys.)⇥ 10�26 [e · cm],

which sets a strong constraint on the value to be |✓| < 5.4 ⇥ 10�11. Most physicists

interpret the smallness of ✓ occurring by chance as unnatural, since there is no immedi-

ately obvious reason for CP -violation to be forbidden in QCD. This constitutes what is

known as the Strong CP Problem [40].
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A well known potential solution to the strong CP problem, proposed by Robert Pec-

cei and Helen Quinn in 1977 [42], is to absorb the ✓ parameter into a dynamic field,

which obeys a new global chiral U(1) symmetry (called Peccei-Quinn (PQ) symmetry).

Similar to the Higgs mechanism suppressing electroweak divergence beyond first order,

PQ symmetry needs to be spontaneously broken in order to avoid divergence arising

from CP -violating interactions [40]. The new field, a, thus seeks a minimum to sup-

press CP -violation, and oscillations of the a field about the minimum value result in the

pseudoscalar Nambu-Goldstone boson, called the Axion.

The energy scale at which PQ symmetry is broken, fa, is some large value above the

electroweak scale, and this drives most of the important physics revolving around axions.

It is inversely proportional to the axion decay rate, as well as the axion mass, which can

be approximated as [40],

ma ⇡ 6 eV

✓
106GeV

fa

◆
. (1.28)

Measurements of the electron neutrino flux from SN 1987A in Ref [43] were used to place

constraints on fa. Their argument is that the available energy from a Type II supernova

is equal to the gravitational binding energy of the neutron star, and 99% of that energy

is carried away by supernova neutrinos [44]. Thus the observed ⌫e flux should account

for ⇠ 1/6 of that energy (assuming three flavours of Dirac neutrinos). If axions could

carry away some of that energy instead, then this would result in a reduction in the

observed ⌫e flux, which should scale with fa. The lower limit on fa from Ref [43] is of

order & 1011GeV, which means that the axion must be very light: < 10�5 eV.

The theoretical picture of the axion described up until this point is generally known

as the ‘QCD axion,’ as it is a byproduct of explaining the Strong CP problem, which

is a QCD anomaly. There are two prototype models describing the field theory of the

QCD axion: the Kim-Shifman-Vainstein-Zakharov (KSVZ) and Dine-Fischler-Srednicki-

Zhitnitskii (DFSZ) models [45]. Both of these models predict that the QCD axion mass

and coupling strength to standard model particles are proportional to f
�1
a . This means

QCD axions would be extremely weakly interacting, which is a key property of dark

matter. However there are other BSM theories—most notably, String Theory—which

produce axion-like particles (ALPs) via a similar approach. That is to introduce a new

global symmetry which is spontaneously broken, leading to interactions which suppress

‘anomalous’ phenomena in the theory [46].
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Experimentally, axion and ALP searches can look for the signature of an axion/ALP

coupling to photons in strong (i.e. ⇠few T) magnetic fields via a process called Primako↵

conversion (i.e. an axion converting to photon or vice versa). For example, laboratory

experiments such as ADMX [47] look for the conversion of galactic halo axions into

microwaves as they pass through a cold resonant cavity immersed in a strong magnetic

field. Such searches are called haloscope searches. These interactions occur at a rate

proportional to the coupling strength of axions to photons, ga�� [eV�1]. The axion-

photon coupling and axion mass then define the axion/ALP search parameter space,

which is shown in Figure 1.8 [48]. Additionally, there are experiments that can look for

the signature of the axio-electric e↵ect [49]. Similar to the photoelectric e↵ect, this is

the absorption of an axion/ALP by an electron, which is then sent recoiling away with

the kinetic energy of the axion.6

Figure 1.8: Current upper limits excluding regions of the QCD axion and ALP phase
space. Blue regions are excluded based on astrophysical arguments, grey regions are
excluded based on laboratory experiments, and green regions are excluded based on
cosmological arguments. The green region labeled ‘Haloscopes’ corresponds to experi-
ments looking for the signature of axions in the Milky Way dark matter halo. Note that
the yellow region surrounding the red line labeled ‘KSVZ’ represents viable parameter

space for the QCD axion. Image taken from Ref [48].

6Assuming that the axion/ALP rest mass is insignificant compared to its momentum.
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1.4.2 Weakly Interacting Massive Particles

The term ‘WIMP’ refers to a broad class of particles which, in addition to the properties

listed in the preamble of this section, are typically on the mass scale of 1–105GeV [46],

and can couple to Standard Model particles gravitationally, via weak interactions, or via

BSM physics. There are multiple BSM theories that predict the existence of electrically

neutral, stable particles with masses in the GeV–TeV range, which would fit naturally

the description of a WIMP. Most of these theories have overarching themes, which are:

1. They are related to possible solutions of the Hierarchy Problem

2. They contain new symmetries which naturally halt the decay of BSM particles

Supersymmetry (SUSY) is a well known example which produces a WIMP candidate

in this way [50]. SUSY is a theory which postulates a fundamental symmetry between

fermions and bosons. In this theory, every Standard Model particle has a ‘superpartner’

with identical quantum numbers, but with spin di↵ering by a half. Therefore, every

Standard Model fermion has a bosonic superpartner, and every Standard Model boson

has a fermionic superpartner.

In SUSY, there exist processes which don’t conserve baryon number and lepton number.

These processes depend on a discrete symmetry called ‘R-parity,’ where the scale of

R-parity violation determines the rate at which they occur [50]. R-parity is defined as

R = (�1)3(B�L)+2S
, (1.29)

where B is the baryon number of a particle, L is its lepton number, and S is its spin. For

all Standard Model particles, one finds R = 1, and conversely all of their superpartners

have R = �1. Therefore, assuming R-parity is an exact symmetry7, any interaction with

one super-particle (i.e. the superpartner of a Standard Model particle) in the initial state

must have at least one super-particle in the final state.

If one then considers a decaying heavy super-particle, there must be at least one lighter

super-particle among its daughters. However, if the decaying super-particle is the Light-

est Supersymmetric Particle (LSP), then it would be impossible for it to decay while

7This assumption is valid on the basis of no baryon- or lepton-number violating processes ever being
observed to date.
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simultaneously conserving R-parity and energy, and thus the LSP would be absolutely

stable. In the SUSY formulation known as the Minimal Supersymmetric Model (MSSM),

the LSP is the lightest mass eigenstate of the neutralino: a mixed state of the super-

partners of the photon, Z0 boson, and Higgs boson. [50]. The neutralino is electrically

neutral, couples to the electroweak force, and would have a mass at the electroweak

scale, making it an ideal WIMP candidate for dark matter.

Modelling WIMPs as thermal relics from the early universe remains a top contender

for the solution to the dark matter problem. Suppose that a WIMP candidate, �,

was in thermal equilibrium with the plasma of the early universe through interactions

resembling:

�+ � ↵ A+B, (1.30)

where A and B are generic labels for Standard Model particles with massesmA,mB ⌧ T ,

and T is the temperature of the universe. Assuming m� ⇠ O(100GeV)� mA,mB, the

Standard Model particles would be relativistic at this time, and they could be assumed

to be in thermal and chemical equilibrium with the universe. Then, the comoving

abundance of WIMPs, n� evolves according to the simplified Boltzmann equation [24],

a
�3 d

dt
(a3n�) = h�annvi

�
(n(0)

� )2 � n
2
�

�
, (1.31)

where a is the time-dependent scale factor describing the Hubble expansion of the uni-

verse, h�annvi is the thermally averaged annihilation cross-section governing the rate of

the reaction in Equation 1.30, and n
(0)
� is the abundance of � assuming it remains in

thermal equilibrium, which varies with temperature as [24]

n
(0)
� =

8
><

>:

g�
�m�T

2⇡

�3/2
e
�m�/T m� � T

g�
T 3

⇡2 m� ⌧ T

. (1.32)

Here, the degeneracy factor g� accounts for the WIMP spin, which is also model-

dependent.

Assume that at first, there was an initial population of WIMPs in chemical and thermal

equilibrium with the early universe plasma, which had temperature T > m�. According

to Equations 1.30 and 1.31, as the universe expanded and cooled to temperatures below

m�, WIMP production would have started rapidly decreasing, and only the annihilation
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of WIMPs (the forward reaction of Equation 1.30) would have kept them in thermal equi-

librium. Eventually, the combination of their weak coupling and decreasing abundance

would ensure that the universe expansion rate would dominate the WIMP annihilation

rate and WIMPs would freeze out of equilibrium. Solving Equation 1.31 is generally pro-

hibitively di�cult to do analytically, but with simplifying assumptions, one can arrive

at an approximate expression for the WIMP relic abundance (see AppendixA.1) [24].

⌦� =

r
4⇡3Gg⇤

45

m�

Tf

T
3
0

30h�annvi⇢crit
(1.33)

where g⇤ is the number of relativistic degrees of freedom at the time when the tem-

perature of the universe T ⇠ m�, G is Newton’s universal gravitation constant, Tf is

the temperature of the universe at the time of WIMP freeze-out, and T0 is the cur-

rent temperature of the universe. Now assuming that ⌦� = ⌦m � ⌦b, using the values

from Table 1.2 gives a value for the left-hand side of Equation 1.33. If one assumes a

WIMP mass of m� = 100GeV, then all particles of the standard model contribute to

the relativistic degrees of freedom when T ⇠ m�, and g⇤ ' 100, and a simple order of

magnitude estimate can be be used for the temperature at WIMP freeze out such that

m�/Tf ' 10 [24]. Now, plugging in the known values for T0, ⇢crit, and G returns an

order of magnitude estimate for the thermally averaged annihilation cross-section

h�annvi ⇠ 10�36 cm�2
, (1.34)

which is, quite conveniently, of the same order of magnitude as weak interactions. This

well known result is called The WIMP Miracle [7, 24, 25, 46].

An alternative mechanism to thermal production that could have reproduced the ob-

served WIMP relic abundance is an asymmetry of WIMPs and anti-WIMPs in the

early universe, similar to the widely known and poorly understood baryon-antibaryon

asymmetry. Assuming any matter-antimatter asymmetry in WIMPs is driven by the

baryon-antibaryon asymmetry, this would plausibly generate WIMPs in the 5–15GeV

mass range with an appropriate relic abundance [51]. Other presuppositions of the

relationship between the baryon and dark matter asymmetries—whether the they be

independent, or correlated with each other—can extend this mass range to 10MeV–

100GeV [52]. This class of models is known collectively as Asymmetric Dark Matter,

and they constitute a viable subset of WIMP models with lower masses.
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1.5 Direct Detection of WIMPs

Figure 1.9 is a cartoon Feynman diagram which summarizes the ways one might detect

dark matter. Reading this diagram from left to right corresponds to dark matter self

annihilation, and is a form of indirect detection. Indirect searches for dark matter

are typically astronomical searches for excessive X-ray emission in dark matter halos.

Reading the diagram from right to left corresponds to dark matter production, which

can be detected in high energy collider experiments at facilities like the Large Hadron

Collider (LHC). Reading Figure 1.9 from top to bottom represents a generic scattering

interaction between dark matter and Standard Model particles, which is the arena of

direct detection, and the central topic of this work. More specifically, the scope of all

discussion hereafter is limited to the direct detection of GeV-scale WIMPs via elastic

scattering with nuclei.

Standard 
Model Particle

Standard 
Model Particle

Dark Matter 
Particle

Dark Matter 
Particle

Interaction

Indirect Detection

Production

Dire
ct 

Dete
ctio

n

Figure 1.9: Cartoon Feynman diagram of dark matter detection channels.

Direct detection of WIMPs falls under the umbrella of ultra-low background experiments.

The basic premise of the WIMP search experiments discussed in this thesis is to place a

detector with a large mass of a sensitive target material in a low background environment,

while the earth moves through space, which is assumed to be densely populated by
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WIMPs. In the lab reference frame, this would look like a scattering experiment with

a dark matter beam (sometimes referred to as the ‘WIMP Wind’). A key observable

for any WIMP search experiment is the predicted total WIMP scattering rate, which

is detailed in Section 1.5.1. A discussion of specific detection channels and background

suppression techniques will be provided in Section 1.5.2.

1.5.1 WIMP Elastic Scattering Rate

The total WIMP scattering rate is used to predict the number of WIMP-nucleus scatter-

ing events in a given detector. Encoded in the scattering rate are two quantities which

define the standard parameter space for WIMP searches: the WIMP mass, m� and

the WIMP-nucleon interaction cross-section, ��. As WIMPs encompass many theorized

particles, their range of potential scattering interaction modes with baryonic matter is

broad, and �� is therefore poorly constrained. Furthermore, knowledge of m� and the

WIMP phase space distributions is sparse. One can model these pieces of information

to fill in the gaps, however the choice of model can significantly change the predicted

overall scattering rate. Furthermore, not all scattering targets respond the same way

to all models: e.g. isospin-violating WIMP scattering modes disproportionately favour

argon targets over xenon [53]. Therefore, in the interest of both consistency across all

detector designs and simplicity, the following assumptions are made:

A1. In the Earth’s frame of reference, WIMP velocities conform to a Maxwell-Boltzmann

distribution having a RMS velocity v0, shifted by Earth’s velocity vE, and trun-

cated at the escape velocity of the Milky Way, vesc.

A2. WIMP interactions in detectors are contact scatters on target nuclei, which obey

isospin symmetry, and are mediated by a scalar field (e.g. Higgs exchange).

Dimensionally, the total WIMP scattering rate per unit target mass, R, can be expressed

as the product of the local WIMP flux ⇢�
m�

|v| (where ⇢� = 0.4GeV/cm3 is the local dark

matter density [54], and |v| is the speed of the WIMP Wind); the total coherent WIMP-

nucleus scattering cross-section �
A
� (where A is the atomic mass number of the target

nucleus); and the number of target nuclei per unit mass N0/A; i.e.,

R =
N0

A

⇢�

m�
|v|�A

� , (1.35)
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where N0 = 6.022 ⇥ 1023 is Avogadro’s number.8 In practice, what is observed by a

typical WIMP search is a series of potential WIMP scattering events over a broad range

of recoil energies, Er. The resulting spectrum of recoil energies is a measure of the

di↵erential scattering rate, which means Equation 1.35 needs to be di↵erentiated with

respect to Er, resulting in
dR

dEr
=

N0

A

⇢�

m�
|v|

d�
A
�

dEr
. (1.36)

At this point, assumptions A1 & A2 can be injected into the calculation. A1 dictates

that |v| follows a Maxwell-Boltzmann distribution, and therefore Equation 1.36 must be

integrated over all WIMP velocities up to the Milky Way escape velocity vesc, giving

dR

dEr
=

N0

A

⇢�

m�

vescZ

vmin

f(v, vesc) |v|
d�

A
�

dEr
d
3v, (1.37)

where,

f(v, vesc) =

8
><

>:

1
N e

�|v�vE|2/v20 |v| < vesc

0 else
, (1.38)

and vmin is the minimum velocity that can result in recoil energy, Er (see Equation 1.46).

Defining the variable z = (vesc + |vE|)/v0, the normalization constant N is [54]

N =
�
⇡v

2
0

�3/2
✓
erf

�
z
�
� 2p

⇡
ze

�z2
◆
, (1.39)

where ‘erf’ is the standard error function defined as

erf(x) =
2p
⇡

xZ

0

e
�x2

dx. (1.40)

A2 simplifies the picture of WIMP-nucleus scatters to only scalar interactions, which

means the di↵erential scattering cross-section may be written as [54, 55]

d�
A
�

dEr
=

�0

Emax
r

, (1.41)

In Equation 1.41, �0 is the total point-like WIMP-nucleus scattering cross-section, and

E
max
r is the maximum recoil energy. From classical two-body scattering, the recoil

8Note that the units of this rate are [mass]�1·[time]�1. To get a predicted number of WIMP events
in a given detector, one multiplies R by a quantity called exposure, which is defined as the product of
total target mass and total observation time.
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energy of a nucleus with mass mn after a collision with a WIMP with mass m�, speed

|v|, scattered into an angle ✓ is

Er =
m�|v|2

4

✓
4m�mn

(m� +mn)2

◆�
1� cos(✓)

�
. (1.42)

Therefore E
max
r occurs at an angle ✓ = ⇡, and

E
max
r =

2m2
�mn

(m� +mn)2
|v|2 =

2µ2
�n

mn
|v|2, (1.43)

where µ�n = m�mn/(m� + mn) is the reduced mass of the WIMP-nucleus system.

Bringing together Equations 1.37–1.41 and 1.43 results in

dR

dEr
=

N0

A

⇢�

m�

mn�0

2µ2
�n

vescZ

vmin

f(v, vesc)

|v| d
3v, (1.44)

= 4⇡

✓
N0

A

◆✓
⇢�

m�

◆✓
mn

2µ2
�n

◆
�0

vescZ

vmin

v f(v, vesc) dv, (1.45)

and vmin =

s
mnEr

(2µ2
�n)

(1.46)

where v ⌘ |v|. Here, WIMP velocities are assumed to be isotropic, which results in the

extra prefactor of 4⇡ and the integrand becoming vf(v, vesc).

Lastly, the form of the total (spin-independent) WIMP-nucleus cross-section, �0, can be

written as

�0 = F
2(q)

✓
Z
fp

fn
�
�
A� Z

�◆2

��, (1.47)

where Z and A are the atomic and mass numbers, respectively, of the target nucleus; fp

and fn are parameters characterizing the coupling strength of WIMPs to protons and

neutrons, respectively; F (q) is the nuclear form factor; and �� is the WIMP-nucleon

scattering cross-section. The comment in assumption A2 regarding isospin symmetry

means that WIMPs would interact as much with protons as neutrons. This results in

fp ⇡ fn and the middle factor in Equation 1.47 simplifies to A
2. The nuclear form

factor is the spatial Fourier transform of the nucleon weak charge distribution within

the nucleus. A reasonably accurate description of the nucleon distribution is that of the



Introduction 33

Fermi distribution [54], which takes the spherically symmetric form of

⇢(r) = ⇢0
�
1 + e

(r�c)/a
��1

, (1.48)

where ⇢(r) is nuclear mass distribution function. The parameter ⇢0 can be interpreted

as the average density in the bulk of the nucleus, and parameters c and a describe

the radius and thickness, respectively, of the ‘skin’ of the nucleus. A convenient set of

parameters to use in Equation 1.48 makes the skin layer su�ciently thin, which allows for

the Fourier transform of ⇢(r)—and thus the form factor F (q)—to be solved analytically.

This is called the Helm parametrization of the nuclear structure [56]. The resulting form

factor is

F (q) = 3
j1(qrn)

qrn
e
�(sq)2/2

. (1.49)

Here, j1(x) is the first-order spherical Bessel function, q =
p
2mnEr is the momentum

transferred to the target nucleus, rn ⇡ 1.14A1/3 is the approximate radius of the target

nucleus, and s ⇡ 0.9 fm is the nuclear skin thickness [54].

Figure 1.10 shows the shape of the nuclear form factors for various targets up to recoil

energies of 1000 keV. Based on this and Equation 1.47, there appears to be a trade-o↵ in

the size of the target nucleus. While the spin-independent cross-section scales with A
2

for all recoil energies, the nuclear form factor heavily favours lighter targets for larger

recoil energies. This is demonstrated in Figure 1.11, where an argon target is predicted

to see a greater rate of WIMP scatters for recoil energies in excess of approximately

50 keV.

In order to calculate the di↵erential scattering rates shown in Figure 1.11, the WIMP

mass m� and scattering cross-section, �� must be input as free parameters of the model.

Assuming 100% detection e�ciency, an experiment can then predict the number of

expected WIMP scatters, Nexp, in their detector with a known target mass MT , and

exposure time tE by doing

Nexp = (MT ⇥ tE)

EmaxZ

Emin

dR

dEr
dEr, (1.50)

where the product of MT ⇥ tE is a quantity called the exposure of the experiment, often

expressed in units of tonne-years. In the absence of any backgrounds, this hypothetical
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Figure 1.10: Helm nuclear form factors for helium, argon, germanium, and xenon
targets.

Figure 1.11: Comparing the di↵erential scattering rates for experiments with argon
and xenon targets, assuming WIMP masses m� = 100GeV and 1TeV, and a WIMP-

nucleon scattering cross-section of �� = 10�8 pb.

experiment could then argue that any number of scattering events less than Nexp (within

some pre-defined level of significance) would exclude m� and �0 from the viable WIMP

parameter space. In practice, experiments must first establish a set of event selection

criteria which achieve a negligible background contribution in a region of interest (ROI),

and then compare their observed event count with Nexp. This is called a ‘cut and

count’ analysis, which is reviewed in Chapter 3. Alternatively, one could model the

most prevalent backgrounds over a broader ROI and compare the expected signal-plus-

background total to the observed total. This kind of analysis is the central focus of

Chapter 4.
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1.5.2 WIMP Search Experiments

WIMP search experiments rely on sensitive detectors in order to maximize the likelihood

that a WIMP might interact with their targets and generate a measurable signal. As was

shown in Section 1.5.1, the number of expected WIMP-nucleus scattering events scales

linearly with both the total target mass and the exposure time, which are both experi-

mental parameters in the design of WIMP searches. This also increases the sensitivity of

the detector to backgrounds, and therefore great care must be taken in suppressing those

backgrounds. This is why many WIMP searches take place in underground laboratories

like SNOLAB in Sudbury, Ontario, Canada, or Laboratori Nazionali del Gran Sasso

(LNGS) in L’Aquila, Italy. Doing this protects the detectors from cosmic rays and as-

sociated backgrounds. Detectors are also constructed with radio-pure components, and

their exposure to lab air during construction is minimized, as this limits the impact of

radon and its progeny in the WIMP search.

Despite these measures, there are still irreducible backgrounds in the recoil energy range

of potential WIMP scatters. The expected WIMP signal originates from elastic scatter-

ing with target nuclei, which are called Nuclear Recoil (NR) events, whereas much of

the background signals (e.g. � decays) originate from energy transfer to the electrons

of the target atoms. These are called Electronic Recoil (ER) events. Thus the goal

of many WIMP searches is to suppress NR backgrounds while maximizing separation

between NR and ER events. The former is addressed by the aforementioned detector

design measures as well as discrimination based on measured quantities, while the latter

is mainly achieved with particle identification.

Generally, a scattering event (ER or NR) results in energy deposition in the target

medium of ⇠ 100 keV (see Figure 1.11), which in turn generates a signal. That signal

can be detected in one or more of three basic detection channels:

C1. Heat/Sound

A scattering event transfers energy to the target in the form of heat, which gen-

erates phonons with amplitude (i.e. phonon energy) proportional to the heat

transfer.
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C2. Ionization

A scattering event liberates electrons from the target atoms, generating a total

charge proportional to the recoil energy.

C3. Scintillation

A scattering event results in the production of light with intensity proportional to

the recoil energy.

The signals from these detection channels can be used to reconstruct physical observ-

ables; e.g. recoil energy, event position in the detector, ionization/scintillation yield,

etc.. These observables can subsequently be used for particle ID and background dis-

crimination.

Experiment Target Channels

DAMA/LIBRA-II NaI C3
DarkSide-20k Liquid Ar C2 C3
DEAP-3600 Liquid Ar C3
NEWS-G Gaseous Ne C2
PICO-60 C3F8 C1
SuperCDMS Si C1 C2
SBC Ar C1 C3
LUX-ZEPLIN Liquid Xe C2 C3

Table 1.3: A selection of WIMP search experiments and their target materials and
primary detection channels.

Table 1.3 lists several examples of WIMP searches with their corresponding detection

channels. Some WIMP searches use a single detection channel. The PICO-60 experi-

ment [57] used superheated C3F8 in a bubble chamber, and is one example of a C1-only

experiment. ER backgrounds are negligible for this target in the first place, so back-

ground separation mainly comes in the form of rejecting multiple scatter events, which is

characteristic of ↵ decays and neutrons, but unlikely for WIMPs. NEWS-G [58] will be

a detector that uses only the C2 channel. This detector will consist of a large volume of

gaseous neon with a central anode at high voltage. NR events deposit energy in a highly

localized fashion, whereas ERs and NR backgrounds (e.g. neutrons) leave longer tracks.

Therefore the ratio of total charge to peak current can be used to discriminate against

such backgrounds. Lastly, an example of a C3-only experiment is DEAP-3600 [59]: a

single phase liquid argon (LAr) based WIMP search. LAr is known to scintillate on
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two9 timescales with mean lifetimes of ⇠ 7 ns and ⇠ 1600 ns. NR events predominantly

trigger the shorter timescale, while ER events do the opposite. DEAP-3600 leverages

this di↵erence using a technique called Pulse-Shape Discrimination (PSD), which will

be discussed in Chapter 2.

It is more common that experiments combine two of these channels. One of the most

competitive detector designs is that of noble liquid scintillators in a time projection

chamber (TPC) configuration, which combines the C2 and C3 channels. Such detec-

tors take advantage of the fact that NR events tend to have a greater scintillation-

to-ionization ratio than ER events. Liquid Xenon (LXe) TPC experiments like LUX-

ZEPLIN (LZ) [61] currently have the best WIMP sensitivity in the 10GeV–1TeVWIMP

mass range. DarkSide-20k [62] (reviewed in Section 5.5) is a future LAr TPC which

will use a similar detection principle to increase WIMP sensitivity for m� � 100GeV.

The e↵ectiveness of LAr TPC technology has been demonstrated by DarkSide-50, which

achieved a WIMP-nucleon scattering cross-section upper limit of 1.14⇥10�44 cm2[63] for

a 100GeV WIMP mass. SuperCDMS [64, 65] will combine channels C1 and C2, taking

advantage of the fact that NRs will disproportionately favour generating phonons over

ionization. An interesting new idea proposed by the SBC (Scintillating Bubble Cham-

ber) collaboration [66] is to use LAr in a bubble chamber configuration similar to that

of PICO. LAr scintillation boosts the ability to discriminate against ER backgrounds,

while piezoelectric crystals measure the acoustic information from heat deposition in the

target.

1.5.3 WIMP Parameter Space and Exclusion Curves

The experiments discussed in Section 1.5.2 broadly fall into two categories: low and high

WIMP mass searches. Low WIMP mass searches are most sensitive to m� ⇡ 1–10GeV

and their primary objective is to lower their detectable energy thresholds in order to

gain sensitivity to lower WIMP masses. In contrast, high WIMP mass searches, which

are optimized for m� ⇡ 20GeV–1TeV, seek to gain sensitivity to lower WIMP-nucleon

cross-sections by building bigger detectors and/or observing for longer periods of time.

9Evidence for a third timescale has been observed in several independent studies. DEAP addresses
this here [60].
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Figure 1.12 shows the current constraints on the WIMP parameter space. The green

region is the total region of parameter space excluded at a 90% confidence level by all

experiments collectively as of 2023. There exists an experimental lower bound indicated

by the yellow curves, below which corresponds to WIMP models that would be virtually

indistinguishable from the irreducible background of coherent elastic neutrino scattering

[67]. For this reason, the of the yellow curves are often called the neutrino floor. However,

this will be more a relevant background for future WIMP searches.
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Figure 1.12: A plot of the standard WIMP parameter space. The green region repre-
sents the excluded parts of the parameter space as of 2023, and the various curves repre-
sent the spin independent (SI) WIMP-nucleon interaction cross-section upper limits for
various experiments. These include CRESST-III [68, 69], DarkSide-50 [70], XENON1T
[71], XENONnT aprile2023first, PandaX-4T [72], DEAP-3600 [59], and LUX-ZEPLIN
(LZ) [61]. The ‘S2 only’ curves for XENON1T and DarkSide-50 indicate the light
WIMP searches which only use the ionization detection channel. The CRESST curve
labeled with ‘Si’ refers to a light WIMP search done with a silicon target rather than

the usual germanium target.

1.6 Impact Potential and Outlook of Dark Matter Searches

The Standard Model of particle physics, despite all of its successes, is incomplete and

extensions of the Standard Model are also poorly constrained. Out of all the biggest

questions currently being asked by particle physicists, the true nature of dark matter
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is among the ripest for solution. The evidence discussed in Sections 1.1–1.3 are all but

a smoking gun for the existence of particle dark matter pervading the universe. A

conclusive direct observation of dark matter would not only be a discovery on par with

that of the Higgs boson, it would serve as a much needed new piece of information to

constrain the space of viable BSM theories. A discovery of WIMPs in particular would

reinvigorate interest in theories like SUSY, which have somewhat declined in popularity

with the lack of new particle discoveries at the LHC. As alluded to in Section 1.4.2, any

confirmation of SUSY or similar theories moves the theoretical physics community closer

to solving the Hierarchy problem [50]. This is a major milestone in determining a theory

of quantum gravity, which is widely considered as the ‘Holy Grail’ of physics.

The currently running WIMP search experiments, such as DEAP-3600 and LZ, have

not yet observed su�cient evidence of WIMP-nucleus elastic scattering to claim a dis-

covery at the 5� confidence level. However given the unexcluded WIMP parameter

space still remaining, many collaborations will be consolidating their resources to build

more sensitive next-generation detectors. For example, the collaborations using LAr

are uniting to form the Global Argon Dark Matter Collaboration (GADMC). Already

under construction is their 2nd generation LAr TPC WIMP search called DarkSide-20k,

which will have a 20 ton fiducial mass of LAr and is intended to conduct a WIMP search

with an exposure of 100 tonne-years. The planned 3rd generation detector in the LAr

WIMP search program, called Argo, is expected to surpass the neutrino floor around

the year 2040 [73]. Despite the presence of the coherent neutrino scattering background,

Argo has a projected 5� discovery potential for 100GeV WIMPs for elastic scattering

cross-sections at the level of 6⇥ 10�49 cm2 [48].



Chapter 2

The DEAP-3600 Dark Matter

Search Experiment

DEAP-3600 (Dark matter Experiment using Argon Pulse shape discrimination) is dark

matter search experiment with a 3.2 tonne liquid argon (LAr) target mass, optimized for

WIMPs at the 100GeV mass scale. It is currently in operation at SNOLAB in Sudbury,

Ontario, Canada—an underground laboratory specially designed for low background ex-

periments and rare event searches. Such experiments can’t be operated at the Earth’s

surface because of a high flux of cosmogenic muons: 86.15µ±/m2/s [74]. SNOLAB is

situated under 2070m of norite granite rock, giving the equivalent cosmogenic muon

protection of 6080m of water, and resulting in an attenuated cosmic ray muon flux of

3⇥10�6
µ
±/m2/s [75]. However, even with this level of protection, rare event searches

must also take great care in suppressing backgrounds from the trace amounts of radioac-

tive nuclides in detector components, which can produce ↵ and � particles, neutrons, and

�-rays. In addition to careful detector design and construction aimed towards limiting

neutrons and ↵ backgrounds, DEAP is able achieve the necessary additional background

suppression through data analysis; in particular, a technique called Pulse Shape Discrim-

ination (PSD), which can separate �s and �-rays from ↵s, neutrons, and WIMPs. This

chapter gives an overview of the detector design for the DEAP-3600 experiment, and

will establish context for the discussion of event reconstruction in Chapter 3. Section 2.1

discusses the topic of scintillation in noble liquids, as DEAP-3600 uses liquid argon as its

WIMP scattering target. An overview of the DEAP-3600 detector design will be given

40
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in Section 2.2, highlighting the relevant components for the analysis discussed in Chap-

ter 4. Lastly, Section 2.3 reviews the known backgrounds in the DEAP-3600 detector,

which inform the modelling choices discussed in Chapter 4.

2.1 Noble Liquid Scintillators

Noble liquids can scintillate in the vacuum ultra violet (VUV) range via the formation

and decay of excited dimer1 states, called excimers. The microphysics of this process is

summarized in this section, including the formation of excimers (Section 2.1.1) and their

de-excitation channels (Section 2.1.2). Section 2.1.3 describes the di↵erences in excimer

formation resulting from nuclear recoils and electronic recoils, and Section 2.1.4 discusses

the motivation for using liquid argon (LAr) as a WIMP scattering target.

2.1.1 Formation of Excimers

For a noble liquid target, with generic chemical symbol X, an incident particle can

transfer energy to the target by scattering o↵ of either X nuclei or electrons in orbit

about X nuclei. If the energy transfer to the X atom is su�ciently large, then either

an X
+ ion or electron will be sent recoiling through the target. The recoiling ion or

electron will gradually lose its kinetic energy due to the stopping power of the material.

According to Lindhard theory [76], as a particle is stopped in a medium, there is an

energy partition between nuclear and electronic stopping power, which contribute to

thermal energy and atomic excitation/ionization, respectively. As will be discussed in

Section 2.1.2, the latter is what ultimately contributes to scintillation in noble liquids.

The total stopping power on a particle traversing a medium can be expressed as,

dE

dx
=

✓
dE

dx

◆

elec

+

✓
dE

dx

◆

nucl

, (2.1)

where dE/dx is the stopping power, and subscripts ‘elec’ and ‘nucl’ denote the electronic

and nuclear stopping powers, respectively. The fraction of the recoiling particle’s energy

1The term ‘dimer’ generically describes a molecular system composed of two identical simpler struc-
tures. In this context, it refers to a diatomic noble molecule.
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lost to electronic stopping power can be expressed as [76, 77],

fL =

R X(Er)
0

�
dE
dx

�
elec

dx

R X(Er)
0

⇥�
dE
dx

�
elec

+
�
dE
dx

�
nucl

⇤
dx

=
g(✏)

1 + g(✏)
, (2.2)

where for a nucleus of atomic number Z and mass number A, scattered with recoil

energy Er in keV and travelling a distance X(Er) before stopping; the energy parameter

✏ = 11.5ErZ
�7/3;  = 0.133Z2/3

A
�1/3 is a scaling constant; and g(✏) is an empirical

function given by,

g(✏) = 3✏0.15 + 0.7✏0.6 + ✏. (2.3)

For smaller recoiling particles such as electrons, virtually all of its energy is lost to

electronic stopping power, and fL ⇡ 1. However, for recoiling ions and nuclei at the

relevant energy scale for WIMP interactions (⇠ 100 keV), the percentage of its energy

lost to nuclear stopping power (i.e. heat) can vary between 38–72%, depending on the

size of the nucleus (⇠ 58% for argon)[77]. This e↵ect is called often called ‘Lindhard

Quenching,’ and Equation 2.2 is called the Lindhard Quenching Factor.

The fraction of energy not lost to Lindhard quenching results in a local population of

X
+ ions and X

⇤ excitons along the track of the recoiling particle. When excitons form,

they can collide with nearby ground state X atoms and undergo a process called exciton

self-trapping to produce an excimer, which in argon occurs within a timescale on the

order of picoseconds [78]:

X
⇤ +X ! X

⇤
2 (2.4)

Conversely, ions produce excimers through a more complex process, starting with the

creation of a charged dimer state via the collision of a ground state X atom and an X
+

ion. The charged dimer then recombines with a free-streaming electron in the vicinity,

which was previously liberated from an atom in the track of the recoiling particle. This

results in the conversion of the charged dimer into an electrically neutral excimer via

the set of reactions in Equations 2.5–2.8 [77, 79]. The timescale for this process is also
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of order picoseconds in argon [78].

X
+ +X ! X

+
2 (2.5)

X
+
2 + e

� ! X
⇤⇤ +X (2.6)

X
⇤⇤ ! X

⇤ + heat (2.7)

X
⇤ +X ! X

⇤
2 (2.8)

The final states in the exciton channel (Equation 2.4) and ion channel (Equation 2.8)

tend to have a di↵erence in their total spin angular momenta, S. Excimers created via

the exciton channel will generally have �S = 0 relative to the ground state, due to

conservation of angular momentum. On the other hand, excimers created in the ion

channel can have �S = 1, because the spin of the recombined electron is uncorrelated

with the spin of the charged dimer system. Consequently, there are e↵ectively two kinds

of excimer spin states:

1. 1⌃+
u , where �S = 0 relative to ground

2. 3⌃+
u , where �S = 1 relative to ground

The ratio of 1⌃+
u : 3⌃+

u is therefore highly correlated with the ratio of excitons to ions

created in the track of the recoiling particle from the initial scattering interaction.

2.1.2 Relaxation and Decay of Excimers

The excimer states 1⌃+
u and 3⌃+

u predominantly relax and decay to the ground state

radiatively via:

1,3⌃+
u ! 2X + h⌫, (2.9)

where h⌫ represents the scintillation photon in the VUV energy range. An important

detail (particularly for LAr; see Section 2.1.4) is that the spin of the excimer relative to

the ground state will a↵ect how quickly this decay can happen. The radiative relaxation

from 1⌃+
u to ground is allowed by all quantum mechanical selection rules, whereas the

relaxation from 3⌃+
u to the ground state via electric dipole radiation is forbidden, because

�S 6= 0 and angular momentum cannot be conserved. However such a selection rule is

determined to a finite order in time-dependent perturbation theory, and best describes
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hydrogen-like atomic states. For larger structures (e.g. argon and xenon excimers), the

hydrogen-like approximation doesn’t hold as strongly as it does for smaller structures.

In the language of perturbation theory, larger and more complicated systems have more

significant higher-order perturbative e↵ects which allow for transitions with �S 6= 0.

By virtue of this, it is in fact possible for the states with �S = 1 to radiatively decay to

ground, albeit at a slower rate in comparison to their �S = 0 counterparts. Therefore

the relaxation lifetime of 3⌃+
u is longer than that of 1⌃+

u on average, with the disparity

between the two being larger for smaller target nuclei.

There are, however, competing relaxation modes for excimers, which are non-radiative

and can suppress the scintillation e�ciency of noble liquids. These are also considered

quenching processes, similar to Lindhard quenching; a few examples are:

Biexcitonic quenching [78] : X
⇤ +X

⇤ ! X +X
+ + e

�
, (2.10)

Photoionization [77] : X
⇤ +X

⇤
2 ! X +X

+
2 + e

�
, (2.11)

Penning process [80] : X
⇤
2 +X

⇤
2 ! 2X +X

+
2 + e

�
. (2.12)

Each of these processes occurs at a rate proportional to the ionization density, which is

highest along the track of the recoiling particle and diminishes radially outward from the

track [77]. This can be modelled as a ‘core’ of high ionization density along the track—

where the quenching reactions dominate over radiative de-excitation of excimers—and

a ‘penumbra’ of low ionization density, where quenching is negligible. Analytically,

this picture of reduced scintillation e�ciency is represented by an empirically derived

equation known as Birks’ Saturation Law [81]:

dS

dx
=

A
�
dE
dx

�
elec

1 + kB
�
dE
dx

�
elec

, (2.13)

where dS/dx is the scintillation yield per unit track length by the recoiling particle; A is

a constant of proportionality between electronic stopping power and scintillation yield;

k is the overall quenching reaction rate; and B represents the size of the high ionization

density core along the recoiling particle’s track. From Equation 2.13, one can define the

Birks quenching factor,

fB =
1

1 + kB
�
dE
dx

�
elec

. (2.14)



The DEAP-3600 Dark Matter Search Experiment 45

Together, the product of k and B define a single empirical parameter, kB, which is

called the Birks constant. A and kB are typically left as floating model parameters and

obtained in fits to data to describe the quenching e↵ects for a specific particle traversing

a specific medium.

As defined in Equations 2.2 and 2.14, fL and fB are independent of each other, and an

overall energy-dependent quenching factor can be expressed as the product of the two:

qf = fL · fB. (2.15)

2.1.3 Nuclear Recoils and Electronic Recoils

The scintillation process described in Sections 2.1.1 & 2.1.2 is initiated by either an

X
+ ion or electron recoiling through the bulk mass of the target. These events are

called Nuclear Recoils (NRs) and Electronic Recoils (ERs), respectively. ER signals are

induced by low mass or massless particles, such as � particles2 or �-rays. On the other

hand, NR signals are typically generated by heavier particles, like ↵ particles3; neutrons;

and in principle, WIMPs.

The electron sent recoiling through the X bulk in ER events is kinematically extremely

limited in how much energy it can transfer to an X nucleus in a single scatter. Instead,

virtually all of its energy will be lost to other electrons in X atoms, which results in

a greater ionization yield compared to NRs. Furthermore, because of a relatively low

stopping power compared to larger particles, electrons will dissipate their energy over a

longer track than theX+ ion. Conversely, theX+ ion recoiling through the target after a

NR event can quite easily transfer energy to other nuclei as well as electrons. However,

the recoiling particle in this case has a much larger stopping power than electrons.

Therefore the ion will dissipate its kinetic energy over a much shorter distance than an

electron, making the ionization density in its track is larger.

The energy partition between electrons and nuclei allows more excitons to be created

directly by the recoiling particle in NR events compared to ERs. For electrons recoiling

in LAr, the ratio of excitons to ions in its track, Nex/Nion is between 0.19–0.29 while

2While the term ‘electronic recoil’ implies that an atomic electron was liberated by a scattering
interaction such as Compton scattering, �s themselves are electrons traversing the bulk of the target.

3Similar to �s, ↵s are themselves nuclei traversing the X bulk.
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the same ratio for ↵ particles is of order unity [79]. Statistically, this will mean that NR

events will generate fewer 3⌃+
u states per unit energy than ER events.

A key point to note following the discussion of excimer de-excitation and quenching from

Section 2.1.2 is that the production of 3⌃+
u excimers is also positively correlated with

ionization density. Furthermore, since the 3⌃+
u states will tend to be longer lived than

1⌃+
u states, the natural consequence is that quenching disproportionately suppresses

scintillation from 3⌃+
u over 1⌃+

u . Combining this information with the fact that NR

events will generally have a higher ionization density per unit energy compared to ERs,

due to their shortened track lengths, a crucial di↵erence arises in how the scintillation

of NRs and ERs manifest. NRs have reduced scintillation e�ciency at the expense

of 3⌃+
u scintillation due to quenching e↵ects, resulting in an apparent preference for

1⌃+
u scintillation. In contrast, the lack of quenching e↵ects in ER events allow for the

scintillation from the 3⌃+
u states to dominate over 1⌃+

u .

2.1.4 Liquid Argon

LAr is the noble liquid target relevant for this work, as it’s the target used in the

DEAP-3600 dark matter search experiment. DEAP uses atmospheric argon, which is

predominantly composed of the 40Ar isotope. 40Ar has a net spin of S = 0, and therefore

its excimer spin states can be expressed as a spin singlet for �S = 0 and as a triplet for

�S = 1;

(Singlet) 1⌃+
u =

1p
2

�
| "#i � | #"i

�
, (2.16)

(Triplet) 3⌃+
u =

8
>>>>><

>>>>>:

| ""i

1p
2

�
| "#i � | #"i

�

| ##i

. (2.17)

To reiterate from Section 2.1.2, there should be a di↵erence between the mean radiative

relaxation times of the singlet state shown in Equation 2.16 and the triplet state in

Equation 2.17, due to quantum selection rules. For LAr, measured values for the singlet,

⌧s, and triplet, ⌧t, scintillation time scales are provided in Table 2.1. The equivalent

timescales for liquid xenon (LXe) are also provided for comparison, which highlights the

e↵ect of the target nucleus size on scintillation times. Since LXe has a larger atomic mass,
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the quantum selection rules which conserve angular momentum are more easily broken,

allowing its 1⌃+
u and 3⌃+

u states to radiatively relax to ground on similar timescales.

Target ⌧s Value ⌧t Value Reference

LAr 7.0±1.0 ns 1.6±0.1µs Hitachi et al. (1983) [82]
LAr 8.2 ns 1.45µs DEAP-3600 (2020) [60]
LXe 4.3±0.6 ns 22.0±2.0 ns Hitachi et al. (1983) [82]

Table 2.1: Triplet and Singlet scintillation time scales for LAr and LXe. Note that the
values from Ref [60] have no quoted uncertainties due to concerns about the correctness

of fit uncertainties in the context of the analysis.

This separation between singlet and triplet scintillation timescales is crucial for LAr tar-

gets because atmospheric argon has trace amounts of the 39Ar isotope (see Section 2.3.1).

39Ar is a � emitter with a Q-value of 565 keV and half-life of 388 years, making it

a relevant background in the expected recoil energy range for 100GeV WIMPs (i.e.

⇠ 100 keV). However, this background can be successfully mitigated by leveraging the

discrimination power provided by the large disparity in singlet and triplet scintillation

timescales [83]. This technique is called Pulse Shape Discrimination, and it is the topic

of Section 3.3.

2.2 Detector Design

The design of the DEAP-3600 detector (shown in Figure 2.1) is described in detail in

Ref [84]. This section will summarize the relevant points of the detector design for

measurements described in Chapter 3 and systematics described in Chapter 4. This

includes a description of the Acrylic Vessel (AV) and inner detector in Section 2.2.1, the

outer detector in Section 2.2.2, and the use of PMTs and the organic wavelength shifter

1,1,4,4-tetraphenyl-1,3-butadiene (TPB) in the photon detection system in Section 2.2.3.

Lastly, Section 2.2.4 provides a description of the data acquisition (DAQ) systems.

2.2.1 Acrylic Vessel and Inner Detector

The main component of the inner detector is the spherical AV with an 85 cm inner

radius and 5 cm thick walls. Poly(methyl Methacrylate (MMA)) (PMMA) is the acrylic

material of choice because it has favourable optical, mechanical, and thermal properties
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Figure 2.1: Schematic diagram of the DEAP-3600 detector, operated at SNOLAB in
Sudbury, Ontario, Canada. Image taken from Ref [59]

for the purposes of DEAP-3600. Namely, it’s strong enough to support the weight of

the detector, it can withstand cryogenic temperatures, and it’s optically transparent;

88.6% transmission e�ciency for photon wavelengths of 420 nm [85], which as discussed

in Section 2.2.3 is the mean wavelength of TPB fluorescence.

The inner detector is equipped with an array of 255 8-inch Hamamatsu R5912 High

Quantum E�ciency (HQE) PMTs facing inward towards the LAr. Figure 2.2 shows

the angular arrangement of these 255 PMTs which cover 81.3% of the inner detector

surface. Each PMT is coupled to a 45 cm long acrylic light guide, which is directly

bonded to the exterior wall of the AV. The material requirements of the light guides

were based on optical transmission e�ciency. The selected light guide acrylic has an

attenuation length of 6.2±0.6m for 440 nm photons. The light guides were annealed
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Figure 2.2: PMT footprints on the DEAP-3600 inner detector surface shown in an-
gular position (cos(✓) vs. �). White areas represent the position of a PMT.

at 85 �C in order to reduce Rayleigh scattering in the acrylic, and minimize optical

transmission e�ciency losses at the AV and light guide interface [84]. 80% of the photons

entering the light guides are trapped by total internal reflection, but to increase collection

e�ciency, the light guides are also wrapped with a sheet of aluminized mylar foil. This

material e↵ectively traps the remaining 20% of optical photons in the light guides,

and also optically isolates the light guides from each other. Similarly, the areas on

the outer surface of the AV between light guides are covered in white Tyvek, which

is 98% reflective and traps scintillation photons inside the detector in the event that

they miss the light guides. Covering the layer of white Tyvek is a layer of black Tyvek

followed by a layer of closed-cell polyethylene foam backing, which suppresses external

photons from leaking into the detector. Filling the void between the light guides are

blocks composed of alternating layers of high-density polyethylene and polystyrene. In

addition to providing thermal insulation to the AV, the filler blocks serve as part of an

ensemble of neutron shielding components. Hydrogenous materials like the acrylics of the

light guides and the AV also serve as e↵ective shielding materials from external neutron

radiation, especially from the borosilicate glass of the PMTs. An order of magnitude
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estimate for a neutron attenuation length4 in the light guide acrylic and filler blocks is

l ⇠ 10 cm [86], which means the probability of a neutron leaking into the LAr through

the 50 cm of acrylic/filler blocks is 0.1%. In the absence of these components, the only

other form of neutron shielding in the inner detector is the 5 cm thick AV wall, which has

a neutron leakage probability of 51%. The assembly design coupling the PMTs to each

(a) (b)

Figure 2.3: ((A) DEAP-3600 PMT assembly schematic shown in exploded view and
(B) within a schematic of the inner detector. Images taken from Ref [84].

light guide are shown in Figure 2.3. Each PMT is connected to a light guide with a PVC

mounting cylinder, with O-rings sealing the point of contact between the PMT and the

PVC mount. The volume enclosed between the light guide, PVC cylinder, and PMT

glass is then filled with silicone oil, which has a similar index of refraction to acrylic

and glass.5 The PMT and PVC mounts are surrounded by a metal sleeve with an inner

layer of FINEMET [87] for magnetic shielding and an outer layer of copper in the metal

sleeves acts as a thermal short. Sections of polyurethane foam fill up the remaining

spaces between the PMT-PVC-metal sleeve assemblies, which provides further thermal

insulation.

20 of the inner detector PMTs are equipped with an apparatus called an Aluminum

coated Acrylic Reflector Fibre (AARF), shown in Figure 2.4a. The AARFs provide a

means of injecting LED light into the inner detector for calibrating the PMTs, as well

as monitoring the stability and gain of the inner detector PMTs over time. The 435 nm

LED is controlled outside the detector and can be tuned in intensity from zero up to

several hundred photons per pulse. The optical fibre component of each AARF then

directs the LED light onto an aluminum coated acrylic reflector, which subsequently

4A more commonly cited quantity is the macroscopic cross-section for neutron interactions, reported
in units of cm�1. However, it can be equivalently expressed as an attenuation length where the proba-
bility of neutron transmission scales as e�x/l, where x is the distance that the neutron travels into the
shielding material.

5n =1.495 and 1.52, for acrylic and glass, respectively and n =1.405 for silicone oil.
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reflects the light onto the glass of the AARF PMT. Most of the photons generate a

signal in the AARF PMT, but 20–25% of the light reflects o↵ the PMT glass and into

the AV [88].

(a)

(b)

Figure 2.4: (A) Depiction of the AARF calibration apparatus on a PMT in the inner
detector (image taken from Ref [88]). (B) Schematic diagram of the DEAP detector

neck and neck veto system (image modified from Ref [84]).

In Figure 2.1, the spherical AV is connected to a long cylindrical neck structure through

which the LAr enters the detector. The neck is not optically isolated from the AV,

and due to the geometry of the components in the neck, events originating from this

region are prohibitively di�cult to characterize in energy and position. The schematic

diagram in Figure 2.4b shows that the bottom 10 cm of the detector neck is wrapped

in wavelength shifting optical fibres, which transport photons in the neck towards an

additional set of four Hamamatsu HQE R7600-300 PMTs. These comprise the neck veto

system for DEAP-3600, which make it possible to reject neck events. In particular, this

system is intended to reject Čerenkov radiation or ↵ scintillation in the neck.

The design of the inner detector was originally intended to hold 3600 kg of LAr in the

AV and be filled up into the neck of the detector. However, on 17 August 2016, an
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incident occurred during the filling of the AV whereby LAr leaked into a vapour space

bu↵ering the vacuum jacketed acrylic inner neck and stainless steel casing of the outer

neck (see Figure 2.1). The acrylic-steel interface is sealed by two butyl O-rings, which

failed when they rapidly cooled after coming into contact with LAr. When the O-rings

failed, a pathway was created for radon-scrubbed nitrogen, intended for purging the

detector, to enter the AV. The solution for this problem was to restart the filling process

and stop when the LAr reached a level of approximately 550mm above the centre of

the AV, or 300mm below the intersection of the neck with the AV. Stopping the filling

of the detector at this level provided a greater safety margin for the butyl O-rings to

function as intended. The trade-o↵ for the greater safety margin is that the target mass

of LAr in the detector dropped from 3600 kg to approximately 3300 kg.

2.2.2 Outer Detector

Figure 2.5: DEAP-3600 outer detector, showing the shielding water tank, muon veto
PMTs, and radioactive calibration tubes. Image taken from Ref [84].

Shown in in Figure 2.5 is the outer detector of DEAP-3600. The inner detector described

in Section 2.2.1 is encased in the steel shell of outer detector and placed in a 7.8⇥7.8m

cylindrical tank filled with ultra-pure water, which further shields the LAr target from

neutron radiation emerging from the rock walls at SNOLAB. The outer detector also
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has an additional set of 48 Hamamatsu R1408 PMTs facing outward from the steel shell

as part of the muon veto system. The residual cosmic rays that pass the 2 km of norite

granite overburden at SNOLAB can generate Čerenkov radiation in the water tank. The

muon veto PMTs can then be used to reject events in coincidence with the Čerenkov

light from cosmogenic muons and their decay products, which may include cosmogenic

neutrons leaking into the inner detector. The rejection e�ciency of the muon veto system

depends on the muon energy, but for muons with energy > 1GeV (which is 99.56% of

all muons at SNOLAB [89]), the rejection e�ciency has been estimated to be > 99%.6

The outer detector also contains DEAP’s radioactive calibration systems, which includes:

i) Three vertical, stainless steel tubes hanging from the ceiling of the water shielding

tank (Tubes A, B (not visible in Figure 2.5), and E).

ii) One stainless steel tube protruding out from the upper hemisphere of the steel

shell (Tube C).

iii) One high density polyurethane tube wrapping around the lower hemisphere of the

steel shell (Tube F).

Radioactive sources are lowered into position within these tubes using stepper motors,

with position uncertainty of ⇠1 cm. The specific sources used for calibration are sum-

marized in Table 2.2. 22Na is a positron emitter with a half-life of 2.6 years. When a

Source Emission Type ER/NR Mean Energy [MeV] Activity [MBq]
22Na �-ray ER 1.275 1
AmBe neutron NR 4.2 74

Table 2.2: Summary of radioactive calibration sources used in DEAP-3600. Note that
the items listed in this table are limited to the external calibration sources. DEAP-3600
also uses internal monoenergetic � rays from the primordial radionuclide decay chains,

such as 208Tl and 40K.

positron is emitted, it will soon after annihilate with a nearby electron, producing two

511 keV photons. The 22Na nucleus typically decays to an excited 22Ne⇤ nucleus, which

de-excites via the emission of a 1.275MeV �-ray in coincidence with two 511 keV anni-

hilation photons. The 22Na calibration source therefore uses the annihilation photons

to tag the 1.275MeV �-ray in calibration studies. To do this, the 22Na source is placed

between two cerium-doped Lutetium Yttrium Orthosilicate (LYSO) crystals, which are

6Though the cosmogenic neutrons themselves don’t produce Čerenkov in the water tank.
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coupled to two compact Hamamatsu R9880U PMTs. The LYSO crystals scintillate

when irradiated by the back-to-back annihilation photons, producing the tagging signal

to be read out by the attached PMTs.

The AmBe (Americium-Beryllium) source is a compact mixture of AmO2, beryllium-9.

The neutron-producing reaction goes as follows [90]:

241Am! 237Np + ↵ (2.18)

↵+ 9Be! 12C+ n+ h⌫, (2.19)

where h⌫ is a �-ray, with energy of 4.4MeV, produced in the ↵ absorption on 9Be.

Similar to the 22Na source, the AmBe calibration source is placed between two NaI

crystals and two ETL 9102 PMTs. The NaI crystals scintillate when irradiated by the

4.4MeV �-ray, which then constitutes the tagging signal for the emitted neutron.

2.2.3 Photon Detection

Photon Propagation in LAr

For LAr, the scintillation processes described in Section 2.1 produce the photon spectrum

shown in Figure 2.6. The dominant feature of this spectrum—accounting for 99.8% of

LAr scintillation photons—is the peak centred on 128±3.3 nm [91], which corresponds

to a photon energy of 9.78 eV. The closest spectral line for neutral atomic argon has

a photon energy of 11.62 eV [92] and the first ionization energy of argon is 15.749 eV

[93]. Therefore LAr scintillation generally does not have enough energy to ionize argon

or be absorbed in atomic transitions, e↵ectively making LAr transparent to its own

scintillation.

The most dominant interaction for scintillation photons as they propagate through the

LAr is Rayleigh Scattering, which is when photons elastically scatter o↵ of particles

much smaller than their wavelength. The Rayleigh scattering length, L, is the mean

distance that a photon with wavelength, �, will propagate through a medium before

scattering. This can be expressed as [95],

L
�1 ' 8⇡3

3�4


kTT

✓
(n2 � 1)(n2 + 2)

3

◆2�
, (2.20)
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Figure 2.6: Measured LAr scintillation spectrum, showing a prominent peak at 128 nm
with a full-width at half-maximum of 7.8 nm. The narrow feature at 149.1 nm is at-
tributed to xenon impurities in the measurement apparatus used to obtain this spec-
trum. The scintillation mechanism thereof is outside the scope of this work, but is

discussed in Refs [91, 94]. Plot reconstructed from data taken in Ref [91].

where k is the Boltzmann constant; T and T are the temperature and isothermal

compressibility of the medium, respectively; and n = n(�) is the index of refraction

of the medium. Between interaction sites, scintillation photons will freely propagate

through the LAr at a group velocity vg given by

vg =
c

n� �0
@n
@�0

, (2.21)

where �0 is the vacuum wavelength of the photon.

Together, the optical parameters expressed in Equations 2.20 and 2.21 entirely govern

how scintillation photons propagate through the LAr. Note that they are correlated

through their mutual dependence on the index of refraction, n. The group velocity is

also dependent on the di↵erential index of refraction @n/@�0, which means n(�) in LAr is

an important optical parameter to understand, in addition to Rayleigh scattering length

and group velocity. The relationship between refractive index and photon wavelength

in a medium is given by the Sellmeier Equation [96],

n
2(�) = a0 +

X

i

ai�
2

�2 � �
2
i

, (2.22)

where a0 and ai are called Sellmeier coe�cients, and �i represent wavelengths of resonant

photon absorption in the medium. The LAr scintillation mean wavelength is between
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two LAr resonant absorption wavelengths in the vacuum ultraviolet (VUV) and infrared

(IR). Thus, for the purposes of DEAP-3600, Equation 2.22 can be simplified to

n
2(�) = a0 +

aVUV�
2

�2 � �2
VUV

+
aIR�

2

�2 � �2
IR

. (2.23)

Equation 2.23 is used to quantify the Rayleigh scattering length and group velocity

in the DEAP-3600 optical model. The discussion in Section 4.3.2 focuses on the use

of Equation 2.23 to also quantify the systematic uncertainties of Rayleigh scattering

length and group velocity, as well as their correlation for use in the DEAP-3600 Profile

Likelihood WIMP search.

Wavelength Shifting

In commonly used PMT designs, including the R5912-HQE PMTs used in DEAP-3600,

photons must pass through a borosilicate glass window in order to generate a signal.

Most borosilicate glass compositions are opaque to photons of wavelengths shorter than

⇠ 300 nm, and this drives the quantum e�ciency of PMTs to < 0.01% for 128 nm

photons. To increase sensitivity to LAr scintillation, the inner surface of the AV is

coated with a 3µm thick layer of TPB, which can absorb VUV photons and re-emit

them as visible photons. The fluorescence spectrum and e�ciency of TPB are shown in

Figure 2.7 [97]. The most probable re-emission wavelength of the TPB is 420 nm, which

is near the peak quantum e�ciency wavelength for the R5912-HQE PMT design (390 nm,

see Table 2.3). Furthermore, the total e�ciency7 of TPB fluorescence for 128 nm photons

is approximately 1.28 [97], which means TPB does not negatively impact the observed

scintillation yield in DEAP.

Once wavelength shifted from 128 nm to 420 nm, the visible photons can undergo elas-

tic scattering in the TPB, which has an impact on their angular distribution as they

enter the acrylic. The TPB scattering length is an important systematic for position

reconstruction, and is discussed more in Section 4.3.2. However, having traversed the

TPB, propagation of the visible photons in the acrylic is virtually unhindered. Recall

that at 440 nm the attenuation length of the light guide acrylic is 6.2±0.6m, therefore

7Integrated over all solid angles and assuming a Lambertian re-emission distribution.
8The down conversion of 128 nm photons to 420 nm corresponds to an energy di↵erential of �E ⇡

�6.7 eV, which means there is su�cient energy from the scintillation photon to generate multiple TPB
re-emission photons. Therefore a mean re-emission e�ciency greater than unity is not unphysical.
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(a) (b)

Figure 2.7: TPB fluorescence spectrum (A) and total fluorescence e�ciency vs wave-
length (B). Images taken from Ref [97]

a re-emitted photon from the TPB that travels through a 45 cm light guide has an

85.1–93.0% likelihood of reaching the PMT.9

Photomultiplier Tubes

PMTs generate a signal by converting incident light into photoelectrons (PEs) via the

photoelectric e↵ect. The component in the PMT which produces the initial photocur-

rent after being struck by incident photons is called the photocathode: a semitranspar-

ent layer of a compound semiconductor substrate with embedded alkali metals [98, 99]

coating the inner surface of the PMT window. Alkali metals with especially low work

functions, such as potassium, cesium, or rubidium, are favoured for use in photocathodes

in order to maximize the spectral range of incident light that can yield a measurable

signal. The spectral range of a PMT is typically bounded at longer wavelengths by the

sensitivity of the photocathode, and at shorter wavelengths by the transmission e�ciency

of the window. For example, a Cs-I photocathode substrate is insensitive to photons

with wavelengths longer than 200 nm, and a MgF2 window is opaque to photons with

wavelengths shorter than 115 nm, so the spectral range of a PMT with this combination

would be 115–200 nm [98].

Figure 2.8 shows how a generic PMT converts a single photon into a measurable signal

through a process often referred to as avalanche multiplication. The incident photons

strike the photocathode and generate a population of PEs, which are then accelerated

up to energies of several hundred eV by a large electric field towards a special set of

9Assuming that the attenuation length for 420 nm is equal to that of 440 nm in the light guide acrylic,
and also assuming a maximum acceptance angle of 60�.
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Figure 2.8: A generic PMT schematic diagram. Figure taken from Ref [98].

electrodes called dynodes. These are typically metal plates, such as nickel, stainless steel,

or copper-beryllium alloy, coated in a thin layer of metal oxides or similar materials

(e.g. beryllium oxide, magnesium oxide, gallium phosphide) [98]. A focusing electrode

provides the source of this electric field, and also channels the PEs towards the first

dynode. Upon impact at the dynode, each PE will transfer energy to the lattice structure

of the coating material, generating secondary electrons in the process via ionization

[100]. Therefore for larger accelerating fields, more secondary electrons can be generated.

PMTs typically have 10-15 dynodes, fixed at successively larger voltages provided by a

voltage divider. Thus the secondary electrons generated from one dynode become the

primary electrons for the next one in the dynode chain. This results in an exponentially

growing population of secondary electrons. This charge avalanche process amplifies the

initial number of PEs at the photocathode by a factor of ⇠ 107, depending on the PMT

supply voltage. Therefore even a single PE can generate a total avalanche charge on the

order of pC. Finally, the accumulated charge in the avalanche is collected by the anode,

and output to the DAQ systems (see Section 2.2.4).

The typical spectral, quantum e�ciency, timing, and electrical characteristics of the

R5912-HQE PMTs used in the DEAP-3600 inner detector are summarized in Table 2.3.

The R5912-HQE design has a bialkali photocathode substrate, which employs two alkali

metals instead of one. Compared to (mono)alkali photocathodes, the spectral range is

typically extended to longer wavelengths—up to 650 nm for the R5912—and the quan-

tum e�ciency is increased from ⇠ 15% to 25% [98]. The window material of the R5912-

HQE PMT design is borosilicate glass, which is opaque to photons with wavelengths

shorter than 300 nm. Thus, the overall spectral range for the R5912-HQE PMTs used in

DEAP is 300–650 nm. The dynode chain structure for the R5912-HQE PMT design is
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known as a ‘box-and-line’ type. This is a hybrid of two other dynode structures, called

‘box-and-grid’ and ‘linear-focused,’ which are structures designed for optimizing signal

gain and response time, respectively. The box-and-line type has a faster response time

than the box-and-grid type, but also higher gain than the linear-focused type. This

makes it a suitable choice for use in DEAP-3600, which requires both single photon

sensitivity (i.e. high signal gain) and precise time resolution (fast response time) for the

pulse shape discrimination technique. Sections 3.1 and 3.3 cover these topics in greater

detail.

Quantity Value

Spectral Range [nm] 300–650
Peak E�ciency Wavelength [nm] 390
Peak Quantum E�ciency [%] 42.2
Quantum E�ciency at 420 nm [%] 39
Rise Time [ns] 3.4
Electron Transit Time [ns] 54
Supply Voltage [V] 1500
Single PE Gain 107

Table 2.3: Typical spectral, timing, and electrical properties of R5912-HQE PMTs.

2.2.4 Data Acquisition System

Figure 2.9: Flow chart of the DAQ infrastructure for DEAP-3600. Image taken from
Ref [84]
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The DAQ system for DEAP-3600 is given in a flow chart in Figure 2.9. The key hard-

ware components of this infrastructure are the PMTs, the Digitizer and Trigger Module

(DTM), the Signal Conditioning Boards (SCBs), and the CAEN V1720/V1740 digitizers.

Signal propagation begins with the PMTs, for which a description of their operational

principles was provided in Section 2.2.3. The output of each PMT is fed as input into

one of 22 SCBs. Each SCB has 12 identical input channels for handling up to 12 PMTs

at once. The purpose of the SCB is to supply the high voltage to operate the PMTs,

decouple the high voltage from the PMT output signal, provide high voltage protection

for the digitizers, and shape and amplify the PMT signal for analog-to-digital conversion

(ADC). The output from the SCBs is then split into three outputs: a high gain readout

channel, a low gain readout channel, and an analog sum (ASUM) channel.

The high gain readout channel is digitized by 32 CAEN V1720 modules; each module

having 8 input channels with 2 Vpp dynamic range, and sampling rate of 250 MHz (or 4 ns

per sample). The V1720s convert analog voltage samples into digital levels with 12-bit

resolution, i.e. 212 = 4096 digital voltage levels. The integer values corresponding to the

digital voltage levels define an ADC unit system for input signals, which will hereafter

be denoted as VADC. The V1720s process data in a format called Zero Length Encoding

(ZLE), which limits the amount of computer memory devoted to signal fluctuations from

electrical noise. A sample ZLE V1720 waveform is provided in Figure 2.10. When the

input signal is on the level of DC noise (i.e. at baseline) the ZLE triggering mode will

not record any data. In the high gain readout channel then noise fluctuations are usually

at the amplitude level of 1.2VADC, whereas pulses from single PEs reach amplitudes of

approximately 50VADC. Therefore the ZLE trigger threshold is nominally set at 5VADC.

The low gain readout channel is digitized by 4 CAEN V1740 modules, which also have

12-bit resolution over a 2Vpp dynamic range, but have 64 input channels per module

and a much lower sampling rate of 64.5 MHz compared to the V1720s. V1740 digitizers

also do not have the ZLE functionality, so they save entire waveforms for every triggered

event. The low gain channel is operated at 5% of the gain compared to the high gain

channel for the purposes of extending the dynamic range of the detector for high energy

analyses. High energy events (& 1MeV) that are su�ciently close to the AV surface

(.350mm away from the surface) can easily generate pulses that exceed the dynamic

range of the V1720s, resulting in digitizer clipping. Due to the lower gain setting in the

low gain channel, the V1740s are typically able to capture those same pulses without
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clipping. However, because the low gain channel does not have ZLE capability, the

low gain channel is only triggered when the high gain channel signal amplitude exceeds

3400VADC, which allows for backup signals to be recorded in the event of clipping, while

minimizing unnecessary computer memory usage.

Figure 2.10: Example waveform with ZLE from the high gain readout channel in
DEAP-3600 physics data.

The ASUM channel for each SCB outputs the summation of all 12 of its analog input

signals, which is used by the DTM to trigger readout for any given event. Within

the energy range relevant to the DEAP-3600 WIMP search, the trigger e�ciency is

virtually 100% [101]. The DTM also provides the master clock for trigger times and

assigns a hexadecimal label to an event, called a trigger source. The trigger source

can be classified as a calibration, random, or physics trigger. Calibration triggers are

initiated by external hardware to the DAQ system, e.g. the R9880U PMTs used in the

22Na calibration source, and random triggers are solely initiated by the DTM for detector

monitoring purposes. Physics triggers are initiated by the SCB ASUM channels, and

are also subcategorized based on the promptly arriving light (arriving within 150 ns of

the triggered pulse’s leading edge) and the fraction of prompt-to-total light. Once the

DTM decides to trigger an event, the high gain channel is digitized for every PMT signal

in which there was at least one observed PE. All triggering information and digitized

waveforms are then packaged into a single 16µs event object by DEAP’s ‘Event Builder’

software before being saved in computer hard disk memory for processing and analysis.
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2.3 Background Interactions

The sources of background in the DEAP-3600 detector are radiogenic in nature. For ex-

ample, there are radioactive isotopes of otherwise stable elements in the detector which

are created by cosmic rays. This is the source of the �-emitting 39Ar in atmospheric

argon, which is the most prominent background for DEAP-3600. This background is

discussed in Section 2.3.1. Additionally, trace amounts of uranium and thorium, origi-

nally created in the formation of the solar system, exist in virtually all naturally sourced

materials on Earth today. Neither uranium nor thorium have any stable isotopes, and

the only remaining isotopes have half-lives that are comparable to the age of the solar

system; i.e. ⇠ 109 years. These long-lived isotopes are called primordial radionuclides ;

they and their progeny are an ever present and irreducible source of radioactivity in the

detector. The � emitters in the decay chains of the primordial radionuclides can produce

excited daughter nuclei, which subsequently relax via the emission of �-rays; these � and

� sources are also discussed in Section 2.3.1. 210Po is an ↵ emitter in the 238U decay

chain, which is often embedded at the surface of materials within or adjacent to the LAr

bulk. It is therefore a source of ↵ particles with degraded energy, which can appear as

low energy NRs in the LAr. It can also result in misreconstructed event position if the

surface has a nontrivial geometry. These backgrounds are described in more detail in

Section 2.3.2. Radiogenic neutron backgrounds are a byproduct of the the primordial ra-

dionuclide decay chains via (↵, n) reactions, which are discussed in Section 2.3.3. Lastly,

Čerenkov radiation in the acrylic light guides is an indirect background correlated with

the primordial decay chains, and this is briefly summarized in Section 2.3.4.

2.3.1 Electromagnetic Backgrounds

DEAP-3600 sources its LAr from atmospheric argon, which has naturally occurring

isotope abundances of 99.6% 40Ar, 0.337% 36Ar, and 0.063% 38Ar. However the 39Ar

isotope is maintained at an abundance of roughly (7.9±0.3) parts in 1016 of atmospheric

argon [102] by cosmic rays, through neutron knockout reactions, such as:

40Ar + n! 39Ar + 2n. (2.24)



The DEAP-3600 Dark Matter Search Experiment 63

As previously mentioned in Section 2.1.4, 39Ar is unstable and undergoes � decay in the

following reaction:

39Ar! e
� + ⌫̄e +

39K (2.25)

39Ar � decay has a lifetime of 388 years (or a half-life of 269 years) [83], and the specific

activity of 39Ar in atmospheric argon has been measured at 1.01 ± 0.01Bq/kg [103].

Therefore, given a total mass of atmospheric argon of 3300 kg, the activity of 39Ar

� decay in the DEAP detector is about 3.3 kBq. Furthermore, for an experiment like

DEAP-3600 with a total run time of 3–5 years, this rate of 39Ar � decay is approximately

constant due its relatively long lifetime.

The Q-value of Equation 2.25 is 565 keV [83], and since � decays produce an accompa-

nying ⌫̄e in the reaction, this means that the energy of the electron in Equation 2.25

has a broad spectrum with an endpoint at 565 keV and a mean energy of 220 keV, as

shown in Figure 2.11. Approximately 55% of this energy spectrum directly overlaps with

the recoil energy range for 100GeV WIMP scattering events in a LAr target, which is

0–235 keV (see Figure 1.11). This makes 39Ar � decays the most dominant background

for DEAP-3600. However, since � decays predominantly induce ER events in LAr, the

Pulse Shape Discrimination technique described in Section 3.3 is able to reach a rejection

power against 39Ar events of 1010 [104].
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Figure 2.11: 39Ar � spectrum as calculated for use in Ref [59].
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39Ar � decay is part of a suite of low energy electromagnetic backgrounds, which include

�-rays and other � decays from the primordial radionuclide decay chains. Figure 2.12

[105] indicates the locations and sources of the major electromagnetic backgrounds in

DEAP. The locations range from the internal LAr bulk to external detector components

all the way out to the steel shell.

Figure 2.12: A schematic breakdown of the sources of electromagnetic backgrounds
in DEAP-3600. Location labels indicate: (1) liquid argon bulk; (2) acrylic vessel bulk;
(3) liquid argon-TPB-acrylic interfaces; (4) radon emanation from acrylic bulk; (5) filler
blocks; (6) PMTs and all internal components; (7) light guides; (8) stainless steel shell;

(9) radiogenic neutrons from PMT glass. Image modified from Ref [105].

The internal sources of electromagnetic background relevant to the WIMP NR energy

range include � decays from 39Ar, 42Ar, and 42K, as well as the � emitting daughters of

222Rn and 220Rn. Higher energy �-rays in the LAr bulk, on the order of ⇠MeV, tend

to transfer all their energy to the LAr. Since �s are emitted with well-defined energies,

ones emitted in the LAr bulk can be easily rejected. However, when they are emitted

in the AV or further out from the LAr bulk, they can lose energy non-radiatively to

Compton scattering. This can result in ER events with degraded energy, from either

the � itself or the scattered electron entering the AV. Furthermore, � particles from the

uranium and thorium decay chains emitted near the AV surface can similarly degrade
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in energy before scintillating in the LAr or produce bremsstrahlung radiation directed

into the LAr [105].

Aside from 39Ar � decays, the next most prevalent electromagnetic backgrounds come

from the decay chains of 232Th, 226Ra, and 40K originating in the PMTs. However

collectively, these account for 0.549% of the total background in the WIMP recoil energy

range, with 39Ar accounting for 99.45% and the remaining 0.001% coming from all other

sources indicated in Figure 2.12 [105].

2.3.2 Radon Decay Chains

The uranium and thorium decay chains each have, as an intermediate step, a radioactive

isotope of the noble gas, radon: 222Rn and 220Rn, respectively. Radon can emanate into

the air from any material, or in the case of DEAP, into the LAr from the acrylic or

other detector materials. Figure 2.13 shows the decay chain of both radon isotopes. The

half-life of 222Rn is 3.83 days, which is much longer compared to the 55.6 second half-life

of 220Rn. Therefore the activity of the former in the LAr is expected to be much larger

than the latter, since 222Rn can emanate from anywhere in the detector and end up in

the LAr bulk, whereas 220Rn is limited by its lifetime.

Figure 2.13: The decay chains of 222Rn (from 238U) and 220Rn (from 232Th). Image
taken from Ref [106].
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There are a combined total of eight ↵ emitters among the progeny of 220Rn and 222Rn,

including themselves. Since ↵ particles are 4He nuclei, the resulting signal of an ↵

emitted in the LAr bulk will be a high energy NR event from 5–10MeV. Similar to the

high energy �-rays, the radon chain ↵s emitted in the LAr bulk are easily rejected based

on their energy scale. However, the relatively long-lived 210Po isotope has a mean half-

life of 138.3 days, and can circulate in the inner detector long enough to get embedded

in surface materials, such as the inner surface of the AV or the inner detector neck.

The depth to which 210Po nuclei can penetrate into surface materials can range from 0

to ⇠ 100µm. Depending on the direction of emission, the 210Po ↵ can lose a virtually

all of its kinetic energy non-radiatively (e.g. in the acrylic) and appear as a NR of .
100 keV. The following subsections discuss the various contributions of 210Po ↵ decays

to the total background in the DEAP-3600 WIMP search.

Inner Detector Surface Alphas

Figure 2.14: Cartoon diagram of energy degradation mechanisms for 210Po ↵ decays
in the inner detector surface.
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When a 210Po nucleus di↵uses into the detector inner surface, it can decay in four possible

locations, as shown in Figure 2.14:

1. The AV acrylic bulk

2. The interface between the TPB and AV

3. The TPB bulk

4. The interface between the TPB and LAr

↵ particles traversing the AV lose energy non-radiatively according to their stopping

power in acrylic. TPB will emit ↵-induced scintillation with an e�ciency of 882 ± 210

photons per MeV of ↵ energy loss [107], which is approximately 9.6% the e�ciency of

LAr for the NR events (calculated based on a 20% photon detection e�ciency estimated

in Ref [84], a reported light yield of 6.1 PE/keVee in Ref [59] and keV-scale NR quenching

factors measured in Ref [108]).

Situations 1 & 2 can therefore produce ↵ events that look like keV-scale NRs, provided

that either all of their kinetic energy goes to TPB scintillation or they lose su�cient

kinetic energy to the AV before leaking into the TPB or LAr. On the other hand,

situations 3 & 4 generally don’t apply enough stopping power to ↵ particles before

reaching the LAr to result in an event that appears at the keV scale. However, they can

be emitted towards (or parallel to) the AV surface and lose a portion of (or all) their

kinetic energy to TPB scintillation. In situation 4, there is also the potential for the

206Pb daughter nucleus to recoil into the LAr to produce a keV-scale NR event in the

LAr. These events are discriminated against based on their reconstructed position in

the detector (see Section 3.2). However, there is a ⇠ 10�5 probability of 210Po surface

↵s being accepted after position-based background rejection cuts (see Section 3.5.3) [59].

Neck Alphas

The detector neck was designed to promote convective flow of LAr during the filling of

the AV and recirculation, while also blocking scintillation in the neck from entering the

detector [84]. This is achieved with ‘flow guides,’ which are shown in Figure 2.15. With

the current LAr fill level, the flow guides are entirely surrounded by gaseous argon,
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Figure 2.15: Diagram of shadowing e↵ects for 210Po ↵ decays in the inner detector
neck. Image taken from Ref [59].

however there is a significant background contribution observed in DEAP, which is

consistent with NR scintillation coming from the detector neck. The hypothesis adopted

by DEAP-3600 is that a thin film (50µm) of LAr condenses onto the flow guides; 210Po

↵ decays on the surface of the flow guides causes scintillation in the LAr film, which is

shadowed by the flow guide geometry (as illustrated in Figure 2.15).

There are three surfaces of the flow guides which can contribute to this type of back-

ground. The inner flow guide’s inner and outer surfaces, and the outer flow guide’s inner

surface. The flow guides are not coated in TPB, so the majority of observed energy loss

comes from shadowing of the UV scintillation, as depicted in Figure 2.15. As will be

discussed in Section 3.2, the default position reconstruction algorithm used in DEAP

assumes an isotropic scintillation profile, which does not adequately describe the the

angular distribution of ↵ scintillation photons originating from the flow guides. In this
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scenario, the PMTs at the bottom of the detector receive more photons than the top

PMTs due to shadowing, resulting in the reconstructed position of neck ↵s being biased

inward. Consequently, approximately 98% of these events are not rejected by fiducial

radius cuts.

Alphas from Dust Particles

There exists a population of ↵-like events similar to those under the surface and neck

210Po ↵ hypotheses, but with a di↵erent angular scintillation distribution compared to

neck ↵s and with greater frequency than can be attributed to the surface ↵s. The current

working hypothesis is that these events are the result of 210Po ↵ decays originating in

dust particulates in the LAr bulk. The origin of these dust particulates is proposed

to be from a period of resurfacing of the AV inner surface [109], where approximately

10 tonnes of nitrogen gas were used to purge the AV to manage radon contamination in

the detector. The nitrogen gas was introduced into the AV through a filter with pores of

width 50µm. Dust particulates smaller than 50µm, likely from eroded pieces of metal

(specifically copper) in the nitrogen cryogenic storage tanks, could have passed through

this filter and into the AV. Samples of the dust present in the nitrogen stored in Cube

Hall at SNOLAB (where DEAP-3600 is located) were taken by passing the nitrogen gas

through filter paper. Analysis of these samples under an electron microscope support

the hypothesis described here.

Figure 2.16 illustrates how an ↵ decay in a dust particle can result in both energy

degradation and shadowing. Energy degradation of the emitted ↵ within the bulk of the

dust particle is identical to that of an ↵ emitted in the acrylic bulk of the AV. Significant

shadowing of the LAr scintillation induced by the ↵ can occur if the dust particle size

is comparable to the track length of the ↵ in the LAr. Since ↵ particles have a very

large stopping power, they typically travel a distance on the order of microns before

stopping. Under the current dust hypothesis for DEAP-3600, the maximum size of the

dust particulates is ⇠ 50µm in diameter, which was the size of the pores in the nitrogen

purge filtration systems. Therefore geometrically, shadowing of scintillation from dust

↵ events is a likely occurrence.
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Figure 2.16: Cartoon diagram of energy degradation and shadowing e↵ects for 210Po
↵ decays in dust particulates suspended in the LAr bulk.

Within the scope of the analysis presented in Chapter 4, the working hypothesis is that

dust particles di↵use approximately uniformly throughout the detector.10 Under this

hypothesis, dust ↵ events are not well rejected by fiducial volume cuts. This makes them

similarly di�cult to suppress as neck ↵ events. High energy ↵ events generally exhibit

more quenching than lower energy NR events, which results in a slightly larger observed

LAr singlet-to-triplet ratio. How this can be used to mitigate neck and dust ↵ events in

the DEAP-3600 WIMP search is discussed in Chapter 3, Section 3.5.

2.3.3 Radiogenic Neutrons

Radiogenic neutrons are generated by radioactive processes; specifically spontaneous

fission and (↵, n) reactions. Spontaneous fission refers to when a large nucleus (often

with atomic mass number A > 230) spontaneously breaks apart into two or more smaller

nuclei, usually ejecting some number of subatomic particles in the process. The only

relevant fissile nucleus for DEAP-3600 is 238U, which will undergo spontaneous fission in

5.4⇥10�5% of all decays, and generate an average of 2.07 neutrons per fission reaction

[110]. (↵, n) reactions, like Equation 2.19, occur when an ↵ particle collides with a

reactant nucleus and is absorbed, resulting in a neutron being ejected from the product

nucleus. This reaction is suppressed by a Coulomb barrier, since the ↵ particle and the

10‘Floating’ and ‘sinking’ dust models have been considered in other analyses within DEAP-3600.
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nucleus have the same electric charge. Therefore (↵, n) reactions are rarer for nuclei

with large atomic numbers Z, becoming negligible for nuclei heavier than copper [111].

Generally, the average number of neutrons generated per decay—i.e. the neutron yield

[neutrons/sec/Bq]—from spontaneous fission reactions is a constant. In contrast, the

neutron yield of (↵, n) reactions depends on the energies of the emitted ↵ particles,

the Q-values of the (↵, n) reactions, and the isotope-dependent (↵, n) cross-sections for

the reactant nuclei in the material [111]. In practice, (↵, n) neutron yields for a given

material are reported as the average over an entire primordial radionuclide decay chain.

In DEAP-3600, the total neutron background is dominated by (↵, n) neutrons from the

borosilicate glass of the 255 inner detector PMTs and the polyethylene filler blocks,

followed by ceramic components in the PMTs, the PVC PMT mounts, polyurethane

filler foam, and neck veto PMTs [59]. All of these components are beyond the LAr bulk

volume, and can therefore be suppressed with fiducial volume cuts. However, unlike ↵s,

neutrons are not highly ionizing particles and can travel much farther into the LAr bulk.

The size of the fiducial volume is heavily constrained by radiogenic neutrons as a result.

2.3.4 Čerenkov Radiation

Čerenkov radiation occurs when a charged particle traversing a dielectric travels at a

velocity, vp, greater than the local speed of light, i.e.

vp >
c

n
, (2.26)

where c is the speed of light in vacuum and n is the refractive index of the dielectric.

The charged particle generates an electric field which polarizes the nearest molecules,

which then polarize their neighbours, and so on; this polarization wave travels through

the dielectric at c/n. When the charged particle moves in the dielectric, the polarization

direction of the nearest molecules changes accordingly, which is then communicated to

their neighbours in another polarization wave traveling at c/n. If the charged particle

is moving at vp > c/n successive polarization wavefronts will overlap and constructively

interfere, producing photons. These photons are emitted in a cone-like distribution,

resulting in a characteristic ‘light ring’ signature.
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In DEAP-3600, this happens in the acrylic detector components and PMT glass. �-

rays can Compton scatter o↵ of electrons, sending them recoiling away with kinetic

energies up to the 100 keV or MeV scale. Similarly, there are �-emitters in both the

uranium and thorium decay chains—e.g. 210Bi—with endpoint energies & 1MeV, which

are capable of emitting electrons on similar energy scales. When an electron produces a

Čerenkov signal in a light guide or PMT glass window, a likely outcome (approximately

50% likelihood) is a large fraction of the total light being measured by a single PMT,

which can be quantified and used as a discriminant against Čerenkov radiation (see

Section 3.4). For the cases where this method of rejecting Čerenkov events fails, pulse

shape discrimination can also be used, as the timescale for Čerenkov radiation is <1 ns

[59].



Chapter 3

Event Reconstruction in

DEAP-3600

The key observables for the dark matter analysis in DEAP-3600 are the energy and

position of a scattering event in the LAr, and the species of the scattering particle.

The event energy is determined by measuring the accumulated electric charge generated

from the avalanche processes (described in Section 2.2.3) in the 255 signal PMTs in the

DEAP detector. Section 3.1 provides a description of how the total electrical charge in-

tegrated over all PMT signals is measured and used as an estimator of event energy. For

event position reconstruction, DEAP has developed an algorithm called MBLikelihood,

which is discussed in Section 3.2. Particle species identification is primarily done with

the Pulse-Shape Discrimination (PSD) technique, which is reviewed in Section 3.3. Sup-

plementary knowledge of the distribution of scintillation photons among the 255 signal

PMTs provides further topological information for identifying backgrounds like Čerenkov

radiation and neck ↵ decays. These topological identifiers are described in Section 3.4.

Lastly, Section 3.5 describes how the Region of Interest (ROI) for the DEAP-3600 WIMP

search was determined in Ref [59] over a 2.5 tonne-year exposure, and also provides the

WIMP acceptance and sensitivity for this analysis.

This chapter is a description of the analysis work done collectively by the DEAP-3600

collaboration. My specific contributions to DEAP-3600 analysis is mostly contained

within Chapter 4. However the collective DEAP-3600 analysis discussed here also makes

use of my work summarized in Ref [112], which was done in the first year of my PhD

73
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studies. The product of this work is a correction algorithm for PMT nonlinearities and

digitizer saturation e↵ects in signal readout, which is important for high energy analyses

(⇠MeV) but not directly relevant to a WIMP search at the keV energy scale. Therefore

it is not discussed in this thesis, but will be highlighted in discussions of analyses where

it was used.

3.1 Energy Reconstruction

The DAQ and calibration components described in Section 2.2 are the detector systems

which provide the necessary inputs for energy estimation in DEAP-3600. Energy esti-

mation is done by integrating PMT pulses in a fixed time window and calculating the

number of photoelectrons (PEs) detected for the observed scattering event in the LAr.

DEAP-3600 has two main ways of determining the number of PEs detected:

(i) Measuring aggregate pulse integrals across all PMTs, normalized to the average

charge generated by a single PE.

(ii) Extending method (i), using a Bayesian algorithm to remove sources of correlated

noise originating from PMT artifacts.

Sections 3.1.1 and 3.1.2 summarize methods (i) and (ii), respectively. Section 3.1.3 then

reviews how these charge measurements are converted to event recoil energies. Note

that the signal saturation and nonlinearity correction algorithm [112] mentioned in the

preamble of this chapter is applied prior to the calculations in items (i) and (ii), thereby

removing signal saturation as a systematic e↵ect in energy reconstruction. The same is

true of all energy-dependent event reconstruction calculations.

3.1.1 Scaling to Single PE Charge

On average, the number of scintillation photons produced in a given scattering event

varies linearly with recoil energy, and the number of PEs generated at the photocathodes

of the PMTs—i.e. the total photocathode charge—also varies linearly with the total

number of scintillation photons. Therefore the summed photocathode charges across all
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Figure 3.1: Sample DEAP-3600 PMT waveform with pulse charge calculation. Sam-
ples suppressed by ZLE have been interpolated in this example to indicate average

baseline location. CpC
ADC factor is defined in Equation 3.1.

255 signal PMTs in DEAP-3600 can be used as an estimator for the recoil energy of a

scattering event in the LAr.

The analog output of each PMT signal is input into a CAEN V1720 digitizer readout

channel and saved as a digitized waveform, as described in Section 2.2.4. Figure 3.1

demonstrates how to convert the digitized waveform samples into a measure of photo-

cathode charge for a given pulse within a waveform. The first step is to convert raw

digitizer units (VADC) to physical units; at this stage ‘physical units’ refers to a measure

of the PMT anode charge. Recall that for the CAEN V1720 digitizers, 1VADC corre-

sponds to an analog voltage Vana = 2 [Vpp]/4096 [bits] V, and each digitized sample is

�t = 4ns in duration. Given this information, and that the V1720 input impedance is

Zin = 50⌦, the following conversion factor is used to transform 1VADC into an anode

charge in picocoulombs,

C
pC
ADC =

Vana

Zin
·�t =

2Vpp

4096 bits · 50⌦ · 4⇥ 10�9 s · 10
12 pC

1C
=

80

2048
pC. (3.1)

The next step is to sum the appropriately converted waveform samples (relative to the

baseline level) over a time window relevant for the pulse. This time window is determined

by a pulse-finding algorithm which defines the pre-pulse boundary at 8 ns before the

leading edge of the pulse, and the post-pulse boundary at 8 ns after the point where the

pulse amplitude drops below 3VADC below the baseline value. Here, the leading edge
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of the pulse is defined to be where its first time derivative exceeds an absolute value

of 0.75VADC/ns. These pre- and post-pulse boundaries ensure that the entirety of a

given pulse is captured within the window, while minimizing overlap with neighbouring

pulses. Integrating over this time window returns a pulse charge in picocoulombs, with

the timestamp in nanoseconds of its observed leading edge. The total charge of an event

is then taken to be the sum of all pulse charges in all PMT waveforms within 10µs of

the start of the event.

The last step is to calibrate each PMT for the average anode charge generated by a

single PE. The set of observed pulse charges in each PMT are then normalized to their

respective single PE charge. DEAP-3600 monitors the PMT single PE charges on a

weekly basis using the AARF system described in Section 2.2.1. In Figure 3.2, PMT

occupancy is defined as

OPMT j =
N

obs
PMT j

N tot
⇥ 100% (3.2)

where,

N
obs
PMT j ⌘ Number of observed AARF flashes in PMT j, (3.3)

N
tot ⌘ Total number of AARF flashes. (3.4)

Figure 3.2 shows that the LED light injected into the inner detector from the AARF

Figure 3.2: AARF occupancy vs angular separation from active LED location in the
DEAP-3600 inner detector. Here, PMT occupancy is defined in Equation 3.2. Image

taken from Ref [88].

system is uniformly distributed across PMTs separated by more than 50� from the active
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AARF PMT. Furthermore, at 10% occupancy, the mean number of PEs detected per

PMT (according to Poisson statistics) is

hnPEi = �ln(1�OPMT j)

= �ln(0.9)

⇡ 0.105.

Therefore the AARF system is capable of providing a low intensity light source for

simultaneously measuring the few-PE distribution of 205 signal PMTs.

An example of a few-PE distribution for one of the R5912-HQE PMTs used in DEAP

is shown in Figure 3.3. A detailed overview of the fit model used in Figure 3.3 is given

in Ref [88], but the components are briefly summarized here:

Pedestal Component

Represents the baseline noise or 0PE component of the overall few-PE distribution.

Modelled as a Gaussian.

1PE Component

Represents the single PE component. Modelled as a Gamma distribution convolved

with the pedestal. The total number of electrons, Nelec generated in the avalanche

process in PMTs is the result of successive Poisson processes with varying mean

parameters, which is described by a Polya distribution; in the limit of very large

Nelec, the Polya distribution can be approximated as a Gamma distribution, which

is given in Equation 3.5. Convolving this with the pedestal ensures that the baseline

noise fluctuations are reflected in the single PE charge resolution.

nPE Components

Represent 2+PE components. Modelled as n-fold convolutions of the 1PE Gamma

distribution with itself, plus a one-fold convolution with the pedestal.

Gamma(q|µ, b) = 1

bµ�
�
1/b
�
✓

q

bµ

◆ 1

b�1

e
�q/bµ (3.5)
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where,

q ⌘ Observed anode charge [pC]

� ⌘ Bernoulli’s Gamma function

b ⌘ Arbitrary shape parameter

µ ⌘ Mean parameter [pC]

This model is fit to a measured few-PE distribution, resulting in curves like the one

shown in Figure 3.3. The single PE anode charge is then obtained from these fits by

extracting the mean of the Gamma distribution in the 1PE component separately from

all other contributions. The number of photoelectrons detected in a PMT, calculated as

its measured anode charge divided by the single PE anode charge, is hereafter labelled

as qPE.

Figure 3.3: An example of a few-PE distribution for one of the 255 R5912-HQE PMTs
used in DEAP-3600. Image taken from Ref [88].

3.1.2 Bayesian Charge Estimation

A well-documented source of correlated noise for PMTs, known as afterpulsing, occurs

when a free streaming gas particle inside the PMT is struck by an accelerating PE from
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the photocathode. The PE will ionize the gas particle, making it a positive ion which

accelerates towards the photocathode. Upon impact at the photocathode, the ion can

liberate more electrons, which proceed to generate a pulse as if they were ordinary PEs

[88]. Depending on the mass of the ionized particle, the timescale of afterpulsing can

range from ⇠ 100 ns to ⇠ 10µs, but for a given ion mass there is a characteristic after-

pulsing timescale. Afterpulsing also biases observed scattering recoil energies towards

higher charges, and as will be discussed in Section 3.3, this e↵ect reduces the particle

identification power of the PSD technique.

In DEAP-3600, the probability of a given pulse being an afterpulse is modelled as a

time and charge dependent quantity. To measure this probability and its associated

uncertainty, a method is described in Ref [113] whereby a low intensity light source is

used to trigger single PE pulses in a PMT (which defines a reference time, t = 0), and

a histogram of the Time-To-Next-Pulse (TTNP)—i.e. the time between the triggering

(primary) pulse and the next observed (secondary) pulse—is obtained. In DEAP-3600,

the low intensity light source used for monitoring afterpulsing is the AARF light injection

system. Figure 3.4 shows the measured afterpulsing probability versus the TTNP and

Figure 3.4: 2D histogram of the afterpulsing probability of a given pulse as a function
of TTNP and secondary pulse charge. Image taken from Ref [88].

observed charge of secondary pulses from AARF flashes. Measurements like the one

shown in Figure 3.4 inform one’s choice of functional form to model afterpulsing. In
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DEAP-3600, the model used is the sum of three Gaussian distributions [104],

IAP(t) =
3X

i=1

⌫APiGaus(t, µAPi,�APi), (3.6)

where Gaus is a normalized Gaussian distribution, ⌫APi are the total afterpusling prob-

abilities for each Gaussian term, with mean times of µAPi and widths �APi. Equa-

tion 3.6 captures afterpusling likelihoods in three di↵erent time regions: 300–1000 ns,

1000–3000 ns, and 3000–10000 ns.

The model in Equation 3.6 is part of a method for the removal of afterpulsing from energy

estimation via a Bayesian likelihood approach. Consider an observed pulse with a total

anode charge Q, generated by some number of PEs, nPE, at the PMT photocathode.

Knowing that the probability of afterpulsing is non-zero, the total number of PEs can be

split between a contribution coming from scintillation, nSc, and another from afterpulsing

nAP. By definition, nSc is a better recoil energy estimator than nPE, since it is decoupled

from afterpulsing. To obtain a value for nPE, DEAP uses Bayes’ theorem:

P (nSc + nAP = nPE|Q) =

✓
P (Q|nPE)

P (Q)

◆
P (nSc)P (nAP). (3.7)

The LHS of Equation 3.7 is the posterior probability of nPE given an observed pulse

charge Q. On the RHS of Equation 3.7, the first factor is the ‘support’ that the observed

data provides for a given value of nPE, while the remaining two terms are the prior

distributions for nSc and nAP.

Precision measurements of both P (nSc) and P (nAP) was the subject of Ref [60]. As

shown in Figure 3.5, these were obtained in fits of observed pulse shapes with a model

that includes a component for each of:

(i) LAr scintillation

(ii) TPB re-emission

(iii) Afterpulsing

(iv) ‘Stray’ light (i.e. dark noise + residual photons from preceding events)
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The probabilities for the three afterpulsing components (⌫i parameters in Equation 3.6)

were constrained in TTNP measurements like Figure 3.4. From these constraints, the

model fits in Ref [104] finds afterpulsing probabilities summarized in Table 3.1

Parameter Mean Time Float/Fixed Result

⌫AP1 520 ns Fixed 0.2%
⌫AP2 1660 ns Fixed 2.0%
⌫AP3 6300 ns Float 6.8%

Table 3.1: Fit results for afterpulsing probabilities from Ref [104]. Parameters ⌫AP1

and ⌫AP2 were fixed in this fit due to these afterpulsing components being subdominant
compared to TPB re-emission and LAr scintillation at the relevant times. The means
and afterpulsing probabilities for these features were obtained in-situ with AARF cali-

brations.

Figure 3.5: The LAr pulse shape from 39Ar � decays in DEAP-3600, used to determine
the priors P ((nAP) and P (nSc) in Equation 3.7. In the inset residual plot, the symbols
m and d on the y-axis represent “model” and “data,” respectively. Image taken from

Ref [60].

Once a posterior distribution P (nPE|Q) is found for the pulse with observed charge Q,

the estimator for the number of PEs from scintillation photons, n̂Sc, is obtained by

averaging over the posterior, i.e.

n̂Sc =
1X

nPE=0

nPEX

nSc

nScP (nSc + nAP = nPE|Q). (3.8)
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Equation 3.8 represents a Bayesian estimator known as the Minimum-Mean-Square-

Error (MMSE) for the number of scintillation PEs. The measure of photocathode charge

obtained using Equation 3.8 will hereafter be denoted as nSCBayes. This is the currently

used default recoil energy estimator used in DEAP analyses.

3.1.3 DEAP-3600 Energy Response

As shown in Figure 3.6, the DEAP-3600 detector was calibrated in energy using the

22Na calibration source; �-ray peaks from 40K (1.46MeV), 214Bi (1.76MeV), and 208Tl

(2.61MeV); and the 39Ar � spectrum. However, since it is a key topic in Chapter 4

the following discussion focuses on the � spectrum from 39Ar decays in the LAr bulk.

Ref [114] provides a theoretical energy spectrum for 39Ar �s, where the energy units are

in keV. The DEAP-3600 calibration analysis carried out in Ref [59] parameterized the

theoretical spectral shape with the following:

µ(E) = hNDNi+ YPE · E, (3.9)

�
2(E) = �

2
PE · µ(E) + �

2
rel,LY · µ2(E), (3.10)

where,

µ ⌘ Mean number of scintillation PEs detected for total event energy, E [keV]

(3.11)

�
2 ⌘ Energy resolution (3.12)

and,

(i) hNDNi ⌘ Mean number of PEs from uncorrelated noise, or ‘dark noise’

(ii) YPE ⌘ Detector light yield [PE/keV], mapping recoil energy in keV to detected

PEs in nSCBayes (see Section 3.1.2)

(iii) �
2
PE ⌘ Fano factor and Poisson counting resolution term

(iv) �
2
rel,LY ⌘ Light yield variance resolution term (relative to mean)

For the energy response calibration of DEAP-3600, parameters (ii)–(iv) were allowed to

float in a fit of a theoretical 39Ar � nSCBayes spectrum, S0(q), to the observed 39Ar
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nSCBayes spectrum (where q is nSCBayes). The theoretical spectrum was calculated by

convolving the 39Ar � energy spectrum shown in Figure 2.11, SAr(E), with a Gaussian

kernel with a mean and variance determined by Equations 3.9 and 3.10; i.e.

S
0(q ; µ(E),�2(E)) =

1Z

0

SAr(E) · 1p
2⇡�2

e
�(q � µ(E))

2/2�2
(E)

dE, (3.13)

Parameter (i) was measured using PMT signals preceding scintillation events, and is an

average value over all 255 PMTs [59]. The results of the fit reported in Ref [59] are pro-

vided in Table 3.2. The energy response function of DEAP-3600 with these parameters

Parameter Value Units

hNDNi (1.1± 0.2) [PE]
YPE (6.1± 0.4) [PE/keV]
�
2
PE (1.4± 0.1) [PE]

�
2
rel,LY 0.0004+0.001

�0.0004 [#]

Table 3.2: Best fit values of the DEAP-3600 energy response parameters. The 22Na
low energy feature refers to a feature at ⇠ 40 keV which comes from photo-absorption

of the 22Na 1.27MeV �-rays near the acrylic surface at [101].

is shown in Figure 3.6. For comparison with other ER event sources, the points from

22Na calibration data, as well as the high energy �-rays associated with 40K, 214Bi, and

208Tl are overlaid.

Figure 3.6: The DEAP-3600 energy response function extrapolated to high energy.
Image taken from Ref [59].
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3.2 Position Reconstruction

Assessing the location of a scattering event in the LAr is necessary for making the

decision to accept or reject that event based on its proximity to the detector surface.

Picking the decision boundary is the subject of Section 3.5.3. This section discusses the

methods of position reconstruction in DEAP-3600 based on the information provided by

the 255 signal PMTs. This can be done with two quantities as the basis of a maximum

likelihood fit:

(i) The observed spatial distribution of PEs across all PMTs in the detector

(ii) The arrival times of observed photons in the scattering event

Item (i) is used by the MBLikelihood position reconstruction algorithm, which is the

topic of Section 3.2.1, whereas item (ii) is used by the TimeFit2 algorithm, discussed

in Section 3.2.2. The output of both the MBLikelihood and TimeFit2 algorithms is a

3D vector in Cartesian coordinates, where the Z-axis is collinear with the detector neck

axis and the origin is located at the centre of the AV sphere.

3.2.1 MBLikelihood Position Fitter

The MBLikelihood position reconstruction algorithm determines the position of an event

by finding the test position, ~x, which maximizes the log-likelihood function defined as

lnL(~x) =
NPMTsX

i

ln Pois(qi;�i), (3.14)

where

�i ⌘ �

✓
|~x|, ~x · ~ri

|~x||~ri|
, qtotal

◆

qtotal ⌘ Total PEs detected in event

ri ⌘ Position of PMT i

qi ⌘ PEs detected in PMT i

Pois ⌘ Poisson distribution

NPMTs ⌘ Number of PMTs = 255
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The Poisson mean parameters, �i, use the relative distance between the test position of

the event and a given PMT to vary the mean of the Poisson distribution according to

an inverse-square dependence of the light intensity coming from point-like interactions

in the LAr. However, to fully account for systematic e↵ects associated with optics and

detector geometry, the mean PE values for each PMT, �i, are trained on MC simulations

rather than defining an analytical function. The training procedure involves simulating

events in the LAr along three axes: one collinear with the central axis of the detector

neck, and two perpendicular axes along the equatorial plane of the AV. These simulations

include the LAr scintillation and photon transport physics discussed in Sections 2.1.4 and

2.2.3. For all simulated event positions, the �i for each PMT are measured, and encoded

in splines varying with event radius (i.e. |~x|) and angular separation from PMT i (i.e.

~x·~ri
|~x||~ri|). Assuming spherical symmetry allows for these splines to extend to all event

positions in the LAr.

The MBLikelihood algorithm converges to a maximum likelihood estimate of the po-

sition via the Nelder-Mead minimization routine, or sometimes known as the Simplex

Method. A simplex of order-n (or n-simplex) is the simplest possible geometric object

in n-dimensional space, having n+1 faces and n+1 vertices. For example, the 2-simplex

is a triangle, and the 3-simplex is a tetrahedron. The Simplex method begins with ini-

tializing a simplex of order-n in a space defined by the user, and assigns a numerical

value to each vertex according to a minimization condition also defined by the user. In

the case of the MBLikelihood position fitter, the space is 3D position space within the

LAr, and the minimization condition is determined by the likelihood function in Equa-

tion 3.14. Once all the vertices ~vi of the 3-simplex are defined and ascribed a likelihood

value L(~vi), MBLikelihood iterates through the Simplex Method, which is described and

provided in pseudo-code in AppendixB.1.

In summary, for every iteration, the vertex with the lowest likelihood is translated in

3-space in the direction of the centroid of the 3-simplex. This iteratively transforms the

simplex until the true event position is contained within it, at which point the algorithm

begins to shrink the volume of the simplex. Eventually this process converges until the

simplex is essentially a point, which is returned as the maximum likelihood estimate of

the event position.
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3.2.2 TimeFit2 Position Fitter

The alternative position fitter used in DEAP-3600 is called TimeFit2, and it computes an

estimate for the position of an event by minimizing a quantity called the ‘time residual,’

tres, for all detected pulses. To compute tres for a pulse, TimeFit2 initializes a test point

~x0 and event time t0. The time residual is then defined as

tres = (Tpulse � t0)� Tflight(~x0) (3.15)

where Tpulse is the observed arrival time of the pulse and Tflight(~x0) is the time-of-flight

of a photon travelling from ~x0 to the PMT which detected the pulse. This includes

the photon propagation through the LAr, absorption and re-emission at the TPB, and

propagation through the acrylic of the AV and light guide. However, the optical model

used here neglects reflections and scattering of visible photons in the TPB, as well

as Rayleigh scattering of VUV photons in the LAr [59]. Therefore only the prompt

pulses are used in this method, as later pulses cannot be disentangled from photons

that travelled along non-trivial trajectories, e.g. one or more reflections within the AV.

Equation 3.15 is the di↵erence between the observed and expected time-of-flight for the

photons which generated a given pulse. It is used before position reconstruction with

TimeFit2 to get an estimate of the event time, t̂0, which minimizes
P

t
2
res, where the

sum is over all pulses with tres < 8 ns.

Prior to fitting, TimeFit2 calculates a look-up table defining the likelihood function,

Lres(tres; ~xj ,~ri) for a grid of test points, ~xj , connecting to all 255 signal PMTs at positions

~ri. Included in the calculation of Lres is a simplified optical model for the detector, where

the group velocity of 128 nm photons in LAr is assumed to be 11 cm/ns and the group

velocity of 420 nm photons is 24 cm/ns in TPB, and 20 cm/ns in the acrylic of the AV

and light guides.

TimeFit2 returns an estimate of the event position by maximizing the log-likelihood

function

lnL(t0, ~x0) =
NX

i=1

lnLres(tres; ~x0,~r(i)), (3.16)

where N is the number of pulses arriving within 40 ns of the event time, and ~r(i) is the

position of the PMT which detected pulse i. The output of this position reconstruction
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algorithm is primarily used as a consistency check. This point is discussed in more detail

in Section 3.5.1.

3.2.3 Validation and Performance

Both MBLikelihood and TimeFit2 were validated using 39Ar � decays, which are uni-

formly distributed throughout the LAr. Therefore, deviations from uniformity in the

reconstructed radius distribution of 39Ar events can be used as a measure of the fitter

bias for both algorithms. Figure 3.7a shows the integrated LAr mass contained within

a given reconstructed radius from both MBLikelihood and TimeFit2. The LAr mass is

calculated by measuring the number of 39Ar events per unit time within a reconstructed

radius and dividing by the specific activity of 39Ar � decay in LAr. For comparison,

the same curve for a perfectly uniform distribution is overlaid. Both position fitters

display agreement with the perfectly uniform event distribution to within 30%, but tend

to have a clear outward bias, which results in negative residuals at low reconstructed

radii (. 680mm) and positive residuals at higher radii.

The reconstructed position resolution is shown in Figure 3.7b for the MBLikelihood

fitter, which is the default algorithm for position reconstruction in DEAP-3600.1 At

the PE threshold for the WIMP search analysis in Ref [59] (i.e. 93PE, see Section 3.5),

the MBLikelihood fitter has a resolution of 30–40mm for events reconstructed at the

fiducial volume radius of 630mm. For the Profile Likelihood WIMP search discussed in

Chapter 4, the fiducial volume is expanded to 720mm, and the resolution at threshold

(90PE) at this radius is 20–30mm.

3.3 Pulse-Shape Discrimination

DEAP-3600 leverages the wide separation in scintillation time scales of singlet and triplet

LAr excimers (see Table 2.1 in Section 2.1.4) for background rejection via PSD. This sec-

tion will provide an overview of the PSD parameter, Fprompt (Section 3.3.1), how it can

be used with energy as a scattering particle identifier (Section 3.3.2), and how powerful

a discriminator it can be against 39Ar � decay in atmospheric LAr (Section 3.3.3).

1At the time of publication for Ref [59], TimeFit2 had a much larger bias and was thus reduced
to a secondary fitting algorithm for cross-checking. The work in this thesis adopts MBLikelihood for
backwards compatibility.
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(a) (b)

Figure 3.7: (A) Validation of the MBLikelihood and TimeFit2 position fitters against
an ideal uniform event distribution. Plotted is the contained LAr mass within a given
reconstructed radius based on 39Ar � decay rates. Residuals show that both fitters have
a slight outward bias, which results in more events being reconstructed towards the AV
surface. (B) Resolution of the MBLikelihood position fitter vs. reconstructed radius
and PEs detected. At 630mm events of equal radius tend to be within 30–40mm of
each other. At 720mm the resolution improves to 20–30mm. Image (B) taken from

Ref [59].

3.3.1 Determination of Fprompt

The time profile of LAr scintillation emission, S(t) can be modelled as the sum of two

exponential distributions,

S(t) =
R
⌧S

e
�t/⌧S +

1

⌧T
e
�t/⌧T , (3.17)

where ⌧S = 7ns is the LAr singlet state mean de-excitation time, ⌧T = 1.6µs is LAr

triplet state mean de-excitation time, and R represents the ratio of singlet to triplet

excimer populations produced in a scattering event with an 40Ar target. As discussed in

Section 2.1.2, the ratio of excitons to ions produced in the track of a recoiling particle is

highly correlated with R; the exciton-to-ion ratio in LAr for ER and NR events has been

measured at 0.21 and ⇠1, respectively2 [78, 108]. An observable which takes advantage

of the large di↵erence between ⌧S and ⌧T in LAr should be able to distinguish NR from

ER interactions; i.e. potential WIMP events from 39Ar � decays. This is the essence of

PSD.

Figure 3.8 shows how the shape of the LAr scintillation time profile changes with R.

A boundary, tpr, can be appropriately placed whereby the scintillation time profile is

2The NR exciton-to-ion ratio is dependent upon recoil energy, whereas Ref [78] takes the ratio of 0.21
to be a constant.
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entirely dominated by the singlet contribution for t  tpr, and the triplet for t > tpr. The

time intervals before and after tpr are called the prompt and late windows, respectively.

The integral of S(t) within the prompt window contributes some fraction Fpr to the

total integral between [0,1), i.e.

Fpr =

R tpr
0 S(t)dtR1
0 S(t)dt

,

or the ‘fraction of prompt signal.’ Based on Figure 3.8, larger values of R will produce

larger values of Fpr.

Figure 3.8: LAr scintillation time distribution as a function of the excimer singlet-
to-triplet ratio.

The observable which quantifies PSD in DEAP-3600 is defined as:

Fprompt =

P60 ns
t=�28 ns PE(t)P10µs
t=�28 ns PE(t)

, (3.18)

where PE(t) refers to the photoelectrons detected at time t relative to the event start

time, t0. Here the default estimator of PE, nSCBayes, is used, and t0 is determined by

minimizing the time residuals, as described in Section 3.2.2. The placement of tpr for

the 2.5 tonne-year analysis was set at 60 ns [59]. This was found to achieve maximal

separation in Fprompt at the energy scale of WIMP interactions between ER and NR
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events. A discussion of how the placement of tpr a↵ects the amount of bias in Fprompt

of PSD is provided in AppendixA.2.

3.3.2 Particle Identification

Figure 3.9 demonstrates how Fprompt can be used to di↵erentiate between a NR (the

upper band in Fprompt) and ER (the lower band) scattering event in LAr. As discussed

in Section 3.3.1, the low singlet-to-triplet ratio, R observed in ER events results in more

of the long-lived scintillation dominating the pulse shape, resulting in a characteristically

low value of Fprompt. In contrast, NR events not only have larger R, but the quenching

e↵ects discussed in Section 2.1.2 disproportionately suppress the scintillation from triplet

excimers over singlet excimers, which results in a significantly larger value of Fprompt.

Figure 3.9 also shows that scattering energy and PSD are enough to distinguish certain

types of events; i.e. ↵ and � decays, and �-rays. For more granular background identifi-

cation additional information, such as reconstructed position, is required. For example,

an event with nSCBayes ⇠ 20000PE, Fprompt ⇠ 0.7, is highly likely to be a 210Po ↵

decay, but radial information is required to further distinguish if it was in a dust parti-

cle or from the detector inner surface. A more detailed description of the background

control regions used in the Profile Likelihood analysis is provided in Section 4.2.2.

Photoelectrons Detected

LAr Bulk Alphas

210Po Alphas

39Ar Beta Decays

High Energy Gammas 

Figure 3.9: Fprompt vs. PE plane with labeled regions for 39Ar, high energy �-rays,
↵ decays from the LAr bulk, and degraded/shadowed 210Po ↵ decays as discussed in
Section 2.3.2. Neutrons are statistically limited in this plot, but would typically occupy
a low energy region with charges . 1000PE and Fprompt similar to low energy 210Po

↵s.
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3.3.3 Discrimination Power and Argon-39 Leakage Fraction

The power of pulse shape discrimination to select NRs over ERs in DEAP-3600 can be

quantified with the same formalism as a generic hypothesis test comparing hypothesesH0

(null) and H1 (alternative). Consider some random variable f , where the null hypothesis

predicts a distribution, P (f |H0), and the alternative hypothesis predicts a distribution,

P (f |H1), such that Z 1

�1
f P (f |H0) df >

Z 1

�1
f P (f |H1) df.

A decision boundary Fcut can then be chosen for this test; if a data point fobs > Fcut

(fobs < Fcut), then fobs favours the null (alternative) hypothesis. In this example, the

discrimination power M of such a test is defined as [115]:

M = 1�
Z 1

Fcut

P (f |H1) df, (3.19)

i.e. the probability of accepting the alternative hypothesis, given that it is true.3

In the context of DEAP-3600 and PSD, discrimination power is used to describe the

probability of correctly identifying an 39Ar � decay using a measurement of Fprompt.

The decision boundary, Fcut, delineates the regions in Fprompt which are dominated by

ER and NR events. Letting f ⌘ Fprompt and H1 ⌘ 39Ar, Equation 3.19 then returns

the discrimination power of PSD in LAr,

MPSD = 1�
Z 1

Fcut

P (f |39Ar) df = 1� Pleak, (3.20)

where Pleak is called the 39Ar leakage fraction. The placement of the decision boundary

Fcut is discussed in Section 3.5.

P (f |39Ar) was derived empirically in Ref [104], taking the form of a Gamma distribution

convolved with a Gaussian, i.e.

P (f |39Ar) = I Gamma(f |µf , bf )~Gaus(f |0,�f ), (3.21)

3The precise mathematical definition of discrimination power is dependent upon the hypotheses being
considered, but this qualitative description is true in general
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where,

I ⌘ Normalization constant (3.22)

Gamma(x|µ, b) ⌘ As defined in Equation 3.5 (3.23)

Gaus(x|µ,�) ⌘ 1p
2⇡�

e
(x � µ)2/2�2

(3.24)

and the parameters µf , bf , and �f are all PE-dependent parameters defined as (letting

nSCBayes = q) [104],

bf = a0 +
a1

q
+

a2

q2
, (3.25)

�f = a3 +
a4

q
+

a5

q2
, (3.26)

µf = a6 +
a7

q
+

a8

q2
+

a9

q3
. (3.27)

The best-fit parameters µ̂f , b̂f , and �̂f were obtained in �
2 fits of Equation 3.21 to

39Ar Fprompt distributions in nSCBayes bins with widths of 1PE, and the coe�cients

(a0,. . . ,a9) were subsequently found in �
2 fits of µ̂f , b̂f , and �̂f as a function of PE.

Note that the parametrizations of µf , bf , and �f in Equations 3.25–3.27 are entirely

empirically driven, and the coe�cients (a0,. . . ,a9) have no physical meaning. These

functional forms were chosen because they behave in a manner consistent with the

mean and shape parameters of the Fprompt distribution for 39Ar � decays: rapidly

decreasing with nSCBayes at threshold while converging to constant as nSCBayes goes

to positive infinity. Figure 3.10 shows the residuals ((model�data)/data) between the

Fprompt model computed using this parametrization and 39Ar data in the PE range of

100nSCBayes 200PE. This result shows that there is < 10% disagreement between

the model and data (inside solid black contours), except for where statistics are limited

(above upper contour), and where event pileup is a significant systematic e↵ect (below

lower contour). This Fprompt model parametrization is also adopted for characterizing

the Profile Likelihood analysis background model, as discussed in Section 4.2.2.

The values of the 39Ar leakage fraction, Pleak, and PSD discrimination power, MPSD, are

dependent upon the placement of the decision boundary Fcut. Also dependent on Fcut

is the probability of correctly identifying a NR event given NR hypothesis is true. This

is called the ‘Nuclear Recoil Acceptance’ (NRA). Figure 3.11a demonstrates this pictori-

ally, with simulated NR events on 40Ar nuclei as representing the Fprompt probability



Event Reconstruction in DEAP-3600 93

Figure 3.10: Relative residuals ((model�data)/data) vs. Fprompt and PEs detected
(i.e. nSCBayes) between the Fprompt model described by Equations 3.21 and 3.25–3.27
and 39Ar � decay data. The black dashed curve is the boundary above which the trigger
e�ciency is above 99.5%, and defines the lower fit boundary as a function of PE. The
region enclosed within the black contours is where the residuals are bounded between
±10%. Above the upper contour, the deviations between model and data are dominated
by statistical fluctuations. Below the lower contour, the deviations are dominated by

event pileup. Image taken from Ref [104].

distribution for NRs [104]. Figure 3.11b then shows the Pleak and NRA dependences on

Fcut. DEAP-3600 defines Fcut for measurements of discrimination power to be at the

point where NRA=50%, which returns MPSD = 1 � 10�10 for nSCBayes = 110PE.

The PE-dependent placement of Fcut for the DEAP-3600 2.5 tonne-year WIMP search

is explained in more detail in Section 3.5.4.

P(f | 39Ar)

Fprompt at nSCBayes = 110 PE
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Fprompt Placement of  Fcut

(b)

Figure 3.11: Pictorial representation of the Pleak and NRA dependence on Fcut (A);
Pleak and NRA vs. the placement of Fcut (B). Images taken from Ref [104].
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3.4 Event Topology

For the purposes of the discussion in this section, ‘Event Topology’ refers to the distri-

bution of detected PEs among the 255 signal PMTs in both intensity and time. This

information mainly supplements the rejection of Čerenkov, neck ↵, and dust ↵ events.

Section 3.4.1 motivates using the topological characterization of subsets of PMTs to

these backgrounds, and Section 3.4.2 discusses the use of pulse timing as a means of

discriminating against neck ↵ events specifically.

3.4.1 Topological Characterization of Subsets of PMTs

DEAP-3600 utilizes three di↵erent qPE-based measurements of the photon distribution

among the 255 signal PMTs:

(i) Signal fraction in the PMT with the largest signal

(ii) Signal fraction in the uppermost 10 PMTs in the detector

(iii) Signal fraction in the lowermost 15 PMTs in the detector

In DEAP internal nomenclature, item (i) is called fmaxpe, and is evaluated as

fmaxpe =
‘Brightest’ PMT charge [qPE]

Total event charge [qPE]
, (3.28)

where, for a given event, the numerator of Equation 3.28 refers to the photocathode

charge in the individual PMT which recorded the largest signal, and the denominator is

the summed charge across all PMTs. This observable is mainly used as a discriminator

against Čerenkov events in the light guides and PMT glass.

Recalling from Section 2.3.4 that Čerenkov radiation occurs commonly in these detector

components, because of the presence of high energy �s and �-rays from the primordial

radionuclide decay chains, and the relatively large refractive indices in these detector

components. Also recall that the relevant timescale for photon emission from Čerenkov

radiation is ⌧ < 1 ns. Therefore such an event is expected to be high in both Fprompt

and fmaxpe. Figure 3.12 shows a 2D distribution of fmaxpe vs. Fprompt obtained from

physics data in DEAP-3600. The Čerenkov population in the upper-right corner extends
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down to fmaxpe ⇡ 0.4, which is used as the cut boundary for rejecting this background.

Figure 3.12: Plot of fmaxpe vs. Fprompt for 39Ar � decay and Čerenkov populations
labeled, for nSCBayes between 0–5000PE and reconstructed radii from 0–850mm. The
‘cuts’ labeled in the bottom-right corner are described in Section 3.5.1. Image taken

from Ref [116].

Items (ii) and (iii), in DEAP nomenclature, are called the ‘Charge Fraction Top 2 Rings’

(CFT2R) and ‘Charge Fraction Bottom 3 Rings’ (CFB3R) variables, respectively. They are

defined as:

CFT2R =
Total charge in 10 uppermost PMTs [qPE]

Total event charge [qPE]
(3.29)

CFB3R =
Total charge in 15 lowermost PMTs [qPE]

Total event charge [qPE]
(3.30)

CFT2R targets neck events, as photons originating from the neck components can reflect

o↵ the liquid-gas interface of the argon and produce a large signal in the uppermost

PMTs. The CFB3R variable is motivated in Ref [117] as a means of rejecting the ‘sinking

dust’ hypothesis. Events observed in DEAP-3600, which are consistent with the dust ↵

background (see dust selection criteria in Table 3.3), are routinely reconstructed at the

bottom of the detector. Such behaviour is not observed in 222Rn ↵ decays uniformly

distributed throughout the LAr bulk. Figure 3.13 demonstrates that CFB3R is sensitive

to this excess of dust ↵ decays, and is therefore an e↵ective discriminator against this

background.
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Figure 3.13: Distributions in CFB3R for events in a 222Rn LAr bulk ↵ decay control
region (red) and 210Po dust ↵ control region (black). Image taken from Ref [117]

Variable 210Po 222Rn

MBlikelihood Radius < 630mm < 630mm
MBlikelihood Z < 500mm < 500mm

fmaxpe < 0.75 < 0.75
nSCBayes [10000, 20000] PE [25000, 32000] PE

Table 3.3: Event selection criteria for the 210Po dust ↵ and the 222Rn LAr bulk ↵

control regions for the data shown in Figure 3.13.

3.4.2 Time-Ordered Pulse Index as Neck Alpha Discriminator

Similar to the motivation for CFT2R as a neck ↵ discriminator, a discriminator based on

the arrival time of pulses in the uppermost PMTs can be used to reject neck ↵ events.

This discriminator, hereafter referred to as TGAr0 , is defined as:

• T
GAr
0 ⌘ Time-ordered index of the first pulse recorded in a PMT coupled to the

gaseous argon (GAr) volume of the detector

Recall from Section 2.3.2 that neck ↵ decays generate scintillation in above the LAr fill

level. Therefore any photons travelling towards the LAr-GAr interface can reflect back

upwards towards the PMTs in the GAr region, which will trigger pulses earlier than

PMTs coupled to the LAr. Figure 3.14 is a plot of the neck ↵ rejection percentage as

well as NRA (both from MC simulations) as a function of a rejection cut placement

T
GAr
0 < X. This shows that rejecting events where TGAr0 < 2 (i.e. the first pulse observed

in the GAr region was either 1st or 2nd overall) can remove approximately 85% of neck
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↵ events. However, this same cut can reject ⇠40% of potential WIMP events. This will

be an important detail for Section 4.2 which motivates the model structure used for the

Profile Likelihood WIMP search.

 cut placementTGAr0
Figure 3.14: Neck ↵ rejection vs. the placement of the background rejection cut

T
GAr
0 < X. Image taken from Ref [117].

3.5 WIMP Search Event Selection Criteria

The DEAP-3600 WIMP search with a 2.5 tonne-year exposure [59] followed a general

procedure called a ‘cut-and-count’ analysis, where a series of data quality, background

removal, and event selection cuts are applied to observed data in order to achieve a

background-free ROI. This section provides a brief description of how this is done in

DEAP-3600.

3.5.1 Data Cleaning Cuts

The first set of applied cuts in the 2.5 tonne-year WIMP search cut flow remove low

quality data. These data are generally related to instrumental e↵ects; e.g. an event

timestamp mismatch, or an event occurring when the DAQ system was overloaded and

suppressing output. The DTM flags these events with a variable called ‘calcut’ so they

can be removed later for the WIMP search. Other types of events removed at this stage
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are calibration and detector monitoring data, such as the AmBe/22Na/AARF4 events.

These are also flagged by the DTM with another variable called ‘dtmTrigSrc.’ Cuts

made based on these variables are done via bitwise comparisons, i.e.

if (calcut & 0x31f8) Reject Event (3.31)

if (dtmTrigSrc & 0x82) Reject Event (3.32)

where & is the bitwise AND operator,5 and the 0x prefix denotes a quantity in hexadecimal

representation. The hexadecimal values used for the comparison in Cuts 3.31 and 3.32

are simply compact representations of the binary values which encode all of the flags

discussed above.

The next set of data cleaning cuts remove ‘pileup’ events; i.e. pairs of events which

occur too closely to each other in time for accurate calculation of key observables, such

as Fprompt or reconstructed position. There are four pileup cut variables, defined as

follows:

(i) eventTime – Time-of-flight corrected event time relative to the DTM trigger time

in nanoseconds (see Section 3.2.2). The DTM keeps waveform samples in a 2.5µs

pre-event time window, therefore the event time should be close to 2500 ns.

(ii) subeventN – Number of events occurring within a triggered event time window

of 16µs, including the original triggered event. In order to isolate single-scatter

events, which is the type of interaction expected for WIMP scatters in LAr, this

variable should not be greater than one.

(iii) numEarlyPulses – Number of pulses in all PMTs occurring in a time window of

0–1600 ns relative to the start of a given PMT waveform. Accepting events with

only a small number of early pulses limits the probability of contamination by the

preceding event in the prompt time window of the triggered event.

4Also in this category are artificial events triggered by a pulse pattern generator, which are used to
monitor detector electronics.

5The bitwise AND operator iteratively compares the ith binary bits of both operands, returning TRUE
if the ith pair of bits are both 1 and FALSE otherwise. Therefore if the binary representation of the
operands each have a 1 in the same bit placement for any bit, then the bitwise comparison returns TRUE
overall. This can e↵ectively consolidate many true-or-false checks into one line of code.
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(iv) deltat – Time elapsed between successive triggered events in nanoseconds. Similar

to numEarlyPulses, only accepting events where the previous event is separated

by more than 20µs limits the probability of contamination in the triggered event.

The cuts made based on these variables are

if (eventTime < 2250 || eventTime > 2700) Reject Event (3.33)

if (subeventN != 1) Reject Event (3.34)

if (numEarlyPulses > 3) Reject Event (3.35)

if (deltat <= 20000) Reject Event (3.36)

3.5.2 Cuts Based On Event Topology

Section 3.4 introduced two variables which are used to reject Čerenkov, dust ↵, and neck

↵ backgrounds with the following cuts:

if (fmaxpe > 0.4) Reject Event (3.37)

if (T
GAr
0 <= 2) Reject Event (3.38)

There is an additional background rejection cut that utilizes the neck veto system,

which was briefly discussed in Section,2.2.1. Any event which occurs in coincidence with

a trigger in the neck veto system is removed from the WIMP search analysis. This cut

is made with a variable called neckVetoN, and is defined as

if (neckVetoN > 0) Reject Event, (3.39)

where neckVetoN is the number of triggered neck veto PMTs in coincidence with the

triggered event. Further background rejection cuts based on position reconstruction and

observed energy are also made to eliminate radiogenic neutrons and degraded ↵ decays,

but these are covered in Sections 3.5.3 and 3.5.4, respectively.
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3.5.3 Position Cuts and Fiducialization

Position-based cuts are applied for three main reasons:

(i) To ensure all accepted events occur within a fiducial volume (FV) containing a

target mass of LAr of approximately 1 ton

(ii) Rejection of surface backgrounds; i.e. radiogenic neutrons and 210Po ↵ decays from

the detector inner surface

(iii) To ensure consistency between the MBLikelihood and TimeFit2 position recon-

struction algorithms

For item (iii), the criteria for su�cient consistency between the two position recon-

struction algorithms were determined statistically using a sample of 39Ar data passing

Cuts 3.31–3.37, 3.39, 3.42, and 3.43. This sample of 39Ar was used to construct the

distributions, Pz(Z) and Pr(R). Here, the variables Z and R defined as

• Z ⌘ |TimeFit2Z� MBLikelihoodZ|

• R ⌘ |TimeFit2R� MBLikelihoodR|

where the Z su�x denotes the Z-component of the reconstructed position vector and

the R su�x denotes the vector magnitude, or event radius. Therefore Pz(Z) and Pr(R)

describe the statistical behaviours of disagreement between TimeFit2 and MBLikelihood

in these quantities. The goal is then to reject events with,

Z > CZ

and/or R > CR

where CZ and CR are cut boundaries which satisfy

Z 1

CZ
Pz(Z) dZ = 10%,

and

Z 1

CR
Pr(R) dR = 10%.

The locations of CZ and CR were evaluated as a function the number of prompt PEs

(i.e. the numerator of Equation 3.18), producing the plots in Figure 3.15. Letting
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Figure 3.15: Consistency cut boundaries CZ (A) and CR (B) versus number of prompt
PEs. The areas shaded in green indicate the acceptance regions for these cut variables.

PromptPE = nSCBayes*Fprompt (i.e. the x-axes in Figures 3.15a & 3.15b), CZ repre-

sent the distribution in Figure 3.15a and CR represent the distribution in Figure 3.15b,

the DEAP-3600 consistency cuts can then be defined as

if (|TimeFit2Z - MBLikelihoodZ| > CZ(PromptPE)) Reject Event, (3.40)

if (|TimeFit2R - MBLikelihoodR| > CR(PromptPE)) Reject Event. (3.41)

The FV is intended to enclose the centre-most 1 tonne of LAr for the specific purpose

of eliminating surface backgrounds, so items (i) and (ii)—referred to as fiducialization

cuts—are complementary to each other. The fiducialization cuts used in the DEAP-3600

2.5 tonne-year WIMP search were defined as follows:

if (CFT2R > 0.04) Reject Event (3.42)

if (CFB3R > 0.1) Reject Event (3.43)

if (MBLikelihoodR > 630) Reject Event (3.44)

if (MBLikelihoodZ > 550) Reject Event, (3.45)

where MBLikelihoodR and MBLikelihoodZ are in millimetres. Note that the topolog-

ical variables CFT2R and CFB3R are designated as fiducialization cuts because of their

correlation with MBLikelihoodZ. The MBLikelihoodZ cut removes events which are

reconstructed above the LAr fill level, in the GAr region of the detector, while the

MBLikelihoodR cut primarily reduces the impact of radiogenic neutrons on the WIMP

search. Together, MBLikelihoodR = 630mm and MBLikelihoodZ = 550mm define the
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boundaries of the FV.

The FV radius of 630mm was chosen based on eliminating surface background leakage

in the ROI. With the other fiducialization cuts of the 2.5 tonne-year WIMP search, the

fiducial mass of LAr is estimated to be 824±25 kg and resulted in < 1 surface background

event in the ROI in this analysis [59].

3.5.4 Determining the ROI

(a)
(b)

Figure 3.16: WIMP ROI boundary definitions for the DEAP-3600 2.5 tonne-year
search (A) and WIMP ROI overlaid on AmBe calibration data (B) in PE vs. Fprompt
plane. The low Fprompt band in (B) is from 39Ar � decays. Images taken from Ref [59].

The DEAP-3600 ROI is a region in the PE [nSCBayes] vs. Fprompt plane wherein can-

didate WIMP signals are expected to be found, after the fiducialization cuts (Cuts 3.42–

3.45) and topological background rejection criteria (Cuts 3.37–3.39). The exact bound-

aries for the WIMP ROI are determined to maximize NRA with the criterion that the

expected background contribution in the ROI is NBkg
ROI < 1 event.

Figure 3.16a briefly summarizes the decisions behind the placement of the ROI upper

and lower boundaries vs. PEs detected. The pink, green, and blue bands represent the

Fprompt bounds (as a function of detected PEs) wherein 50% of neck ↵ decays, WIMP-

like NRs, and ERs would be accepted. The upper Fprompt boundary traces a contour

such that a mean of 0.5 neck ↵ events would reconstruct inside ROI over the 231-day

exposure time in Ref [59]. This was assessed via analysis of neck ↵ MC. Similarly the

lower-left boundary was picked such that a mean of 0.05 events from 39Ar would leak

into the ROI. This was assessed using the model introduced in Section 3.3.3. Lastly,

the lower-right boundary was determined based on a 99% NRA criteria, estimated using
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AmBe calibration data (see Figure 3.16b). Note that neutrons can also produce multiple

scatters in the LAr or be captured and produce gamma rays, generate signals with higher

PE and lower Fprompt than what is expected for WIMPs. However, after eliminating

multiple scatters with pileup cuts and eliminating capture gammas by selecting events

within the ROI, the remaining AmBe neutron events are keV-scale, single scatter NRs,

which are good proxy for WIMP scattering events.

The right-most boundary selects events with nSCBayes 200PE, which eliminates any

remaining surface and dust ↵ events from the ROI. At the time of publication, Ref [59]

had not yet implemented a model for dust ↵ backgrounds. As will be explained in greater

detail in Chapter 4, the overall rate of dust alpha events were obtained in a comparison

between a weighted summation of MC histograms with data in a high energy control

region (8000–20000PE), where the histogram weights were allowed to float in a �
2

minimization. Based on this fit, it was found that the dust ↵ rate in the ROI is equally

significant as neck ↵s. Dust ↵s are therefore a key component in both the cut-and-count,

as well as the Profile Likelihood WIMP search in Chapter 4.

3.5.5 WIMP Acceptance and Sensitivity

With the data cleaning, background rejection, and fiducialization cuts described in this

section an estimate of the WIMP acceptance can be obtained using a combination of

39Ar data and AmBe calibration data. 39Ar � decays are point-like events which are

uniformly distributed in the LAr bulk, just as WIMP NR events would be. Therefore

all Fprompt-independent cuts should behave similarly between WIMPs and 39Ar data.

All Fprompt-dependent cuts—i.e. the ROI boundaries discussed in Section 3.5.4—can

then be assessed independently using AmBe calibration data.

The upper Fprompt boundary cut corresponding to the 0.5 neck ↵ event criterion, as

estimated using AmBe calibration data, reduces WIMP acceptance to a maximum of

(69.2±5.3)%. This is given by the grey curve in Figure 3.17. Based on 39Ar data, the

data cleaning and background rejection cuts described in Cuts 3.31–3.41 are estimated

to reduce WIMP acceptance down to (35.4+2.9
�0.8)%, as indicated by the green curve in

Figure 3.17. An estimate of the overall WIMP acceptance as a function of detected PEs

(within the FV) can be taken as the product of these two curves, resulting in the light

brown curve.
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Figure 3.17: WIMP acceptance vs. PEs detected and cuts applied. Image taken from
Ref [59].

The sensitivity of a cut-and-count analysis comes from a comparison of the observed

number of events in the ROI with the expected events under the background-only hy-

pothesis, NBkg
ROI. Assuming the number of events in the ROI is Poisson distributed, an

observed number of events in the ROI N
obs
ROI is consistent with the background-only

hypothesis at 90% confidence if

Z 1

Nobs

ROI

Poisson
�
x|NBkg

ROI

�
dx � 0.1,

where Poisson(x|�) is the Poisson distribution with a mean parameter of �. Given the

mass contained in the FV and the exposure time of the search, the estimated number of

WIMP events in the ROI comes from evaluating Equation 1.50 for an assumed WIMP

mass and WIMP-nucleon elastic scattering cross-section, with the integrand appropri-

ately weighted by the WIMP acceptance; i.e.

N
WIMP
ROI = mT tE

EmaxZ

Emin

AWIMP
�
Er
� dR

dEr
dEr, (3.46)

where Er is the true WIMP recoil energy, AWIMP
�
Er
�
is the light-brown WIMP ac-

ceptance curve in Figure 3.17 and recall that dR
dEr

depends on the WIMP mass m� and

WIMP-nucleon scattering cross-section ��. If the evaluation of Equation 3.46 for the

assumed is greater than N
obs
ROI, then the combination of (m�,��) is excluded by the
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analysis from the viable WIMP parameter space with 90% confidence.6

Herein lies the main disadvantage of a cut-and-count analysis: the same cuts that pro-

duce a background-free ROI also reduce WIMP acceptance—in the case of Ref [59], to

a maximum of (24.64+1.03
�1.66)%. With such a low acceptance, there is limited statistical

power in the cut-and-count analysis when comparing an hypothesis of low �� at any

WIMP mass and the background-only hypothesis. Therefore, an alternative analysis

methodology that does not reject events as e�ciently can potentially test a much larger

region of WIMP parameter space with the same set of data. It is for this reason that this

work focuses on a di↵erent approach to the WIMP search analysis; namely the Profile

Likelihood Ratio. This, and a more detailed discussion of handling systematic e↵ects in

DEAP-3600, are the subject of Chapter 4.

6This is a very brief summary of a much more complicated analysis, but the explanation given here
is su�cient for the scope of this work.



Chapter 4

The Profile Likelihood Dark

Matter Search in DEAP-3600

In this chapter, the focus will shift towards using the Profile Likelihood Ratio (PLR)

approach, which is a statistical method of setting confidence intervals or claiming dis-

coveries from experimental data, based on the Likelihood Ratio hypothesis test [118].

Compared to a cut-and-count analysis, the PLR method has the advantages of includ-

ing information the expected probability distribution shapes of the dark matter signal

and relevant backgrounds, as well as lifting the requirement for a background-free ROI

leading to a larger fiducial volume (FV) and greater WIMP acceptance. Section 4.1

explains the important details of the PLR method in a general sense, and Section 4.2

discusses the construction of the likelihood model in the context of DEAP-3600. An

important component of the PLR analysis is the concept of nuisance parameters, which

are the manifestation of experimental systematic e↵ects in the likelihood model. The

relevant nuisance parameters for DEAP-3600 describe systematics which broadly fall

into two categories: detector systematics and background/signal systematics. These

topics are covered in Sections 4.3 and 4.4, respectively. Section 4.5 provides validation

of the background model implementation via comparison with Monte Carlo (MC) simu-

lations, as well as validation of using the asymptotic approximation (see Section 4.1) in

this analysis. Lastly, Section 4.6 provides the culminating result from the PLR analysis

in DEAP-3600, with a data set corresponding to an exposure of 3.5 tonne-years.

106
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This chapter presents the combined work of myself and Dr. Ashlea Kemp, which was a

continuation of ground work done by Dr. Navin Seeburn, and Dr. Alistair Butcher. The

entire DEAP-3600 PLR analysis was supervised by Dr. Jocelyn Monroe. My specific

contributions to the profile likelihood analysis include the construction and implementa-

tion of the radiogenic neutron (Section 4.2.2), 210Po surface ↵ (Section 4.2.2), and 210Po

dust ↵ (Section 4.2.2) background models. Additionally, I designed the final version of

the class structure in the analysis code which produced the results of the validation tests

in Section 4.5 and the analysis results in Section 4.6.

4.1 The Profile Likelihood Method

The PLR method leverages the power of the likelihood ratio hypothesis test, which

constitutes a “uniformly most powerful test” of a null hypothesis against an alternative.

The premise of the PLR analysis is to compare two versions of a signal-plus-background

model: the version which best describes the observed data (alternative) and another

which best fits the data for an hypothesized signal normalization (null). Built into the

model is a set of nuisance parameters, which parameterize the mean values and variations

of experimental systematics: e.g. background rates, optical model parameters, etc. The

PLR method therefore aims to determine how compatible the null hypothesis is with

the alternative, given the variability a↵orded by systematic uncertainties. This section

reviews the mathematical formalism of the method (Section 4.1.1) and the procedures

followed in this specific analysis for setting a spin-independent WIMP cross-section limit

(Sections 4.1.2 and 4.1.3).

4.1.1 Review of PLR Formalism

To claim a discovery or set an upper limit on WIMP-nucleon elastic scattering cross-

sections using the PLR method, one needs a model that describes the probability of

observing a distribution of events in data, given a signal hypothesis plus the expected

background probability distributions. The form of the signal-plus-background probabil-

ity density function (PDF) is,

f
�
x|µs, µb, ✓s, ✓b

�
= µs S

�
x|✓s

�
+ µbB

�
x|✓b

�
, (4.1)
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where x is a data point in an arbitrary observable space; µs and µb are parameters

describing the signal and background normalizations; and ✓s and ✓b represent sets of pa-

rameters that may vary the shape of the signal and background PDFs, S and B, respec-

tively. The parameter µs is a general representation for the ‘parameter of interest’—for

example, an interaction cross-section—while µb, ✓s, and ✓b represent the nuisance param-

eters. These are the manifestation in the model of systematic e↵ects from measurements

and analysis that, when varied, can change the shape of Equation 4.1. Hereafter, the

nuisance parameters will be denoted with the shorthand ✓. For a set of n observed data

points, symbolized by the vector x = (x1, x2, . . . , xn), the likelihood of observing such

a set of data is then given by the likelihood function,

L
�
x|µs,✓

�
=

nY

i=1

f
�
xi|µs,✓

�
. (4.2)

With a likelihood function such as the one in Equation 4.2, one can test a range of null

hypotheses, H0, with varying values of µs and ✓. Typically, this is done in reference to

an alternative hypothesis, H1, which assumes the same model as H0 but with di↵erent

values of µs and ✓. The point of such a test is to either accept or reject H0 at a

predetermined significance level, ↵, which quantifies the probability of rejecting H0

when H0 is true. For the chosen ↵, the hypothesis test which maximizes statistical

power—i.e. maximizes separation between H0 and H1 (recall from Section 3.3.3)—is the

likelihood ratio test [115]. This fact is formally stated in the Neyman-Pearson Lemma

[118], for which a proof is given in AppendixA.3.

The likelihood ratio is defined as

� =
L
�
x|H0

�

L
�
x|H1

� , (4.3)

where

H0 assumes

8
><

>:

µs = ⌫0

✓ = ✓0

and H1 assumes

8
><

>:

µs = ⌫1

✓ = ✓1

The goal of the PLR method is then to use Equation 4.3 to either claim a discovery of a

signal process, or set a limit on the strength of the signal process. For DEAP-3600, the

‘signal process’ refers to a WIMP-nucleus elastic scattering event; the signal strength

would then be the WIMP-nucleon elastic scattering cross-section, ��. In both cases,
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two separate maximum likelihood fits of Equation 4.1 to the data stored in vector x are

performed:

1. One where µs is fixed to some hypothesized value ⌫, while ✓ is allowed to vary

freely; i.e. a conditional maximum likelihood fit, L
�
x|µs = ⌫,

ˆ̂✓
�
. The ‘double-

hat’ parameter, ˆ̂✓, is the set of maximum-likelihood estimators for the nuisance

parameters under the assumption that µs = ⌫ is true.

2. One where µs and ✓ are both allowed to vary freely; i.e. an unconditional max-

imum likelihood fit, L
�
x|µ̂s, ✓̂

�
. Parameters denoted with a ‘single-hat’ are their

respective maximum-likelihood estimator values, regardless of assumptions about

the signal strength.

Fit (1) takes the place of H0 in Equation 4.3, while Fit (2) takes the place of H1.

Therefore Equation 4.3 can be recast as a function of the hypothesized signal strength,

�(⌫) =
L
�
x|⌫, ˆ̂✓

�

L
�
x|µ̂s, ✓̂

� . (4.4)

Determining ˆ̂✓ is typically referred to as ‘profiling’ over the systematic e↵ects. Thus,

Equation 4.4 is called the Profile Likelihood Ratio [119].

Note that, as it’s written in Equation 4.4, the likelihood ratio is bounded by 0  �(⌫)  1.

Since the denominator of Equation 4.4 is determined entirely by the observed data,

�(⌫) = 1 implies maximal agreement between data and the signal-plus-background

model under the null hypothesis, H0. Therefore it’s possible to use �(⌫) to quantify

the hypothesis test directly. It is conventional to convert �(⌫) into a test statistic given

by,

q⌫ = �2 ln
�
�(⌫)

�
. (4.5)

This test statistic has a domain of 0  q⌫ < 1, where increasing q⌫ implies increasing

incompatibility between the null hypothesis and observed data.

The probability that the best fit signal-plus-background model accurately describes the

data is quantified as follows. Suppose q⌫ , as it is defined in Equation 4.5, is a random

variable distributed according to a known PDF g(q⌫ |µs), where the subscript ⌫ refers

to the hypothesized signal normalization, and µs is the true signal normalization in
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the data set. From the data in x, an observed value of the test statistic, q
obs
⌫ , can

be obtained by performing the conditional and unconditional maximum likelihood fits

described above. The PLR method then quantifies the overall level of agreement between

the null hypothesis (which assumes µs = ⌫) and data via a p-value given by,

p⌫ =

Z 1

qobs⌫

g(q⌫ |µs = ⌫) dq⌫ . (4.6)

Equation 4.6 gives the probability that the model with hypothesized signal strength ⌫

would have equal or greater incompatibility with the observed data, in a universe where

µs = ⌫. The PLR method uses Equation 4.6 to make the final decision of rejecting or

accepting H0 based on the predetermined value of ↵, i.e.

If p⌫ < ↵, then reject H0 with (1� ↵)⇥ 100% confidence.

Else, do not reject H0.

Two important details to note at this point are:

(i) In practice, determining the PDF g(q⌫ |µs) requires detailed knowledge of the

shapes of distributions of observables for both signal and background—knowing

their integral over a given range is insu�cient.

(ii) The exact form of the test statistic q⌫ is di↵erent if the intent of the analysis is to

claim a discovery vs. set an upper limit

Item (i) is the main topic of Section 4.1.2. Item (ii) points to a di↵erence in the nature

of the null hypothesis being tested. Specifically, when one wants to claim a discovery,

the null hypothesis is the background-only version of Equation 4.1 (i.e. µs = 0). The

PLR method can then be used to reject the background-only hypothesis in favour of

an alternative with an observed signal normalization of µ̂s. The test statistic is then

modified to

q0 =

8
><

>:

�2 ln
�
�(0)

�
µ̂s � 0

0 else
. (4.7)
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If a limit is being set instead, the null hypothesis varies across the entire (not already

excluded) µs parameter space. The test statistic in this case is

q⌫ =

8
><

>:

�2 ln
�
�(⌫)

�
µ̂s  ⌫

0 else
. (4.8)

The objective in both cases is to assess how well the null hypothesis can agree with data

with the ‘wiggle room’ provided by the nuisance parameters. Therefore, it is crucial to

minimize the associated systematic uncertainties in order to maximize the sensitivity

of a search for new physics with the PLR approach. Allowing ✓ to float freely with

no constraints may result in physically unreasonable values of ˆ̂✓ that artificially inflate

the perceived agreement between a given hypothesis and the observed data. This can

lead to an erroneous rejection of a discovery, or an underestimated size of the excluded

µs parameter space. Constraining the nuisance parameters can be done with auxiliary

measurements designed to probe specific systematics. This will be discussed in greater

detail in Sections 4.3 and 4.4.

4.1.2 Asymptotic Approximation

Determining the sampling distribution of the test statistic g(q⌫ |µs = ⌫) can be done

via brute force with the use of pseudo-experiments. Using the PDF in Equation 4.1 and

explicitly setting µs = ⌫ and ✓ to nominal values, one can randomly generate a set of

simulated data points and perform the PLR analysis described in Section 4.1.1. Storing

the resulting q⌫ value in a histogram and repeating this process many times returns an

approximation of the true sampling distribution of q⌫ .

However, this approach is both computationally expensive and time consuming. There

is an alternative way of determining g(q⌫ |⌫) which follows from results in Refs [120, 121].

Consider a case where an hypothesized signal normalization ⌫ is being tested and a set of

Npts observed/simulated data points is distributed according to a signal normalization

µs = ⌫. Provided there is only one parameter of interest in the analysis—that being the

assumed signal normalization, ⌫—the test statistic q⌫ (as it appears in Equation 4.5 for



The Profile Likelihood Dark Matter Search in DEAP-3600 112

now) can be written as

q⌫ = �2 ln
�
�(⌫)

�
=

(⌫ � µ̂s)2

�2
+O

✓
1p
Npts

◆
, (4.9)

where µ̂s follows a normal distribution of mean ⌫ and variance �
2. In practice, µ̂s

is obtained from the unconditional maximum likelihood fit in Equation 4.4, and �
2 is

obtained from the covariance matrix Vi,j = cov(✓i, ✓j) obtained from the fit. If Npts is

su�ciently large, the O
�
1/

p
Npts

�
term vanishes and the distribution of q⌫ converges to

a �
2 distribution with one degree of freedom,

g(q⌫ |⌫) =
1p
2⇡q⌫

exp

✓
� q⌫

2

◆
(4.10)

This result is called the Asymptotic Approximation. To check its validity for a given

model and number of observed data points, the brute force method is typically invoked

to produce the sampling distribution for direct comparison. For the DEAP-3600 model,

this is shown in Section 4.5.

The form of the test statistics used for claiming a signal discovery or setting an upper

limit di↵er from that used in Equation 4.9, and this subtly changes the general form of

the test statistic distribution. In the case of a discovery, the test statistic can be recast

using the asymptotic approximation as

q0 =

8
><

>:

µ̂2
s

�2 µ̂s > 0

0 else
(4.11)

and in the case of an upper limit, it becomes

q⌫ =

8
><

>:

(⌫�µ̂s)2

�2 µ̂s < ⌫

0 else
(4.12)
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The corresponding sampling distributions of these test statistics take the form of a half

�
2 distribution, i.e.

Discovery: g(q0|0) =
1

2

✓
�(q0) +

1p
2⇡q0

e
�q0/2

◆
, (4.13)

Upper Limit: g(q⌫ |⌫) =
1

2

✓
�(q⌫) +

1p
2⇡q⌫

e
�q⌫/2

◆
, (4.14)

where �(x) is the Dirac delta function. For the half �2 PDF, the cumulative distribution

takes the form,

G(q⌫ |⌫) = �
�p

q⌫
�
, (4.15)

and p⌫ = 1�G(q⌫ |⌫), (4.16)

where �(x) is the cumulative distribution of a standard Gaussian, with a mean of 0

and standard deviation of 1. Using Equations 4.15 and 4.16, a simple formula can be

derived for setting upper limits on the signal normalization without needing to run

a large number of pseudo-experiments. Recall that in setting an upper limit, a set

of hypothesized signal strengths are rejected when p⌫ < ↵. Therefore, the value of ⌫

corresponding to p⌫ = ↵—say, ⌫up—sets the upper limit of acceptable signal hypotheses.

Solving for ⌫up directly yields

p⌫ = ↵ = 1�G(q⌫ |⌫) (4.17)

= 1� �
�p

q⌫
�

(4.18)

p
q⌫ = ��1

�
1� ↵

�
(4.19)

r
(⌫up � µ̂s)2

�2
= ��1

�
1� ↵

�
(4.20)

) ⌫up = µ̂s + ���1
�
1� ↵

�
. (4.21)

For the DEAP-3600 PLR WIMP search analysis no discovery is being claimed, and

therefore an upper limit on the WIMP-nucleon scattering cross-section, as determined

by Equation 4.21, will be the end result. The chosen significance level for this analysis

is ↵ = 0.1, corresponding to a 90% confidence limit (CL).
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4.1.3 Power Constrained Limits

For a PLR analysis where an upper limit is being drawn, an important caveat is that the

resulting upper limit is only meaningful when there is su�cient experimental sensitivity

to the hypothesized signal. In other words, the separation between the signal hypothesis

and background-only hypothesis cannot be negligible; alternatively, there should be a

minimum allowable statistical power (see the discussion surrounding Equation 4.22) of

the hypothesis test. The consequence of a small power is that the sampling distribution

g(q⌫ |⌫) would be similar to that where µs = ⌫ is hypothesized but µs = 0 is true; i.e.

g(q⌫ |0). This might yield a situation where,

↵ >

Z 1

qobs⌫

g(q⌫ |⌫) dq⌫ ⇡
Z 1

qobs⌫

g(q⌫ |0) dq⌫ ,

leading to a rejection of a signal hypothesis which was always going to be virtually

indistinguishable from background because of the sensitivity of the experiment, and not

the strength of the signal.

Ref [122] prescribes a method to address this situation. They first define a function M ,

called a power function. This describes the statistical power of an hypothesis test as

a function of the chosen critical region w; i.e. the region of a given space where the

data disfavour the null hypothesis. In general, the choice of critical region is dependent

upon the signal normalization in both the null and alternative hypotheses. Therefore

the power function for the PLR analysis can be written as,

Mµ(⌫) = P (p⌫ < ↵|µ), (4.22)

where the subscript µ is the signal normalization under the alternative (and assumed

true) hypothesis, ⌫ is that of the null hypothesis, and P is the probability of observing

a p-value, p⌫ (Equation 4.6) below the significance level ↵ of the hypothesis test. For

the purposes of addressing the issue raised in this section, one uses Equation 4.22 under

the assumption of µ = 0, which returns the power of a test comparing a null hypothesis

with µs = ⌫ and a background-only alternative. The convention adopted in Ref [122] is

to consider a signal hypothesis ‘testable’ if it satisfies

M0(⌫) = P
�
p⌫ < ↵|0

�
� �(�1) ⇡ 0.16, (4.23)
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where �(x) is the cumulative distribution of a standard Gaussian (mean = 0, standard

deviation = 1).

With this convention, the PLR analysis is unable to reject signal hypotheses which are

not testable according to Equation 4.23. The resulting upper limit with this restriction

is called a Power Constrained Limit (PCL), defined as

⌫
⇤
up = max(⌫up, ⌫min), (4.24)

where

⌫up ⌘ as in Equation 4.21 (4.25)

⌫min ⌘M
�1
0 (0.16) (4.26)

4.2 Constructing the DEAP Likelihood Model

The likelihood function constructed for the DEAP-3600 PLR WIMP search is defined

as follows:

L(��|~x,✓) = LPDF(��|~x,✓) · LSB(✓) · LCon(✓), (4.27)

where the parameter of interest, ��, is the spin-independent WIMP-nucleon elastic

scattering cross-section; ~x = {~x1, ~x2, . . . , ~xNobs
} is a vector of Nobs data points; and

✓ = {✓1, ✓2 . . . , ✓N✓} is a vector of N✓ nuisance parameters pertaining to the systematic

e↵ects discussed in Sections 4.3 and 4.4. Each data point ~xi exists within the domain,

�
~xi 2 R4 | 90  q  200,

g�(q)  f  g+(q),

0  r  720,

0  t  1
 
,

(4.28)

where q ⌘ nSCbayes [PE], f ⌘ Fprompt, r ⌘ MBLikelihood Radius [mm] (hereafter

denoted as Rrec), t ⌘ T
GAr
0 , and g±(q) are PE dependant upper and lower bounds on

Fprompt (see Figure 4.14a). The three terms on the right-hand side of Equation 4.27 are
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defined as,

LPDF(��|~x,✓) = Pois
�
Nobs;Nexp(��|✓)

�
·
NobsY

j=1

✓
PSig(~xj |��,✓) +

NBkgs.X

i=1

Pi(~xj |✓)
◆
, (4.29)

LSB(✓) =

NBkgs.Y

i

Pois
�
N

SB
obs,i;N

SB
exp,i(✓)

�
, (4.30)

LCon(✓) =
N✓Y

i=1

Gaus
�
✓i;µi,�i

�
, (4.31)

where Pois(N ;�) is a Poisson distribution of mean �, and Gaus(x;µ,�) is a Normal

distribution of mean µ and standard deviation �. Equation 4.29 is the ‘PDF term’

of the likelihood function, which contains the probability distributions of the WIMP

signal, PSig(~x;��,✓), and NBkgs. number of backgrounds, Pi(~x;✓). Equation 4.30 is the

‘Side Band’ (SB) term, which constrains the nuisance parameters based on how each

background probability distribution extrapolates immediately outside of the domain in

Equation 4.28. Here N
SB
obs,i is the observed number of events in a side band pertaining

to the i
th background and N

SB
exp,i(✓) is the expected number of events in the side band

given an input set of nuisance parameters. Equation 4.31 is the ‘Constraint’ term of

the likelihood model. This also constrains the nuisance parameters to reasonable values

based on external analyses, which are described in Sections 4.3 and 4.4.

In the following, Sections 4.2.1 and 4.2.2 will describe the mathematical structures of each

probability distribution in Equation 4.29 in greater detail, while Section 4.2.3 focuses on

the side band and constraint terms.

Note that the background models for 210Po ↵ decays and radiogenic neutrons require

the construction of PDF templates via extensive simulation work, which was all done

with the Reactor Analysis Tool (RAT) [123] software package. RAT is a merger of

ROOT analysis libraries with the GEANT4 simulation toolkit. The DEAP-3600 RAT

installation used for building the models in this section was based on ROOTv5.34.36 and

GEANT4v9.6.02, specifically. The GEANT4 models describing the detector geometry

and hardware include the full detector design described in Section 2.2.1, as well as the

front end electronics and DAQ systems in Section 2.2.4.
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4.2.1 WIMP Model

The signal probability distribution PSig(~x|��,✓), in Equation 4.29 describes the WIMP

hypothesis introduced in Section 1.4.2. In the space of Equation 4.28, PSig can be written

as

PSig(~x|��,✓) = Q(q|��,✓)F (f, q|��,✓)R(r, q|��,✓)T (t|��,✓), (4.32)

where Q(q|��,✓) is the PE PDF, F (f, q|��,✓) is the Fprompt PDF, R(r, q|��,✓) is the

radial PDF, and T (t|��,✓) is the TGAr0 PDF. Note that the same model structure will be

used for the backgrounds discussed in Sections 4.2.2, but without a dependence on ��.

The following discussion of the WIMP signal model is an appropriately modified version

of the in Ref [124].

The PE PDF of the WIMPmodel, Q(q|��,✓), is the convolution of the theoretical WIMP

di↵erential recoil rate, dR
dEr

(Equation 1.37) with a Gaussian kernel, which represents the

detector response:

Q(q|��,✓) =
1Z

0

qf (Er)
dR

dEr
(��) ·

1p
2⇡�2

e
�(q � µ)2/2�2

dEr, (4.33)

where,

µ = hNDNi+ YPE · Er (As in Eq.3.9)

�
2 = �

2
PE · µ+ �

2
rel,LY · µ2 (As in Eq.3.10)

qf (Er) ⌘ Nuclear Recoil Quenching Factor (see Sec. 4.3.1).

The five parameters hNDNi (dark noise mean charge [PE]), YPE (light yield [PE/keVee]),

�
2
PE (Poisson/Fano energy resolution [PE]), �2

rel,LY (light yield variance resolution), and

qf (Er) are contained within ✓.

Recall from Section 1.4.2 that the WIMP di↵erential recoil rate dR/dER describes the

expected energy distribution of WIMPs as a function of their recoil energy, Er [keV].

However, due to the quenching e↵ects described in Section 4.3.1, only ⇠ 30% of nuclear

recoil (NR) energy is converted into scintillation. Therefore the WIMP recoil energy is

translated into its electron-equivalent energy in the detector [keVee] using the energy-

dependent quenching factor qf (Er). This conversion is necessary because the light yield
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YPE is calibrated on electronic recoil (ER) events where quenching e↵ects are negligible.

Once in electron-equivalent energy, the distribution is convolved with the detector re-

sponse model described by Equation 4.33. An example nSCBayes distribution for a 100

GeV/c2 WIMP with a WIMP-nucleon cross-section of 10�44 cm2 is shown in Figure 4.1,

drawn using the nominal values for hNDNi, YPE, �2
PE, and �

2
rel,LY listed in Table 3.2; and

qf (Er) shown in Figure 4.11a.
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Figure 4.1: Number of events [PE�1] for a 100 GeV WIMP as a function of nSCBayes
[PE], for a WIMP-nucleon cross-section of 10�44cm2 (purple). The WIMP ROI is
enclosed inside the two vertical dashed lines (black), between 93 PE - 200 PE. Image

taken from Ref [124].

The WIMP Fprompt PDF, F (f, q|��,✓), has a mean and width that vary with recoil

energy, which was propagated through the detector response as follows. Measurements

of the NR singlet-to-triplet ratio as a function of recoil energy were taken from the

SCENE collaboration [108] and implemented into GEANT4 simulations of NR events

in the DEAP-3600 detector. 40Ar recoils from WIMP elastic scattering interactions

were then simulated uniformly within the detector, and the resulting data was used to

construct a 2D distribution of Fprompt vs. recoil energy. This distribution was used

to assess the nominal mean Fprompt value for NRs, hfNRi, and the width �
NR
f for each

energy bin.

The width in Fprompt is quantified as a function of nSCBayes, which was assessed based

on fits of the Fprompt distribution in ER events. A 2D empirical model for the Fprompt

distribution of 39Ar � decays is presented in Ref [104], which is adopted for the DEAP-

3600 WIMP likelihood model. For a given number of detected PEs in an ER event,
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the probability of observing a given Fprompt value f is described by the convolution of

a Gamma function (Equation 3.5) with mean of hfERi and shape parameter b, with a

Gaussian distribution centred at zero and having a standard deviation of �ER
f ,

F
ER = Gamma(f ; hfERi, b)~Gaus(f ; 0,�ER

f ). (4.34)

where hfERi, b, and �
ER
f are all dependent upon nSCBayes, i.e.,

hfERi ! hfERi(q) = m0 +
m1

q
+

m2

q2
+

m3

q3
, (4.35)

b! b(q) = b0 +
b1

q
+

b2

q2
, (4.36)

�
ER
f ! �

ER
f (q) = s0 +

s1

q
+

s2

q2
. (4.37)

To convert Equation 4.34 into an equivalent model for NRs, the mean and width param-

eters are substituted with their NR counterparts, i.e. hfERi ! hfNRi and �
ER
f ! �

NR
f .

It is assumed that the shape parameter b are the same for ERs and NRs, but their

skewnesses should be inverted relative to each other. This is achieved with the following

NR Fprompt model:

F (f, q|��,✓) = Gamma(1� f ; 1� hfNRi, b)~Gaus(1� f ; 0,�NR
f ). (4.38)

In position space, WIMP interactions are expected to be uniformly distributed through-

out the liquid argon (LAr) in the detector. Therefore the number of WIMP interaction

events contained within a sphere of radius, r, should scale with r
3, and a suitable WIMP

radial PDF, R(r, q|��,✓), should satisfy

R / 3r2

R
3
0

(4.39)

where R0 is the inner radius of the AV, R0 = 850mm. The input value of the ra-

dial PDF is not a true radius, rather a reconstructed radius from the MBLikelihood

position reconstruction algorithm, Rrec. To account for finite resolution and bias in po-

sition reconstruction, Equation 4.39 is convolved with a Gaussian resolution model, with

nSCBayes and Rrec dependent model parameters. This is obtained via GEANT4 simu-

lations, by comparing the true radial positions of events, Rtr, with their reconstructed
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radial positions, r =Rrec. For a fixed value of Rtr, the cubic reconstructed radial dis-

tribution can be described by a Gaussian; i.e. (r/R0)3 ⇠ Gaus((r/R0)3;µC ,�C), where

µC is the mean reconstructed cubed-radius and �C is the cubed radial resolution. For

simplicity, µC and �C are normalized to R0. The radial bias is then given by,

µB

R0
= (µC)

1/3 � Rtr

R0
., (4.40)

and the radial resolution can be expressed as,

�B

R0
=
�
(µC + �C)

1/3 � µ
1/3
C

�
. (4.41)

The final form of the WIMP radial PDF is then expressed as,

R(r, q|��,✓) =
3R2

tr

R
3
0

~Gaus

✓✓
r

R0

◆3

;
µB

R0
,
�B

R0

◆
. (4.42)

The PE-dependent, Gaussian radial resolution function is obtained by studying how the

radial bias (Equation 4.40) and resolution (Equation 4.41) vary as a function of both

Rrec and nSCBayes. To do this, 39Ar events were simulated at 18 di↵erent radii in the

LAr, which correspond to values of (Rtr/R0)3 between 0.05 and 0.95, equally spaced.

An example fit of the radial resolution distribution to a Gaussian model is shown in

Figure 4.2 between 250-450PE.

Figure 4.2: Gaussian fit to the (r/R0)3 distribution for Rtr = 821.63mm in the 200–
400PE bin. Image taken from Ref [124].
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The distributions of µ/R0 and �/R0 as a function of (r/R0)3 were each fit with 5th order

polynomials, which describe how the bias and resolution change as a function of Rrec. In

order to account for the PE dependence of the radial resolution, this process is repeated

for 15 nSCBayes bins, spanning from 0–3000PE. The evolution with nSCBayes of each

of the Rrec polynomial coe�cients were also described with 5th order polynomials in

PE. Example polynomial fits of the linear bias and resolution parameters as a function

of (r/R0)3 for two nSCBayes bins are shown in Figure 4.3.

(a) (b)

(c) (d)

Figure 4.3: Radial bias as a function of (r/R0)3 for (A) 200PEnSCBayes400PE
and (B) 2800PEnSCBayes3000PE. Radial resolution as a function of (r/R0)3 for
(C) 200PEnSCBayes400PE and (D) 2800PEnSCBayes3000PE. Images taken

from Ref [124].

Note that 39Ar � decays are also uniformly distributed throughout the LAr volume,

and so the radial model of this background is constructed in exactly the same way as

WIMPs. Furthermore, since T
GAr
0 is highly correlated with Rrec, the WIMP and 39Ar

T
GAr
0 PDFs were also constructed in the same way as each other. The T

GAr
0 PDF for

WIMPs and 39Ar � decays was observed directly from real 39Ar data (see Figure 4.4a).

An important caveat to note about Equations 4.33, 4.38, and 4.42 is that these are func-

tions independent of—and therefore uncorrelated with—T
GAr
0 . To address this, additional
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functions GQ(t, q), GF (t, f), and GR(t, r) (see Figures 4.4b–4.4d) were calculated in or-

der to capture the correlations of nSCBayes, Fprompt, and Rrec, respectively, with T
GAr
0 ;

this was done as follows. Histograms of real 39Ar data in nSCBayes, Fprompt, and Rrec

were built under 3 conditions: accepting events with any T
GAr
0 (Hall), accepting events

with T
GAr
0  2 (H2), and accepting events with T

GAr
0 > 2 (H>2). Bin-by-bin ratios of

these histograms were then computed for H2/Hall and H>2/Hall in nSCBayes, Fprompt,

and Rrec. These ratios of spectra with di↵erent TGAr0 acceptance regions were then fit to

cubic polynomials, as shown in Figures 4.4b–4.4d, which were then used in the WIMP

and 39Ar � background models to modify PDFs Q (Equation 4.33), F (Equation 4.38),

and R (Equation 4.42); i.e.

Q(q|��,✓)! Q(q|��,✓) ·GQ(t, q) (4.43)

F (f, q|��,✓)! F (f, q|��,✓) ·GF (t, f) (4.44)

R(f, q|��,✓)! R(f, q|��,✓) ·GR(t, r) (4.45)

(a) (b)

(c) (d)

Figure 4.4: (A) The T
GAr
0 distribution as determined from 39Ar data. The T

GAr
0 dis-

tribution for WIMP events is assumed to take the same shape. Also included are
bin-by-bin histogram ratios for both H2/Hall and H>2/Hall in (B) nSCBayes, (C)

Fprompt, and (D) Rrec spaces. Images taken from Ref [124].
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4.2.2 Background Models

The backgrounds considered in the PLR WIMP search analysis include those discussed

in Sections 2.3.1, 2.3.2, and 2.3.3 which are:

(i) 39Ar � decays [124]

(ii) 210Po ↵ decays in the AV surface [125]

(iii) 210Po ↵ decays in the detector neck [126]

(iv) 210Po ↵ decays in copper dust particulates circulated within the LAr [127]

(v) Radiogenic neutrons [128]

The references cited in items (i)–(v) indicate the work done by other members of the

DEAP-3600 collaboration in the amassing of critical information needed to build the

background models discussed here.

39Ar � Decays

The 39Ar � background model was constructed in a similar fashion as the WIMP model.

The only di↵erences are in the nSCBayes and Fprompt PDFs, while the Rrec and T
GAr
0

PDFs are identical. In the 39Ar nSCBayes, the WIMP di↵erential scattering rate is

replaced with the 39Ar � spectrum like the one shown in Figure 2.11, and the quenching

factor is set equal to unity for all energies. The exact 39Ar � spectrum used has been

fit to DEAP-3600 data in the same way used to obtain the energy response model (see

Section 3.1). Instead of Equation 4.38, the 39Ar Fprompt PDF is taken directly from

Ref [104] and thus follows Equation 4.34.

210Po ↵ Decays

As it is currently implemented, 39Ar is unique in the DEAP-3600 likelihood model in

that it is entirely determined by real data. Backgrounds (ii)–(v) are not as active as 39Ar

in the vicinity of the ROI, and therefore obtaining a clean sample of each one such that

a data driven model could be built is infeasible. Therefore, these background models
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were built upon MC simulations with a GEANT4 model encapsulating the DEAP-3600

detector and the systematics discussed in Section 4.3.

For the various 210Po ↵ backgrounds in items (ii)–(iv), there are several sub-components

for each that combine to make up their whole MC data sets. Recall from Section 2.3.2

that surface ↵ decays can originate from the bulk of the AV acrylic, the AV-TPB inter-

face, the TPB bulk, or the TPB-LAr interface (see Figure 2.14). The relative weights

of these components were determined in a fit of data in a high energy control region

of 10000  PE  35000, Rrec>845mm, and Fprompt>0.5, which is expected to be

dominated by 210Po surface ↵s. The fit adds together simulated PE spectra of each

of the mentioned surface components according to a weight which is allowed to float

such that the �
2 per degree of freedom is minimized. The result of this fit is shown in

Figure 4.5a and the resulting trigger rates are given in Table 4.1. When appropriately

weighted according to these trigger rates, the surface ↵ MC data set can be looked at

with event selection criteria similar to that outlined in Section 3.5.1, which produces

the distribution in Figure 4.5b. This and the equivalent distributions in Fprompt, Rrec,

and T
GAr
0 can then be described by empirical functional forms (see Equations 4.46–4.55)

which are used to describe PDFs Q, F , R, and T , as in the WIMP model.

(a)
(b)

Figure 4.5: (A) Fit of MC surface ↵ component weights (parameters p0–p6) to data
in surface ↵ control region of 10000  PE  35000, Rrec>845mm, and Fprompt>0.5.
(B) Extrapolation of surface ↵ MC components and their weighted sum to the ROI

energy range. Figure (A) courtesy of Dr. Fred Schuckman.

A similar procedure was followed for items (iii) and (iv). The neck ↵ control region

applies the same event selection criteria as those listed in Section 3.5.1, but with the

T
GAr
0 cut removed, nSCBayes within 300  PE  3900, and Rrec < 700mm. The neck

components simulated for the MC data set correspond to the di↵erent surfaces of the

neck shown in Figure 2.15, i.e. the inner flow guide inner surface (IFIS), the inner flow
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guide outer surface (IFOS), and the outer flow guide inner surface (OFIS). The Dust ↵

control region is similar to that of surface ↵s, but with a di↵erent Rrec selection criteria

of Rrec < 630mm. The dust ↵ components considered for the MC data set correspond

to spherical copper dust particulates with di↵erent ranges of radii: 5–10µm, 10–15µm,

15–20µm, and 20–25µm. The corresponding fit results and ROI extrapolations for the

neck and dust ↵s are provided in AppendixC and the estimated rate of triggers for

each component in the surface, neck, and dust ↵ models in the detector are provided in

Table 4.1.

Background
Component Rate [10�5Hz] Uncertainty [10�5Hz]

(�2/NDF)

210Po Surface ↵
(342.3/244)

AV Bulk 41.8 0.8
AV Surface 50.8 3.4
TPB Bulk 9.5 4.6

TPB Surface 12.0 1.7

210Po Neck ↵
(449.1/172)

IFIS 1.41 0.13
IFOS 1.98 0.13
OFIS 2.35 0.14

210Po Dust ↵
(94.45/35)

5–10µm 1.78 0.56
10–15µm 2.80 0.88
15–20µm 3.54 1.12
20–25µm 4.20 1.26

Table 4.1: Trigger rates of the various components in the Surface ↵ [125], Neck ↵ [126],
and Dust ↵ [127] backgrounds. Rate calculations were made using information from fits
of weighted-sum spectra of each component in the control region for the corresponding

background.

An important detail for the dust ↵ background is that the hypothesis for the PLR model

assumes 58% of the total dust particulate surface area has a 3µm thick coating of TPB.

Recall from Section 2.3.2 that the origin of the dust particulates in the AV is proposed

to be from the period of resurfacing during detector construction, which occurred before

the TPB layer was deposited onto the AV inner surface. Particulates that leaked in

during this time would have been coated with TPB at the same time as the AV. To

assess the fraction of total TPB coverage on dust particulates, another MC data set of

dust ↵s with a 100% coverage, 3µm layer of TPB coating was simulated. Comparing

this data set with real data in the nSCBayes range of 500  PE  1000 allows for another

weighted-sum fit to indicate the percentage of dust particulate surface area that should

be coated in TPB, and by extension the percentage that should be left ‘naked’. This

fit is provided in Figure 4.6. The dust component trigger rates provided in Table 4.1 are
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the combined rates of both TPB-coated and naked dust, so the component rate of, say

5–10µm dust with a TPB coating would be (1.78⇥ 10�5Hz) · 0.58 = 1.01⇥ 10�5Hz.

In the 3.5 tonne-year PLRWIMP search described in Section 4.6, the coverage fraction of

TPB on the dust particulates was implemented as a nuisance parameter with a flat prior

probability distribution bounded between 0–100%. Unlike the other nuisance parameters

discussed in Sections 4.3 and 4.4, which have Gaussian prior distributions, the dust TPB

coverage fraction is poorly constrained from the fit in Figure 4.6. Therefore assigning a

flat prior from 0–100% for the dust TPB coverage fraction is a conservative approach to

describe the systematic uncertainty on this e↵ect.
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Figure 4.6: Fit of weighted-sum dust+neck ↵ MC data set to real data in Fprompt

for 500  PE  1000. The Naked Dust Weight parameter is the fraction of all dust
particulates in the data set with no TPB coating, and therefore the fraction of all dust
that have a TPB-coating is (1� 0.42) ⇥ 100% = 58%. Image reconstructed from data

in Ref [127].

As with the WIMP and 39Ar models, the 210Po ↵ background models use a histogram

from their MC data sets instead of an empirical fit function for describing the TGAr0 PDF.

The empirical functional forms for Q, F , and R used to describe the nSCBayes, Fprompt,

and Rrec PDFs for each of the 210Po ↵ backgrounds are as follows:
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Surface ↵:

Q(q|✓) =
P2

j=1NjLan(q;µj ,�j)

1� e
(q � W )/T

(4.46)

F (f, q|✓) = NTPBGaus(f ;µTPB,�TPB) +NLArSkewGaus(f ;µLAr,�LAr,↵) (4.47)

R(r, q|✓) =
2X

k=1

Nk

⌧k
e
�(R0�r)/⌧k +NGGaus(R0 � r;µR,�R) (4.48)

where R0 = 850mm; Lan(x;µ,�) is a Landau distribution with a most probable value µ

and width parameter �; the skewed Gaussian function (with skewness parameter ↵) is

SkewGaus(x;µ,�,↵) = Gaus(x;µ,�) · 1
2

✓
1� Erf

✓
↵(x� µ)p

2�

◆◆
; (4.49)

and Erf(x) is the standard Error Function.

Neck ↵:

Q(q|✓) =
3X

n=0

pnq
n +

2X

m=1

NmGaus(q;µm,�m) (4.50)

F (f, q|✓) = Gamma(1� f ; 1� hfNecki, bNeck)~Gaus(1� f ; 0,�Neck
f ) (4.51)

R(r, q|✓) =
2X

`=1

N`Gaus(r;µ`,�`) (4.52)

Dust ↵:

Q(q|✓) = B0 +
2X

i=0

1

⌧i
e
�q/⌧i (4.53)

F (f, q|✓) = NTPBGaus(f ;µTPB,�TPB) +NLArGaus(f ;µLAr,�LAr) (4.54)

R(r, q|✓) = N
Dust
R

�
e
r/⇢ � 1

�
(4.55)

Note that in Equations 4.47, 4.48, 4.51, 4.52, 4.54, and 4.55, all function parameters

are implied to have a dependence on PE; i.e. NLAr ) NLAr(q), and µR ) µR(q), etc.

Furthermore, as with the WIMP signal and 39Ar background models, the same approach

to ensure the correlations with T
GAr
0 are included is taken with the surface and dust ↵

backgrounds. However the PDF shapes for the neck ↵ background model are much more

sensitive to changes in T
GAr
0 . Therefore with neck ↵s, the MC data sets were sorted into
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bins with T
GAr
0  2 and T

GAr
0 > 2, and Equations 4.50–4.52 were fit to these distributions

directly, as shown in Figure 4.7 for nSCBayes. Further details regarding the fits of these

functions to their respective MC data sets are provided in Section 4.5. Plots showing fit

results are provided in AppendixC.1.

(a) (b)

Figure 4.7: nSCBayes distributions of the neck ↵ decay PDF from MC simulations
for the T

GAr
0  2 bin (A) and T

GAr
0 > 2 bin (B), where the three individual IFIS, IFOS

and OFIS sources are summed together. The distributions were fit with the empirical
model, described by Equation 4.50.

Radiogenic Neutrons

The radiogenic neutron background model was constructed in a similar fashion as the

210Po ↵ backgrounds: MC data sets were simulated for the neutron components listed

below, and the weighted-sum distributions in nSCBayes, Fprompt, and Rrec were used

in a �
2 minimization fit with empirical functions.

The neutron components considered here are (↵, n) neutrons generated by the various

↵ sources in the 238U, 235U, and 232Th decay chains. Note that secular equilibrium is

assumed in all chains, except for 238U where equilibrium is broken upon reaching 226Ra.1

For this reason 238Uupper will hereafter denote the 238U chain up to 226Ra and 238Ulower

will denote the 238U chain from 226Ra onward. Secular equilibrium is assumed within the

upper and lower sub-chains. The specific (↵, n) components in the radiogenic neutron

background model are as follows:

1The rationale for this assumption is that barium, which is commonly used in PMT glass, is in the
same periodic group as radium. Therefore since radium can form the same chemical bonds as barium,
there could be a small radium content within the PMT glass and the extra 226Ra could be introduced
into the detector materials in this way. Since the lifetime of 226Ra is ⇠ 103 years, it could stay out of
equilibrium with 238U for the whole duration of the DEAP-3600 WIMP search. The breaking of secular
equilibrium in the 238U chain at 226Ra is supported by radiometric assays performed for the 231 live-day
WIMP search analysis in Ref [59].



The Profile Likelihood Dark Matter Search in DEAP-3600 129

(i) (↵, n) neutrons originating in the 255 AV PMTs

(ii) (↵, n) neutrons originating in the four neck veto PMTs

(iii) (↵, n) neutrons originating in the polyethylene+polystyrene filler blocks

(iv) (↵, n) neutrons originating in the polyurethane filler foam insulation

Spontaneous fission is expected to be a subdominant source of neutrons compared to

items (i)–(iv) above (O(10�6) n/s/Bq compared to O(10�4) n/s/Bq, respectively), and

therefore it is neglected in the radiogenic neutron background model here.

To generate the MC data sets, neutron energy spectra were calculated using the Neutron

Calculator Based On TALYS (NeuCBOT) code repository [129]. NeuCBOT calculates

the energy spectra based user input of the decay chains (or list of ↵ energies) and material

in which an ↵ is emitted. For the relevant materials, NeuCBOT then loads look-up

tables for stopping powers generated by SRIM [130] and (↵, n) cross-sections generated

by the TALYS nuclear reaction simulation code [131] and calculates neutron yields and

outgoing kinetic energies. These kinetic energy spectra are given in units of [n/s/Bq],

and therefore material assays were required to obtain the activity of each primordial

decay chain in items (i)–(iv). These assays were performed by �-ray spectroscopy with

the SNOLAB PGT and germanium well detectors. Samples of acrylic were also ↵-

counted to measure 210Pb contamination. The assay results are provided in Table 4.2.

A plot of the summed energy spectra calculated by NeuCBOT for each component

(scaled according to measured activities) is shown in Figure 4.8.

Component 238Uupper
238Ulower

235U 232Th Mass [kg]

AV PMTs 18300± 4500 3100± 200 600± 100 840± 70 496.8

Neck Veto PMTs 2500± 1500 166± 15 110± 70 300± 20 1.4

Filler Blocks 14.4± 3.5 0.30± 0.27 0.15± 0.15 0.16± 0.16 2650.0

Filler Foam 115.8± 63 33± 3 1.43± 1.0 1.49± 0.16 32.0

Table 4.2: Specific activities in [mBq/kg] of primordial radionuclide decay chains in
the various detector components which contribute to the radiogenic neutron model.

The empirical functions used to describe the radiogenic neutron MC PDFs in nSCBayes,

Fprompt, and Rrec are provided in Equations 4.56–4.58. Similar to the ↵ backgrounds,

it is implied that all function parameters in Equations 4.57 and 4.58 are PE depen-

dent. Details regarding the fits of these functions to the MC data set are provided in

https://github.com/shawest/neucbot
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Figure 4.8: Radiogenic neutron energy spectra calculated by NeuCBOT for the AV
PMTs, neck veto PMTs, filler blocks, and filler foam. Rates shown here are normalized

according to measured activities reported in Table 4.2.

Section 4.5. Plots showing fit results are provided in AppendixC.2.

Q(q|✓) = 1

1� e
(q � W )/T

N⌦

⌦
e
�q/⌦ (4.56)

F (f, q|✓) = Gamma(1� f ; 1� hf neuti, bneut)~Gaus(1� f ; 0,�neut
f ) (4.57)

R(r, q|✓) = N⌘

⌘
e
�r/⌘ (4.58)

4.2.3 Side Band and Constraint Terms

For every nuisance parameter in the DEAP-3600 likelihood model (with the exception of

the dust TPB coating coverage fraction, see Section 4.2.2), there is a constraint term that

prevents the conditional and unconditional maximum likelihood fits in Equation 4.4 from

converging towards unreasonable values for the nuisance parameters. Each constraint

term takes the form of a Gaussian such as in Figure 4.9a. The mean of the Gaussian is

set to a nominal value for the associated systematic, and the standard deviation is set to

its estimated systematic uncertainty. Therefore, reducing the systematic uncertainties

also reduces the level variability in the likelihood model, which is crucial for maximizing

the sensitivity of the analysis. Section 4.3 is a summary of the studies undertaken in

DEAP-3600 to understand experimental systematics.

Side bands refer to regions immediately adjacent to the ROI, as depicted in Figure 4.9b.
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In principle, there could be a side band term for each background included in the like-

lihood model. However in practice, the only background that can produce a usable side

band is 39Ar � decay, which is used to constrain the detector energy response (Equa-

tion 3.9). The 39Ar side band term applies a penalty to the likelihood model based on

the observed number of events, N SB
obs, between 90–200PE and below the lower bound in

Fprompt of the red ROI in Figure 4.9b. The 39Ar background model is then extrapolated

into the side band region and integrated to get the expected number of events N SB
exp(✓)

assuming a set of nuisance parameters ✓. The side band term assumes the number

of side band events is Poisson distributed about a mean of N SB
exp(✓), and therefore, is

maximized when the nuisance parameters result in N
SB
exp(✓) ⇡ N

SB
obs.
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Figure 4.9: (A) Generic nuisance parameter constraint PDF taking the form of a
Gaussian centred at a nominal value and with a standard deviation (StdDev) deter-
mined by the ±1� uncertainty of the associated systematic. (B) 39Ar side band next

to the ROI from Ref [59] in PE-Fprompt space.

4.2.4 Constraint Implementation

Constraints on the nuisance parameters are implemented in the likelihood model in two

di↵erent ways:

MC Method

Recall from Section 4.2.2 that the nominal background models for the 210Po ↵s and

radiogenic neutrons were built upon MC data sets, with empirical fit functions describing

their PDFs. Following this approach, MC data sets were also generated with individual

systematic parameters in the GEANT4 detector model varied by ±1�, resulting in two

additional MC data sets per nuisance parameter. Each of these data sets was used to
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build an analogous PDF structure to Equation 4.32 with one nuisance parameter, say

✓k, set to either its +1� or �1� variation, i.e.

P±k
Sig/Bkg = PSig/Bkg(~x|��,✓ ± �k), (4.59)

where,

Recalling that ✓ = {✓1, ✓2, . . . ✓k, . . . , ✓N✓}

and in similar fashion �k = {0, 0, . . . ,�k, . . . , 0}

Analytical Method

For some of the nuisance parameters, it was determined that the e↵ect of their associated

systematics can be modelled by using the nominal PDF and applying simple analytical

transformations to the nSCBayes dimension of the data, ~x. In this case, the equivalent

statement of Equation 4.59 would be

P±k
Sig/Bkg = Pnom

Sig/Bkg(~x
±k), (4.60)

and the vector ~x±k contains data points, where Pnom
Sig/Bkg refers to the Signal+Background

model with all nuisance parameters set to their nominal values, and ~x±k contains data

points, ~xi, that have been transformed in nSCBayes according to the variation of nuisance

parameter ✓k, i.e.

~xi !
�
q(1± Sq�k), f, r, t

 
.

Here, the coe�cient Sq is a scaling factor for the systematic uncertainty. For example,

the e↵ect of the ±1� variation on the PMT e�ciency (see Section 4.3.3) results in a

scaling of all observed values of nSCBayes by approximately 5%. Therefore Sq = 0.05

and 0  �k  1.

In order to achieve a smooth transition in the shape of the Signal+Backgrounds model

between nominal values and the ±1� variations, each nuisance parameter discussed

in Sections 4.3, ✓k, is recast as a floating parameter, Ak, where �1  Ak  1. The
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Signal+Background model can then freely vary these parameters by evaluating,

PSig/Bkg = Pnom
Sig/Bkg +

8
><

>:

|Ak|(P+k
Sig/Bkg � Pnom

Sig/Bkg) Ak � 0

|Ak|(P�k
Sig/Bkg � Pnom

Sig/Bkg) Ak < 0
, (4.61)

Table 4.3 summarizes the set of nuisance parameters discussed in Sections 4.3 and 4.4.

The nominal values are input as the priors for the likelihood fits discussed in Section 4.6.

Nuisance Parameter Nominal ±1� Uncertainty Method

Mean Light Yield [PE/keV] 6.1 0.4 Analytical
NR Quenching Factor [108] See Figure 4.11 Analytical
↵ Quenching Factor See Figure 4.11 Analytical
LAr Refractive Index 1.369 0.005 MC
TPB Scattering Length [µm] 2.25 +2.25

�1.13 MC
PMT Afterpulsing Probability 6.8% 1% Analytical
Relative PMT E�ciency — 4.5% Analytical
Dust TPB Coverage Fraction 50% 50% MC

Table 4.3: Summary table of the nuisance parameters implemented in the PLR soft-
ware, shown with their respective nominal values, uncertainties, and implementation

methods.

4.3 Detector Systematics

The pathway from a scintillation event to a detectable signal in DEAP-3600 contains

several stages where systematic e↵ects are introduced. These broadly fall under three

categories: liquid argon (LAr) scintillation, optical, and instrumental. Here, these are

covered in Section 4.3.1, Section 4.3.2, and Section 4.3.3, respectively. Included in the dis-

cussion of LAr scintillation systematics is the time dependent variation in light yield and

the LAr quenching factor. The optical systematics discussed include the LAr refractive

index and the TPB scattering length. Lastly, the topics included in the instrumentation

subsection include PMT e�ciency and afterpulsing.
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4.3.1 Liquid Argon Scintillation Systematics

Light Yield Variations

The light yield, YPE (see Equation 3.9), is implemented in the likelihood model as a

nuisance parameter as described in Table 4.3. However, an important fact to note is

that YPE is not perfectly stable over long periods of time. Figure 4.10 [132] shows that

a small drift of 0.25±0.05PE/keV is detectable over a four year span. To account for

this, the drift is corrected in the data before being input into the likelihood model. This

is done by rescaling the nSCBayes component in all data points via the transformation,

q
0 = q

YPE(0)

YPE(t)
, (4.62)

where q is the observed PE count in nSCBayes at time, t; q0 is the rescaled PE count in

nSCBayes; YPE(0) = 6.1PE/keV is the observed light yield in Ref [59]; and YPE(t) is the

observed light yield at time t, taken from Figure 4.10. This correction e↵ectively removes

any time dependence from the data, allowing the light yield nuisance parameter to vary

about a constant mean value, constrained by its systematic uncertainty in Table 3.2, in

the conditional and unconditional maximum likelihood fits.
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Figure 4.10: Drift of the light yield parameter, YPE, over time as measured in 39Ar.
Image made from data obtained for study in Ref [132]
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Nuclear Recoil and Alpha Quenching Factors

Recall from Sections 2.1.1 and 2.1.2 that in LAr, the scintillation e�ciency for nuclear

recoils (NRs) is lower compared to electronic recoils (ERs) through quenching processes.

These processes are described in Lindhard theory [76] and Birks’ Saturation Law [81],

and culminate in a total quenching factor given in Equation 2.15.

To measure the quenching factor, one simply takes the ratio of observed energy Em

(calibrated to physical units, e.g. keV) to a known deposited energy Ed, say from a

monoenergetic ↵ decay. With a series of such measurements at various recoil energies,

Equation 2.15 can be fit to that data, and the A and kB parameters obtained in the

process. In order to do this fit, one also needs information about the nuclear and

electronic stopping power of a given particle in LAr. This is generally non-trivial to

determine, however there exist several treatments of this problem in literature [133–

135]. The stopping powers calculated in the SRIM (Stopping and Range of Ions in

Matter) software package [130] are used in DEAP analyses.

In DEAP-3600, the quenching factors for 40Ar NR events (e.g. from neutron or WIMP

scattering events) and ↵s were assessed independently. The former was obtained by

using measurements from the SCENE collaboration [108], where a LAr time projection

chamber was exposed to a low energy (0.510–1.773MeV) neutron beam, which provided

a sample of 40Ar NRs ranging in recoil energy from ⇠ 10–50 keV. The fit and systematic

uncertainties for this measurement are provided in Figure 4.11a. Similarly, a fit of the

quenching factor for high energy ↵ decays (⇠5–8MeV) was determined using a mea-

surement from Doke et al. [136] for the quenching factor of 210Po ↵ decay at 5.30MeV.

Three additional data points were created from DEAP-3600 data via the ↵ decays of

222Rn (5.49MeV), 218Po (6.00MeV), and 214Po (7.69MeV). The fit of Equation 2.15

to these four data points and calculation of the systematic uncertainties are shown in

Figure 4.11b [137].
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Figure 4.11: (A) Quenching factor vs. recoil energy for NR events scattering o↵
40Ar with data from Ref [108]. (B) Quenching factor vs. recoil energy for ↵ particles

determined in Ref [137] based o↵ of measurement from Ref [136].

4.3.2 Optical Systematics

LAr Refractive Index

Recall from Section 2.2.3 that the quantities that govern photon transport through the

LAr are the Rayleigh scattering length (Equation 2.20) and the photon group velocity

(Equation 2.21), and that both of these quantities are correlated by their mutual de-

pendence on the LAr refractive index. This fact is used to constrain the DEAP-3600

LAr optical model parameters based on measurements of the LAr refractive index vs.

wavelength. These measurements are those done by Sinnock and Smith [138] and Babicz

et al. [139], which are shown in Figure 4.12.

Figure 4.12: Fit of the Sellmeier Equation (2.23) to data from Sinnock and Smith
[138] (blue squares) and Babicz et al. [139] (green circles).
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The LAr optical parameters used in DEAP-3600 are based on the fit shown in Figure 4.12

[140], and are summarized in Table 4.4. These values are for a LAr temperature of

86±2K and for a LAr scintillation wavelength of � = 127 ± 0.2 nm. For the Sellmeier

equation fit, �UV = 106.6 nm and �IR = 908.3 nm are fixed parameters, which is similar

to the treatment in Ref [96].

Parameter Nominal ±1� Sys. Error

Refractive Index [#] 1.369 0.005
Rayleigh Scattering Length [cm] 92.0 6.0
Group Velocity [cm/ns] 13.33 0.27

Table 4.4: DEAP-3600 optical model parameters based on a fit of the Sellmeier
equation to data from Sinnock and Smith [138] and Babicz et al. [139]. Anlysis of the

fit in question was performed in Ref [140].

TPB Scattering Length

The photon scattering length for the tetraphenyl butadiene (TPB) wavelength shifter

adopted in the DEAP-3600 optical model is 2.25+2.25
�1.13 µm. This estimate is consistent

with a measurement of the TPB scattering length of 440 nm photons in Ref [141], which

reports 2.75+0.25
�0.75 µm. The measurement involved recording the intensity of re-emitted

photons from TPB into a solid angle of O(10�3) str as a function of TPB thickness, which

was varied from 50–1000 nm. A UV lamp outputting photons of wavelength � = 254 nm

was used to stimulate the TPB fluorescence. The observed re-emission intensity vs TPB

thickness data was compared to GEANT4 simulations of their setup, in which a mean

free path parameter for the 420 nm re-emitted photons was varied. Simulated data with

a mean free path parameter set between 2–3µm had a �
2 per degree of freedom of

1.46–1.58 in comparison to observations [141].

4.3.3 Instrumentation Systematics

Relative PMT E�ciency

As it is implemented in the PLR analysis, the ‘PMT e�ciency’ is actually a consolidation

of several e↵ects into one systematic parameter. They are:

(i) PMT quantum e�ciency at 420 nm
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(ii) Light guide collection e�ciency

(iii) Optical transmission of photons through light guides

(iv) Drift in PMT gain

(v) Drift in the gain of the signal conditioning boards (SCBs)

Items (i)–(iii) are examples of systematic e↵ects which can vary between PMTs, but

are otherwise assumed to be constants in time. Together they amount to a photon

detection e�ciency for each PMT. Items (iv) and (v) a↵ect the probability of a detected

photon not being recorded because of the zero length encoding (ZLE) function in the

digitizers. These e↵ects are time dependent, however, they are also inseparable from the

time dependence in light yield (see Section 4.3.1). Since the variations in light yield over

time are divided out in the PLR analysis when using Equation 4.62, items (iv) and (v)

can also be treated as constants in time with statistical variations between PMTs.

There is no exact value for the PMT e�ciency, as it is described here. Rather it is left

as an emergent property in MC simulations for each PMT, where the light guide acrylic

has a nominal attenuation length of 6.2±0.6m (see Section 2.2.1) and the Hamamatsu

R5912-HQE PMTs have nominal properties listed in Table 2.3.2 Systematic variations of

the PMT e�ciency are accounted for with a global scaling factor which shifts the PMT

e�ciencies of all PMTs in the detector by ±4.5%. This scaling variation was determined

by comparison of relative PMT e�ciencies measured using detector monitoring systems,

like the AARFs described in Section 2.2.2, and similar measurements using 39Ar data.

These independently measured relative PMT e�ciency measurements were in agreement

to within 4.5% on average.

PMT Afterpulsing

As discussed in Section 3.1.2, correlated noise in PMTs, called afterpulsing (AP), was

measured in 39Ar scintillation events in Ref [104] using Equation 3.6 as the AP model.

The nominal values for AP probabilities are summarized in Table 3.1. The systematic

2In other words, there is no variable in the GEANT4 DEAP-3600 detector model where an overall
‘PMT e�ciency’ can be set to a known nominal value. The PMT e�ciency as it is described here
emerges from the known detector physics, such as the geometry, light guide attenuation length, PMT
quantum e�ciency and gain, etc.
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uncertainty on the AP probabilities was assessed via MC simulations of 39Ar � scintil-

lation pulse shapes, like the one shown in Figure 3.5. Pulse shapes were simulated with

the following random variations:

(i) TPB re-emission time constants randomly sampled from a Gaussian of mean

3550 ns and standard deviation of 1000 ns, per Ref[142]3

(ii) Dark noise counts sampled from a Poisson distribution with a mean of 2⇥10�4

(assuming ⇠ 1 kHz dark noise rate and a pre-event window of 160 ns)

(iii) The number of prompt scintillation photons sampled from a Poisson distribution

with the mean of (220 keV)(6.1PE/keV)(0.3) = 400PE (product of the mean

39Ar � energy, measured light yield, and mean Fprompt of ER events in LAr

scintillation)

For each PMT the pulse shape was simulated 1000 times with random variations outlined

in items (i)–(iii). For each simulated pulse shape, the fit described in Section 3.1.2 and

Ref [104] was performed with the lower and upper fit boundaries sampled from uniform

distributions ranging from 500–1000 ns and 3000–4000 ns, respectively. The resulting

AP probabilities were then stored in histograms like that in Figure 4.13a. The means

and standard deviations of these histograms were then plotted against PMT ID number

as in Figure 4.13b. Note in Figure 4.13b, the mean values are o↵set by the predicted

AP probability of 0.068. The observed AP probabilities and standard deviations are

approximately constant (.1% AP probability variation) in all PMTs. The relative

systematic uncertainty of the AP probability obtained using the fit methodology is taken

to be the mean standard deviation divided by the prediction, i.e. �AP = 0.01/0.068 ⇡

±15%.

3This reference characterizes four time constants for TPB re-emission, which are from the Short, In-
termediate, Long, and Spurious components of TPB fluorescence. The short, intermediate, and spurious
components are not relevant for the AP systematic uncertainty analysis because they are too short lived;
i.e. .300 ns. Therefore the long component, with a time constant of 3550 ns is the only one considered
here.



The Profile Likelihood Dark Matter Search in DEAP-3600 140

(a) (b)

Figure 4.13: (A) Distribution of the observed AP probabilities from the pulse shape
fits of simulated 39Ar � event pulses. (B) Measurement of the AP probability residuals
(where the predicted AP probability is 6.8%) for each PMT in DEAP-3600 after 1000

MC simulations.

4.4 Event Selection Criteria and Background Predictions

The event selection criteria for the DEAP-3600 PLR WIMP search are provided in

Table 4.5. This set of criteria is similar to that of the cut-and-count analysis described

in Ref [59], but with the omission of the cuts TGAr
0 � 2 and Rrec < 630mm.

Variable Acceptance Range Defined In

calcut !(calcut & 0x31f8) Cut 3.31
dtmTrigSrc !(dtmTrigSrc & 0x82) Cut 3.32
eventTime (2250, 2700) ns Cut 3.33
subeventN  1 Cut 3.34

numEarlyPulses  3 Cut 3.35
deltat (20000,1) ns Cut 3.36
fmaxpe  0.4 Cut 3.37

neckVetoN < 1 Cut 3.39
CFT2R  0.04 Cut 3.42
CFB3R  0.1 Cut 3.43

CZ(PromptPE) See Fig 3.15 Cut 3.40
CR(PromptPE) See Fig 3.15 Cut 3.41
MBLikelihoodZ  550mm Cut 3.45

ROI See Fig. 4.14a —
Rrec See Fig. 4.14b —

Table 4.5: Selection criteria for accepting data in the PLR WIMP search.

The fiducial volume (FV) radius and ROI contour in the PE-Fprompt plane were both

expanded for the PLR WIMP search compared to the cut-and-count analysis, as shown

in Figure 4.14. The upper boundary in Fprompt of the PLR ROI was drawn to limit

the NR acceptance loss to 10%. The reason why the upper boundary does not go up
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to Fprompt = 1 is because Čerenkov backgrounds become prevalent at Fprompt & 0.8

and a Čerenkov background model is not included in the PLR likelihood function of

Equation 4.29. The FV radius for the PLR WIMP search was expanded from 630mm

in Ref [59] to 720mm, which increases the fiducial target mass by ⇠ 50%.

Cut-and-Count ROI

PLR ROI

(a)

Cut-and-Count FV Radius
PLR FV Radius

(b)

(c)

Figure 4.14: (A) ROI and (B) FV radius of the DEAP-3600 PLR WIMP search
compared with the ROI and FV radius of the cut-and-count analysis in Ref [59]. (C)
NR acceptance in the DEAP-3600 PLR WIMP search broken down by types of event

selection criteria.

Combining the selection criteria in Table 4.5; the MC data sets used to create the back-

ground models; and the trigger rates and neutron yields given in Table 4.1 and Figure 4.8,

a prediction of the number of events from each background in the PLR ROI can be com-

puted. This is done by taking the product of the total live-time4 of the exposure, the

trigger rate of the background, and the acceptance fraction of that background given

the event selection in Table 4.5:

Nexp = TLive ·
NBkgs.X

n=1

Z 200

90

d

dq
Rn(q) · Fn(q)dq,

4This refers to the aggregate time that the detector was recording data
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where TLive is the live-time, d
dqRn(q) is the di↵erential trigger rate versus nSCBayes of

the n
th background, and Fn(q) is its acceptance fraction versus nSCBayes. The NR

acceptance fraction used for WIMPs (shown in Figure 4.14c) was calculated in the same

manner as in Ref [59]; based on comparison with Figure 3.17, the overall improvement

in WIMP acceptance for the PLR analysis over cut-and-count (inclusive of Fprompt,

background rejection, and fiducial cuts) is by a factor of approximately four.

The acceptance fraction for each background was assessed using their respective MC

data sets. The predicted background event rates in the PLR ROI are summarized in

Table 4.6.

Background Predicted Events Uncertainty
39Ar � decays 0.18 ± 0.01
Neck ↵ decays 5.9 ±2.7
Surface ↵ decays 0.001 ± 0.001
Dust ↵ decays 5.2 ±5.2
Radiogenic Neutrons 1.1 ± 0.9
Total 12.4 ±5.9 (syst.)

Table 4.6: Summary of the number of predicted number of ROI events in the 3.5 tonne-
year exposure from each background source included in the DEAP-3600 PLR likelihood

model, after applying all event selection criteria in Table 4.5.

4.5 Model Validation

To validate the implementation of the likelihood model described in Section 4.2, a com-

parison of the background model prediction and the MC data sets is shown in Figure 4.15.

Each sub-figure shows the marginalization of the model and MC data sets over all but

one of the dimensions listed in Equation 4.28; i.e. a projection onto either the nSCBayes

(Figure 4.15a), Fprompt (Figure 4.15b), or Rrec ‘axis.’ The marginalization was done

with the event selection criteria in Table 4.5, and the following acceptance region:

� 90  nSCBayes  550PE

� 0.575  Fprompt  0.8

� 0  Rrec  800mm

� 0  T
GAr
0 <1
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These extensions were made so that the validation could include more background domi-

nated regions, thus allowing contributions of all backgrounds to be more noticeable than

if the test was limited to the ROI. Note that this test was not done with T
GAr
0 because

the likelihood model uses the MC histograms in this space for all backgrounds rather

than an empirical fit function. Also note that 39Ar is omitted from this test because

this background model is entirely data driven.
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Figure 4.15: Validation of the DEAP-3600 likelihood model by comparison with MC
data sets. (A) is the marginalization over all but nSCBayes, (B) is the marginalization

over all but Fprompt, and (C) is the marginalization over all but Rrec.

Recall from Section 4.1.2 that the asymptotic approximation allows the PLR analysis

to circumvent the need to generate a sample of pseudo-experiments in order to assess

the p-value for a cross-section hypothesis. To demonstrate that the asymptotic approx-

imation holds given the model constructed and the number of observed events in the

ROI, the analysis was carried out for a test WIMP hypothesis of m� = 100GeV and the

interaction cross-section �� = 10�45 cm2. 1250 pseudo-experiments were run to gener-

ate the distribution g(q⌫ |⌫) of the test statistic q⌫ defined in Equation 4.8. Figure 4.16
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shows that the distribution of q⌫ from the pseudo-experiments is described by the half-

�
2 distribution (Equation 4.14) with a �

2 per degree of freedom of 60.71/61 ⇡ 0.9952.

This result justified the use of the asymptotic approximation in lieu of generating ⇠ 103

pseudo-experiments per signal hypothesis.

Figure 4.16: Distribution of g(q⌫ |⌫) as obtained from fitting 1250 pseudo-experiments
in the PLR analysis, with a signal model of [m� = 100 GeV/c2, �� = 10�45 cm2]. The
half chi-square distribution given by the asymptotic approximation (Equation 4.14) is

overlaid.

4.6 Results

4.6.1 3.5 Tonne-Year Exposure

Over an observation period of roughly 3 calendar years, DEAP-3600 has collected a

total of 879.79 days worth of WIMP search data. 47.1% of the data set was left open for

this analysis, and the remaining 52.9% was blinded for future analysis. Approximately

7–8% of total live-time is lost to data cleaning and event pileup cuts, which results in a

total live-time of 388.24 days. The LAr target mass in the detector throughout this time

was 3269±24 kg, giving an exposure of 3.5 tonne-years. After applying event selection

criteria and correcting the data to account for the drift in light yield as prescribed in

Section 4.3.1, 23 events remain inside ROI defined for the PLR WIMP search. The

distribution of these events inside the ROI is shown in Figure 4.17. Also shown in
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Figure 4.17 is the nominal background-only model prediction within the ROI, integrated

from 0–720mm in Rrec and summed over all TGAr0 . For a given WIMP mass, these events

were fit to the signal+background model presented in Section 4.2 using the PLR method

described in Section 4.1, assuming signal hypotheses with a range of cross-sections. Based

on the results of these fits, the observed 90% CL upper limit was determined using

asymptotic approximation.
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Figure 4.17: ROI used for the PLR analysis in nSCBayes-Fprompt space. There are
23 surviving events in the full three-year open data set inside this ROI. These data are
what were fit in the PLR framework. The data are overlaid on the predicted background
model in the nSCBayes-Fprompt space integrated from 0–720mm in Rrec and summed
over all TGAr0 . The background model peaks along the high Fprompt boundary because

of the neck and dust ↵ backgrounds.

The posterior normalizations for the background-only case are given in Table 4.7 and

the posterior nuisance parameters are given in Table 4.8. In the signal+background

unconditional maximum likelihood fit, the signal normalization converges to a negative

value and is therefore consistent with zero. Consequently, the final results come from

the background-only case. The 39Ar � and 210Po surface ↵ background component

normalizations were fixed in the background-only fit. In the case of 39Ar, this model

is entirely data driven, and is well constrained by calibration data (see Section 3.1.3).

Surface ↵ decays contribute negligibly to the expected background rate in the ROI, and

are therefore a subdominant e↵ect in this analysis. The Dust ↵ normalization increases

by 1.98�, or a factor of 2.98 from the nominal case, whereas the radiogenic neutrons and

neck ↵ backgrounds converge to posterior values within 1� of their priors. The overall

posterior background normalization was found to be 22.0+3.7
�13.2(syst.)±4.5(stat.), which

is in agreement with the 23 observed events. The large negative systematic uncertainty

is driven primarily by the dust ↵ normalization uncertainty.
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Figures 4.18a, 4.18b, and 4.18c show the prior and posterior background-only model

compared to the observed data, projected onto the nSCBayes, Fprompt, and Rrec dimen-

sions, respectively. These plots demonstrate that the posterior background distribution

shapes are also in agreement with the observed data.

Source Prior
Posterior
(bkg-only)

39Ar � 0.18± 0.01 0.18± 0.01
Radiogenic n 1.1± 0.9 1.0± 0.9
Surface ↵ 10�3 ± 10�3 10�3 ± 10�3

Neck ↵ 5.9± 2.7 5.3± 2.2
Dust ↵ 5.2 ±5.2 15.5 +2.8

�13.0

Total Bkg
12.4 ±5.9 (syst.) 22.0 +3.7

�13.2 (syst.)
± 3.5 (stat.) ± 4.5 (stat.)

m� = 100 GeV/c2, 4.5± 0.5 (syst.)
–

�� = 10�45 cm2 +3.2
�2.0 (stat.)

Table 4.7: Summary table of the expected number of ROI events from each
background source in the prior background model, and the posterior model in the
background-only hypothesis. Also given are the expected number of WIMP signal
events at the same benchmark mass value and �� = 10�45 cm2. In the data, 23 events

are observed in the ROI.

Nuisance Parameter Prior
Posterior
(bkg-only)

Mean Light Yield [PE/keV] 6.1±0.4 6.081±0.001
NR Quenching Factor nom.+(0± 1)� nom.+(0.001± 0.98)�
↵ Quenching Factor nom.+(0± 1)� nom.+(�1.24± 0.76)�
LAr Refractive Index 1.369±0.005 1.368±0.006
TPB Scattering Length [µm] 2.25+2.25

�1.13 2.19±0.97
PMT Afterpulsing Probability (6.8±1)% (6.801±0.98)%
Relative PMT E�ciency nom.+(0± 4.5)% nom.+(�1.48± 4.4)%
Dust TPB Coverage Fraction (50±50)% (100±94)%

Table 4.8: Summary table of nuisance parameters and systematic uncertainties in the
prior model, and the posterior model in the background-only hypothesis.

It is also important to determine the expected median sensitivity of the experiment,

with its ± 1� and 2� contours, and show this alongside the observed upper limit. The

median sensitivity provides a sanity check on the observed limit from the data, which

is necessary for making the decision to apply a power constraint. The expected me-

dian sensitivity is determined for a given WIMP mass by simulating an ensemble of

pseudo-experiments with zero signal; i.e. background-only. The number of events from

each background in a given simulated data set is randomly generated from a Poisson
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Figure 4.18: Projected distributions in nSCBayes (A), Fprompt (B) and Rrec (C) of
the observed data, the prior background model with ±1� systematic uncertainties, and
the best-fit background-only model. Error bars shown on the data points are the 68%
confidence intervals around the bin contents using the Pearson �

2 distribution. Images
taken from Ref [124].

distribution with the mean equal its corresponding normalization in Table 4.6. Addi-

tionally, the values of each nuisance parameter are randomized according to their prior

constraint terms summarized in Table 4.3. In this way, the systematic uncertainties are

propagated into the median sensitivity and the ±1�, 2� error bands. For each of these

experiments, the 90% CL upper limit cross-section is determined using the asymptotic

approximation. An histogram of the cross-section upper limits is then populated by the

resulting cross-section upper limits from these pseudo-experiments. The cross-section

which corresponds to a quantile of 0.5 is the median sensitivity at the given WIMP

mass. The ±1� limits at that WIMP mass are the cross-sections which return quantiles

of 0.16 and 0.84, and the ±2� limits correspond to quantiles of 0.025 and 0.975.

Figure 4.19 shows the distribution of upper-limit cross-sections for an ensemble of 500

pseudo-experiments for a 10TeV WIMP mass, and the quantiles of the distribution.

Figure 4.20 shows the final exclusion curves. The blue line corresponds to the observed
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limit as determined from the fit to the 23 data events. The black dotted line corresponds

to the expected median sensitivity as calculated from the method described above. The

green and yellow error bands corresponds to the ±1� and ±2� bands, respectively, about

the median sensitivity. For comparison, the red line corresponds to the WIMP-nucleon

cross-section exclusion upper limit reported in Ref [59].
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Figure 4.19: Top: Distribution of excluded WIMP-nucleon cross-sections
[⇥10�46 cm2] for a 10TeV WIMP as determined from an ensemble of 500 toy experi-
ments fitted with the PLR framework. Bottom: Quantiles of the distribution used to
calculated the median sensitivity (red line), as well as the ±1� (green region) and ±2�

(yellow region) bands for a 10TeV WIMP mass.

4.6.2 Discussion

In the case of low WIMP masses, m� . 90GeV, the PCL (Equation 4.24) was applied,

resulting in the reported cross-section upper limit from this analysis to conform to the

�1� bound of the median sensitivity curve. Recall from Section 4.1.3, that the PCL

is a treatment of the PLR method that accounts for a lack of separation between the

signal+background and background-only hypotheses. This situation can be realized in
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Figure 4.20: Observed 90% CL upper limit on the WIMP-nucleon spin-independent
(SI) cross-section as a function of WIMP mass for the 3.5 tonne-year exposure, with
power constraint (solid blue) and unconstrained (dashed blue). Also shown for the
3.5 tonne-year exposure are the median expected limit (black line) with ±1� and ±2�
quantile bands (green and yellow respectively). For comparison, the median expected
limit using the PLR approach for an exposure of 2.1 tonne-years (dashed red), and the
previous observed result from DEAP with a 2.1 tonne-year exposure (solid red) [59] are

also provided.

the case where there is a statistical downward fluctuation in observed data compared to

the model predictions. Consider Figure 4.21, which shows the observed 23 data points in

the ROI overlaid on the signal-only model of a 20 GeV WIMP (Figure 4.21a) and 10TeV

(Figure 4.21b). For the 10TeV WIMP case, there are several data points which can be

used to constrain signal model strength (i.e. the WIMP-nucleon scattering cross-section)

in the unconditional fit of the DEAP-3600 likelihood model to the data. However in the

case of the 20GeV WIMP, there is virtually no data to constrain the scattering cross-

section in the fit. Therefore if background rate prediction in the region of 90  nSCBayes

 110 is greater than zero, and there are zero observed events in this region, then there

is no way for the PLR analysis to separate signal+background and background-only

hypotheses. The conditional fit will then converge towards lower bound in background

normalizations and a minimal WIMP-nucleon scattering cross-section, resulting in arti-

ficially high sensitivity. Therefore the PCL regularizes the results of this analysis due to

the reduced sensitivity at low WIMP masses. This behaviour was seen almost identically

by LZ, which also applied a PCL in Ref [61].
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(a) (b)

Figure 4.21: WIMP signal model in nSCBayes-Fprompt space for two WIMP masses,
20 GeV (A) and 10TeV (B), both shown with the 23 observed data points overlaid.

With power constraints applied, the DEAP-3600 PLR WIMP search is sets an up-

per limit on the spin-independent (SI) WIMP-nucleon elastic scattering cross-section

of 9.8⇥10�46 cm2 (1.4⇥10�44 cm2) for WIMPs with mass of 100GeV (1TeV). This is

approximately 4⇥ better than the previous best WIMP sensitivity among experiments

using a LAr target, set by DEAP-3600 in the 2.1 tonne-year cut-and-count analysis,

which was 3.9⇥10�45 cm2 for 100GeV WIMPs [59]. The best sensitivity occurs for

WIMPs at a mass of 72.9GeV, where the cross-section upper limit is 8.1⇥10�46 cm2.

Note that at WIMP masses greater than 178.2GeV, the observed limit begins to increase

above the median expected limit. This is due to the fact that an excess of backgrounds

above the nominal background prediction was observed. At the time of writing, the origin

of the discrepancy between the background model and the observed data is not known

conclusively. Based on comparison of the data with individual background distributions,

the likeliest explanation is an underestimation of the dust ↵ background contribution,

however investigation into this matter is still ongoing.

Also provided in Figure 4.20 are the median expected sensitivities for both the 3.5 tonne-

year (black line) and the 2.1 tonne-year (dashed red line) exposures using the PLR

analysis method, as well as the observed limit in Ref [59] (solid red line) which uses

cut-and-count approach. The dashed red line shows that, for the same exposure, the

PLR analysis performs 36.02% better than cut-and-count on average. This is a direct

consequence of relaxing event selection criteria, thereby increasing the WIMP acceptance

and the fiducial target mass. The solid black line then shows that, when using the PLR
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analysis, the expected improvement that can be attributed solely to the increase in

exposure is an additional 40.47%.

DEAP-3600 has finished collecting a larger blinded data set spanning 813 live-days, for

a total exposure of 7.3 tonne-years. Unblinding and analysis of this data set is expected

to proceed while hardware upgrades take place, which are aimed at fixing the neck seal

failure described in Section 2.2. These upgrades will allow for the entire AV to be filled

with LAr as originally designed. This will enable DEAP-3600 to use the neck veto system

more e�ciently to target neck events, as well as enable the LAr circulation systems to

purify the LAr, which will mitigate the presence of dust. However, pushing further into

untested WIMP parameter space with higher discovery potential (see Figure 1.12) is the

aim of future experiments, such as DarkSide-20k. This is discussed more in Chapter 5.



Chapter 5

Photosensors for Next-Generation

Astroparticle Physics Detectors

The analyses in Chapter 4, as well as those in Refs [61, 143], did not observe su�ciently

large WIMP signals to warrant claiming a discovery of new physics. In order to improve

the likelihood of making a discovery, or exclude more of the WIMP parameter space,

next-generation astroparticle detectors are being designed with larger targets and var-

ious technological advances to reduce backgrounds, and improve energy resolution and

position reconstruction capabilities. An example of a technological advancement, which

will be the focus of this chapter, is the use of Silicon Photomultipliers (SiPMs) over

PMTs as the primary photosensing hardware for noble liquid scintillation experiments.

A full description of silicon-based photon detectors will be given in Section 5.1. The

basic properties of SiPMs, with two specific examples from the Hamamatsu Photonics

K.K. and Fondazione Bruno Kessler manufacturers, will also be discussed in Section 5.1.

Following this, Section 5.2 describes the major systematics associated with using SiPMs.

Lastly, Sections 5.3, 5.4, and 5.5 briefly discuss the nEXO, DUNE, and DarkSide-20k

experiments, all of which are being built with SiPMs as their light detector of choice.

5.1 Silicon Based Photo-Sensors

PMTs have been in use since the mid 1930s, and have become a well-established form

of technology for physics experiments. However, there are characteristics of PMTs that

152
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can be improved upon for low background astroparticle physics experiments. In the case

of DEAP-3600, there are the following examples.

(i) Radiopurity:

As previously stated in Section 2.3.3, the borosilicate glass of PMTs is a large

source of radiogenic neutrons from (↵, n) reactions, which ultimately limit the size

of the fiducial volume in DEAP-3600.

(ii) Physical Size:

The R5912-HQE PMTs used in DEAP-3600 have a photocathode diameter of 8

inches (20.2 cm). Figure 2.2 shows the angular position and size of the PMTs

projected onto the detector inner surface via the light guides. Arranged as they

are, the 255 signal PMTs only cover 81.3% of the inner detector surface, which

leaves 19.7% of the surface unable to transport scintillation photons towards the

PMTs.

(iii) Single Photoelectron Resolution:

A typical PMT low charge distribution, for example in Figure 3.3, has a mea-

surable single photoelectron (PE) peak, which is heavily overlapping with higher

PE features. Reducing this overlap would improve energy resolution, which is a

systematic e↵ect that drives, e.g. leakage of background events into the energy

region of interest (ROI) from just outside the ROI, or surface event leakage into

the fiducial volume for low PE background events.

(iv) High voltage:

PMTs require voltages of order O(kV), which is a significant source of heat for a

cryogenic experiment like DEAP-3600, and requires cabling that is an additional

source of radiogenic backgrounds at the level of mBq/kg [84].

(v) Quantum E�ciency:

The quantum e�ciency (QE) of PMTs is typically significantly reduced at cryo-

genic temperatures.

SiPMs have emerged as compelling photo-sensor candidates for next-generation experi-

ments in astroparticle physics and high energy physics. Relative to PMTs, SiPMs pro-

vide significant improvements in all five of these categories. Radio-assays of SiPMs done
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in Ref [144] show that specific activities of 238U, 40K, and 232Th are all . 10�1mBq/kg,

which is much lower than the O(102)mBq/kg observed in the R5912-HQE PMTs used

in DEAP. SiPMs typically have dimensions of 3–6 millimetres and are square in shape,

which means each unit occupies a much smaller footprint than a single PMT, and can

tile a plane more e�ciently than a round PMT. Therefore, SiPMs o↵er greater coverage

of the inner detector surface than PMTs. The SiPM low-light distribution in Figure 5.1

shows the greatly improved charge resolution of SiPMs, where single- and multi-PE

peaks are well defined up to at least 5PE. As will be discussed in Sections 5.1.2 and

5.1.3, SiPMs require supply voltages on the order of 50V, and lastly, they can have

photon detection e�ciencies for 128 nm photons as high as 15% [145, 146]. At 420 nm,

which is relevant for detectors like DUNE and DarkSide-20k that use TPB, SiPMs can

have photon detection e�ciencies varying between 25–45% [147]. For these reasons,

SiPMs are the baseline solution in the DUNE experiment [148], aiming at precise neu-

trino oscillation measurements, the DarkSide-20k experiment searching for dark matter

[62, 149], and the nEXO neutrinoless double-beta decay search experiment [150].

Figure 5.1: Low light distribution of a SiPM, with single- and multi-PE peaks labeled.
Image taken from Ref [151].

This section explains the operational mechanisms of SiPMs by building upon those of

similar silicon-based photo sensors, starting with avalanche photodiodes (APDs) in Sec-

tion 5.1.1 and single photon avalanche diodes (SPADs) in Section 5.1.2. This is followed

by Section 5.1.3, which explains how these components are put together to form a SiPM.
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5.1.1 Avalanche Photodiodes

APDs and SPADs (and ultimately SiPMs) detect photons in two steps

(i) Conversion of photons into charge carriers in the silicon via the photoelectric e↵ect

(ii) Multiplication of the charge carriers through a process called avalanche breakdown

For step (i), the photon must have su�cient energy to promote an electron in the

valence band of the silicon crystal lattice to the conduction band. In the band structure

of pure silicon, the energy gap between the valence and conduction bands (i.e. the

band-gap) is 1.12 eV [152], which corresponds to a maximum photon wavelength of ⇠

1100 nm. However, silicon semiconductors used in diodes are doped with either positively

or negatively charged impurities—i.e. P-type or N-type semiconductors, respectively—

which reduce the band-gap relative to pure silicon (depending on the concentration of

the dopants). In typical silicon semiconductors, the dopant concentration is between

1013–1018 cm�3, which can narrow the band-gap by roughly 50meV [153]. This can

increase the spectral sensitivity range in silicon-based sensors to as high as 1150 nm.

Once a photon promotes an electron to the conduction band, it leaves behind a hole

in the valence band, which responds to an external electric field like a positive charge

carrier with electric charge qe = 1.602⇥ 10�19C.

Like all diodes, APDs comprise a P-type semiconductor bonded to an N-type, resulting

in a P-N junction. In the vicinity of the junction, the excess of electrons in the N-

type fill the excess of holes in the P-type, forming an electrically neutral ‘depletion

zone.’ Once the depletion zone is su�ciently wide, it becomes a potential barrier that

stops the flow of more electrical current, unless an external electric field—i.e. a bias

voltage—is applied across the P-N junction. Figure 5.2 shows a cartoon representation

of a typical I-V curve for a silicon P-N junction. The forward and reverse bias regimes

describe the ordinary function of electrical diodes, where current is only allowed to

flow when a forward bias is applied. A su�ciently large forward bias (typically 0.7V)

generates an electric field directed from P-type to N-type, which narrows the depletion

zone enough for current to flow, and the diode acts like a conductor. A reverse bias does

the opposite, resulting in the diode acting like an insulator. However, when a su�ciently

large reverse bias voltage is applied across the P-N junction, it stops behaving like an
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electrical insulator and instead a large current is produced. This regime is referred to

as avalanche breakdown. In this regime, a single charge carrier in the depletion zone

will gain su�cient kinetic energy from the external electric field to generate secondary

electron-hole pairs via impact ionization. Similar to the avalanche process in PMTs (see

Section 2.2.3), this process repeats for each charge carrier in the depletion zone, creating

an exponentially growing charge avalanche, resulting in a large current.

Figure 5.2: Cartoon diagram of a typical diode I-V curve with the voltage regimes of
forward bias, reverse bias, and avalanche breakdown labeled. VD is the typical diode
“turn-on” voltage, which is typically around 0.7V for silicon, and Vbd is the “breakdown

voltage,” beyond which the P-N junction will be in avalanche breakdown.

A photodiode is a silicon P-N junction with an applied reverse bias voltage1 of ⇠ 10V,

which is well below the point of avalanche breakdown. Under these conditions, current

passing through the P-N junction would be . O(nA). However, if a light source ir-

radiates the depletion zone, the incident photons can generate electron-hole pairs via

the photoelectric e↵ect, which results in a current through the photodiode proportional

to the light source intensity. The electrons moving through the depletion zone are un-

able to generate more charge carriers, so the charge gain is of order unity and therefore

photodiodes are insensitive to single photons.

1Note that reverse bias voltage is defined as the negative of supply voltage, so that it can be reported
as a positive value.
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APDs operate on a similar premise as photodiodes, only with the applied reverse bias

voltage at or near the voltage where the avalanche breakdown regime begins: i.e. the

breakdown voltage, Vbd. At the breakdown voltage, a single photon can create an

electron-hole pair which initiates an avalanche, as described above. APDs are manufac-

tured to have breakdown voltages on the order of 100V. A higher breakdown voltage

for APDs translates into higher gain. Typical APDs have gains of ⇠ 100–1000, making

them more applicable in low light applications than ordinary photodiodes.

In the voltage regime at or near breakdown, only the electrons reach su�cient kinetic

energies to generate secondary charge carriers. The holes have a relatively larger e↵ective

mass than electrons in the silicon band structure, and therefore require larger electric

fields to reach the same kinetic energy as electrons. Consequently, the avalanche ceases

once all the electrons have cleared the depletion zone.

5.1.2 Single Photon Avalanche Diodes

A SPAD is an extension of the APD where the reverse bias voltage exceeds the break-

down voltage; where Vbd ⇠ 30–50V in most cases [145]. In this regime, the holes gain

enough kinetic energy to generate secondary electron-hole pairs in the depletion zone.

So for each electron that clears the depletion zone, it will create a hole which will go

the opposite direction and create another electron ‘upstream’ in the depletion zone, as

depicted in Figure 5.3. When this process repeats itself, the current passing through the

P-N junction continues growing indefinitely and diverges in a self-sustaining avalanche.

The gain in this case is infinite and no distinction can be made between a single photon

and several photons impinging on the SPAD. In other words, the output of a SPAD is

binary: it’s either conducting a current or it isn’t. This is often referred to as operating

an APD in Geiger Mode, and SPADs are also called Geiger Mode APDs (GM-APDs).

The probability of a photon being detected in a SPAD (and by extension, a SiPM) is

called Photon Detection E�ciency (PDE), which is defined as [154]:

PDE(�, Vov) = QE(�) · PAv(�, Vov) · FF (5.1)

where QE(�) is the quantum e�ciency of a photon with wavelength � generating an

electron-hole pair in the SPAD; PAv(�, Vov) is the avalanche triggering probability as a
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Figure 5.3: Avalanche development in APDs (left) and in SPADs (right). For APDs,
holes do not have su�cient kinetic energy to generate secondary electron-hole pairs,
and the avalanche only develops in one direction. For SPADs, the holes do generate
secondary electron-hole pairs. The generated electrons then accelerate in the opposite

direction as the holes and create more electron-hole pairs, and so on.

function of � and over-voltage; and FF is the geometric fill factor, which quantifies the

proportion of surface area that is sensitive to incident photons. QE(�) describes the

probability of a successful photoelectric conversion of an incident photon into a charge

carrier in the SPAD. This primarily depends on optical parameters such as reflectivity

at the SPAD surface and optical absorption depth of photons with wavelength � in

silicon, but also on material properties like the silicon band-gap energy, which varies with

conditions like the concentration of dopants, temperature, electric field strength, etc.

Once a photon has been converted into an electron-hole pair, it will have a probability,

PAv(�, Vov), of resulting in a self-sustaining avalanche. Recall from Section 5.1.1 that

electrons are kinematically more likely to generate secondary charge carriers than holes,

and that due to the bias direction electrons move from P-type to N-type. Therefore, the

probability of a self-sustaining avalanche being triggered is maximized when electron-

hole pairs are generated in the P-type semiconductor, so that the electrons travel the

greatest distance in the depletion zone, where the electric field strength is greatest.

Lastly, the geometric fill factor is the proportion of the SPAD (or SiPM) surface area

that is sensitive to photons, which is discussed more in Section 5.1.3.

Recall from Section 5.1.1 that the avalanche in APDs has a natural endpoint when all the

charge carriers clear depletion zone; this process is called quenching. In SPADs, there is

no such self-quenching mechanism, which means a triggered avalanche would render the

SPAD unable to detect photons unless the process is quenched by some other means.

In practice, SPADs are built with a quenching circuit, which is a quenching resistor
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Rq placed in series with the P-N junction. When a photon triggers an avalanche, a

large current suddenly starts to flow through the junction and the resistor. This results

in an increasing voltage drop across the resistor, which reduces the voltage across the

junction. On the timescale of ⇠ps, the voltage across the junction will drop down to

the breakdown voltage and the holes are no longer able to reach su�cient kinetic energy

to generate secondary charge carriers. At this point, the avalanche is no longer able to

sustain itself, thus quenching the SPAD.

Figure 5.4 shows an equivalent electrical circuit model for a SPAD. Here the SPAD is

represented as a diode in series with the quenching circuit. The diode is modelled by

its equivalent diode resistance and capacitance, Rd and Cd, in parallel with each other,

and a switch that closes upon the photoelectric conversion of a photon. Within the

diode is also a fixed voltage supply set at Vbd. The quenching circuit is modelled with

a quenching resistor, with resistance Rq � Rd, in parallel with a parasitic capacitor,

having a capacitance Cq.2 The SPAD is also being biased at a voltage Vbias > Vbd, and

therefore the voltage across the diode capacitor is V = Vbias � Vbd; a quantity called

over-voltage, Vov.

In this model, when a photon is “detected”—i.e. the photon generating an electron-hole

pair, which subsequently triggers an avalanche—the switch closes allowing current to

flow through the diode resistor. Once the switch is closed, the diode capacitor begins

to discharge, and this represents the avalanche traversing the depletion zone of the P-N

junction. The time constant of the discharge (i.e. the avalanche duration) is given by

⌧av = Rd · (Cd + Cq). (5.2)

As the current passing through the quenching resistor from the avalanche rises, the

voltage drop across the quenching resistor also rises proportionally due to Ohm’s Law.

Consequently, the bias voltage across the diode reduces until it reaches Vbd, at which

point the avalanche is quenched. In the model of Figure 5.4, this is represented as the

switch re-opening. The remaining charge in the depletion zone is then extracted as the

current flows towards the anode. This is modelled as the diode capacitor recharging

until its voltage drop goes back up to Vov. This is a ‘recovery period’ over which the

SPAD is less sensitive to single photons because of reduced gain. The recovery period

2Parasitic capacitance is an unavoidable build-up of charge on surfaces of electronic components in a
circuit, usually due to the electric fields in nearby components of the circuit.
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Figure 5.4: Model circuit diagram of SPAD with parallel quenching circuitry. In this
model, the photon detection closes the switch, allowing the diode capacitor to discharge,
which signifies avalanche breakdown in the SPAD. As the capacitor voltage drops down

to Vbd, the avalanche ceases and the switch opens. Image taken from Ref [154].

has a time constant,

⌧rec = Rq · (Cd + Cq), (5.3)

which varies depending on the size of the SPAD and the value of Rq, but can range from

10s of nanoseconds to a few microseconds [62, 155]. Once fully recharged, the SPAD

sensitivity is completely recovered. Ultimately a characteristic total charge generated in

this avalanche quenching cycle, QSPAD is collected at the anode for signal readout. This

is given by

QSPAD = Vov · (Cd + Cq). (5.4)

The single-photon detection capabilities of SiPMs stems from the extremely high gain

of SPADs, as a single electron-hole pair created in the depletion zone can generate a

charge avalanche on the order of 105–107 electrons [156, 157].
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5.1.3 Silicon Photomultipliers

A SiPM consists of an array of thousands to several millions of tightly packed SPADs

connected in parallel, all sharing a common P- or N-type substrate. In Chapter 6, the

focus will be on two specific SiPM technologies: The Fondazione Bruno Kessler (FBK)

VUV-HD3, and the Hamamatsu Photonics K.K. (HPK) VUV4, which are both depicted

in Figure 5.5. The HPK VUV4 has a total area of 3⇥3mm2 and SPADs of dimensions

50⇥50µm2, while the FBK VUV-HD3 is 6⇥6mm2 in area and has SPADs of dimensions

35⇥35µm2. Because the SPADs are connected in parallel, SiPMs can be powered at

3–6V above the breakdown voltage of a single SPAD, which is much lower than the

kilovolts required to power PMTs, and achieve comparable gains of ⇠ 106.

The breakdown voltage of a given SiPM is measured by finding the maximum derivative

of a characteristic IV curve for the unit. As seen in Figure 5.5 the FBK VUV-HD3 has

Vbd =32±1V, and for the HPK VUV4, Vbd =52±1V.
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Figure 5.5: Physical dimensions (left) and characteristic I-V curves (right) for the
HPK VUV4 and FBK VUV-HD3 and the HPK VUV4 SiPMs tested in Chapter 6.

Each SPAD in a SiPM operates as an individual photo-sensing cell, often called a pixel.

All pixels are electrically and optically isolated from each other by trenches, which are

physical borders separating SPADs, typically ⇠ 5µm in width. The trenches are com-

pletely insensitive to impinging photons, and comprise ‘dead zones’ on the SiPM surface.

When a single photon impinges on a SiPM in an active area, it can generate an avalanche

within a pixel, which subsequently generates a total charge given by Equation 5.4. That
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charge flows towards the common substrate and is collected by an anode for readout. If

n photons irradiate the SiPM at the same time, assuming all of them hit di↵erent pixels,

there will be n avalanches generating a total charge of nQSPAD.

The dynamic range of the SiPM is therefore set by the number of pixels, making more

pixels an advantageous design feature. This requires the pixel dimensions to be smaller,

which also reduces the intrinsic capacitance of the SPAD and leads to a quicker recovery

time for all pixels. However, lower capacitance that comes with smaller pixels also

reduces QSPAD (see Equation 5.4). Furthermore, smaller pixel sizes typically translate to

a smaller geometric fill factor. This is because the trench width is key to suppressing

correlated noise between SPADs. Therefore when scaling down the pixel size the trench

width usually stays the same, thereby increasing the proportion of the SiPM surface area

in the dead zones. This trade-o↵ between fill factor and correlated noise suppression is

discussed in more detail in Section 5.2.2.

There are two basic configurations for SiPMs, which are

(a) N-on-P; i.e. an N-type semiconductor layer on top of a P-type substrate

(b) P-on-N

The important distinction between these two configurations is that (a) is more e�cient

in detecting red and infrared photons, while (b) is more e�cient in the blue and UV

range. The reason for this is illustrated by, Figure 5.6, which shows a simulation of the

avalanche triggering probability vs depth in a SPAD with a P-on-N configuration, as well

as the charge carrier concentration (both electrons and holes) and electric field strength.

The absorption depth in silicon for UV photons is ⇠ 0.5µm [158], which means that

virtually all UV photons will be absorbed in the green region of Figure 5.6 labelled with

P+. The electrons would then traverse the entire high field region, which maximizes

PAv. For the N-on-P configuration, all curves in Figure 5.6 would be reflected about

the vertical line labelled with XPN which marks the location of the P-N junction. In

this case, the electron-hole pairs generated by UV photons would be created in the N-

type semiconductor; the electrons would travel a short distance in the high field region,

and PAv would be low. In contrast, photons in the red and infrared regions have and

absorption depth of order mm, and they can penetrated deeper into the silicon before

getting absorbed. Therefore the N-on-P configuration is ideal for longer wavelengths.
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The FBK VUV-HD3 and HPK VUV4 are both P-on-N SiPMs, and are suitable candidate

designs for use in next generation noble liquid scintillation experiments, which will be

discussed in Sections 5.3–5.5.

Figure 5.6: Simulation of avalanche triggering probability in a P-on-N SPAD taken
from Ref [159]. In a N-on-P configuration, all of the above curves would be reflected
about the vertical line labelled with xPN. (Top) Avalanche triggering probability (ATP)
as a function of photon absorption depth, with regions labelled for the P-type and N-
type semiconductors. Note that “+” superscripts indicate “heavy” doping. The P+

layer has a dopant concentration of 7.5⇥1016 cm�3, and the N layer has a concentration
of 2.5⇥1016 cm�3. (Bottom) charge carrier (electrons and holes) concentration and
electric field strength as a function of depth in the silicon. dP and dW mark the edges
of the depletion zone; xPN is the position of maximum electric field; and W = dW� dP

is the width of the depletion zone.

5.2 Sources of Noise Associated With SiPMs

5.2.1 Dark Count Rate

One of the limitations of SiPMs is the fact that operating a P-N junction beyond the

breakdown voltage introduces a high Dark Count Rate (DCR). For example the HPK

VUV4 has a DCR of 1MHz at a temperature of 298K and Vov = 4V [145], while the

R5912-HQE PMTs used in DEAP-3600 have a DCR of 4 kHz in equivalent conditions.
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Figure 5.7: DCR as a function of over-voltage and inverse temperature in the FBK
NUV-HD-SF SiPM (std. field) and the FBK NUV-HD-LF SiPM (low field). Image

taken from Ref [161].

Dark counts or dark noise in SiPMs are avalanches triggered by thermally induced

electron-hole pairs in the silicon. There are two main ways that these charge carriers

can be spontaneously generated [160],

(i) Electrons gaining su�cient energy via thermal processes to transition from the

valence to conduction band

(ii) Electrons tunnelling through the band gap potential wall.

The first mechanism generally depends on the strength of the electric field in the SiPM

pixels and the SiPM temperature, and can be understood intuitively. Larger electric

fields reduce the band gap energy in the silicon, which allows electrons to transition

between bands with less thermal agitation than with lower electric fields. At higher

temperatures, there is more thermal energy available for electrons to absorb and tran-

sition between bands. Thermodynamically, the probability of an electron transitioning

between bands is proportional to exp(��E/kT), where �E is the band gap energy, k

is the Boltzmann constant, and T is the temperature. An example observation of ex-

ponentially decreasing DCR with T
�1 and increasing with over-voltage (and therefore

electric field strength) is shown in Figure 5.7.
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The reduction of DCR via cooling is e↵ective when T > 150K, after which point the

DCR becomes dominated by mechanism (ii) over (i). Tunnelling of electrons between

bands is facilitated by the presence of defects in the crystal structure brought on by

impurities in the silicon or nonuniformities in the semiconductor doping profile. In

the Shockley-Read-Hall model [162], such defects locally introduce intermediate energy

states between the conduction and valence bands, often called ‘traps.’ The tunnelling of

electrons between bands via traps is called a ‘trap assisted band transition.’ Reduction

of the DCR at cryogenic temperatures is therefore only achieved through improved

manufacturing techniques to either limit the number of trap sites in the silicon or reduce

the strength of the internal electric field at a given over-voltage, as shown in Figure 5.7.

5.2.2 Correlated Cross-Talk

A byproduct of semiconductors undergoing avalanche breakdown is the emission of sec-

ondary photons [163], which can lead to sources of noise called correlated cross-talk

[164, 165]. Though an exhaustive list of production mechanisms is not known conclu-

sively at present, secondary photon emission in silicon has been previously modeled as

a combination of direct and indirect interband transitions; direct intraband transitions;

and intraband Bremsstrahlung processes [166–168]. Shown in Figure 5.8b is a set of band

structure cartoon diagrams describing these mechanisms. Direct interband transitions

are when electrons in the conduction band recombine with a hole in the silicon such

that there is zero momentum transfer to the lattice structure, and the emitted photon

has energy equal to the band-gap. Conversely, an indirect interband transition occurs

when there is a non-zero momentum transfer to the lattice, resulting in the emission

of a photon and a phonon. Bremsstrahlung or “stopping radiation” occurs when an

electron in the conduction band rapidly decelerates in a collision, generating a photon

and transferring momentum to the lattice. Lastly, intraband hole recombination occurs

when a hole is created with a vacancy in a lower energy level than the valence band,

and an electron in the valence band emits a photon as it transitions to fill the vacancy.

Each mechanism is responsible for light emission in a di↵erent spectral region, i.e. at cer-

tain wavelengths, as shown in Figure 5.8a. In this model, avalanche emission below 2 eV

is dominated by indirect interband transitions, between 2 eV and 2.3 eV by intraband

Bremsstrahlung and above 2.3 eV by direct interband [166–168]. While such attempts
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to model the secondary photon emission spectrum of avalanche breakdown in silicon are

able to loosely agree with data, modelling the systematic e↵ect of cross-talk photons

in next-generation physics experiments is expected to be more reliably done with mea-

sured spectra for specific SiPM designs. This is the main motivation for conducting the

measurements discussed in Chapter 6.

(a)

(b)

Figure 5.8: A model-data comparison of secondary photon emission in silicon under
avalanche breakdown (A) [166] and cartoon diagrams of the band structure describing

each mechanism (B). See text for more details.

Correlated cross-talk in SiPMs is generally sub-categorized into three distinct processes

(depicted in Figure 5.9):
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(i) External Cross-Talk3:

Avalanche breakdown produces secondary photons that escape the SiPM and

leak into the detector, potentially triggering avalanches in neighbouring SiPMs

or SiPMs on the opposite side of the detector.

(ii) Internal Direct Cross-Talk (DiCT):

Avalanche breakdown produces secondary photons that propagate into the high

field region of a neighbouring pixel, triggering a second avalanche in the same

SiPM. This can occur either directly, via reflection o↵ the backside of the SiPM,

or via reflection o↵ of the thin film of SiO2 on the SiPM surface.4 The timescale

of DiCT is of order picoseconds [169].

(iii) Internal Delayed Cross-Talk (DeCT):

Avalanche breakdown produces secondary photons that are absorbed in the sub-

strate of a neighbouring pixel, triggering a second avalanche in the same SiPM

after the generated charge carrier drifts into the high field region. The timescale

of DeCT is of order nanoseconds [170].

DiCT and DeCT contribute to the total number of correlated avalanches per pulse

[169]. A common design element of modern SiPMs that reduces the rates of both DiCT

and DeCT is optically opaque trenches which isolate each pixel. The trenches limit

the available paths for secondary photons to propagate into neighbouring pixels. A

comparison of the ‘thick’ trenches used in the HPK VUV4 design and the relatively

thinner trenches used in the FBK VUV-HD3 is provided in Chapter 6.

3At the time of writing this work, there is some debate about the definition of external cross-talk
among researchers. There is the one given here, where external cross-talk is limited to photons exiting
the SiPM entirely, and there is the alternative where it also includes photons reflecting back towards a
neighbouring SPAD in the SiPM of origin. In the former case, external cross-talk exclusively describes
the process of one SiPM detecting the secondary emission of a di↵erent SiPM, and internal cross-talk
describes a SiPM detecting its own secondary emission. In this sense, the latter definition somewhat
conflates external and internal cross-talk because external cross-talk can also describe a SiPM detecting
its own secondary emission. In this work, the former definition is used, as it is more useful in the context
of particle detectors.

4SiO2 spontaneously forms on the surface of pure silicon exposed to oxygen in the atmosphere.
Though some companies like FBK will control this process to create a protective coating for their units,
the formation of the SiO2 layer is virtually unavoidable.
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Figure 5.9: Diagram of correlated cross-talk variations. (Top) External cross-talk.
(Bottom) Internal delayed and direct cross-talk.

5.2.3 Afterpulsing

Unlike cross-talk, which a↵ects neighbouring pixels and SiPMs, afterpulsing is a source

of correlated noise in the same pixel where the original avalanche was triggered. After-

pulsing in a SiPM can be induced in two ways: from the secondary photon emission of

the avalanche (i.e. optically induced) and from trapped and released charge carriers in

the high field region (trap induced). In the case of optically induced afterpulsing, a sec-

ondary photon from the avalanche process is absorbed somewhere in the low field region

of the pixel. In this way a charge carrier can be generated which then must drift into

the high field region and trigger another avalanche. Trap induced afterpulsing involves

charge carriers in the avalanche itself falling into a Shockley-Read-Hall trap in the high

field region and subsequently escaping to produce a second avalanche. If the time delay

between the initial avalanche and the injection of the secondary charge carriers into the

high field region is less than the full recovery time of the pixel, the secondary avalanches

induced this way will not be self-sustaining, and thus of lower charge than an ordinary

avalanche. Furthermore, if the secondary avalanche is generated at the beginning of the

recovery period, the gain will be lower than at the end of the cycle. Therefore afterpulses

typically look like pulses with charge QAP  QSPAD ⌘ 1PE, but QAP ! QSPAD as the

time delay approaches the SPAD recovery time (see Equation 5.3).
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Figure 5.10: Plot demonstrating the pulse counting techniques for characterization
of DiCT and DeCT in SiPMs. Image taken from Ref [161].

5.2.4 SiPM Noise Characterization

DiCT and DeCT are extensively studied in literature with both measurements [171] and

simulation [165]. Di↵erent pulse-counting techniques are used to discriminate against or

study these processes as in Refs [161, 171, 172], though they all utilize a space defined

by pulse charge [PE] vs. time delay between consecutive pulses [s] as in Figure 5.10.

Afterpulsing, DiCT, and DeCT each populate di↵erent regions in this space, which can

be used to measure their rates per detected scintillation photon. Afterpulsing appears

in the red box of Figure 5.10. Here, the pulse charge is positively correlated with the

time interval, which is due to the fact that afterpulses are mostly generated within

the recovery time of SPAD when the gain is reduced. DeCT tends to appear as a full

avalanche (i.e. an integer number of PE) occurring ⇠ 10 ns after the detected photon.

Therefore measuring the DeCT rate per detected avalanche can be done by counting the

number of pulses that reconstruct inside the bottom-left region in Figure 5.10.

The average additional charge from DiCT, DeCT, and afterpulsing is characterized by

the excess charge factor (ECF) of the SiPM, and is defined as [154]

ECF =
hQi
hQN i

, (5.5)

where if a SiPM receivesN photons, hQi would be the average observed pulse charge, and

hQN i is N times the average single photon charge. The average single photon charge is

obtained from low-light SiPM charge distributions like that of Figure 5.1, and removing

the correlated noise with the same pulse counting technique used to make Figure 5.10.
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The presence of correlated noise also degrades the charge resolution, resulting in an

excess noise factor (ENF), which is defined as [154]

ENF =
(�Q/hQi)2

(�QN /hQN i)2
, (5.6)

where �Q is the standard deviation of the observed pulse charge distribution about hQi,

and �QN is the standard deviation of the single photon SiPM charge distribution. An

ideal SiPM would have zero likelihood of DiCT, DeCT, or afterpulsing, and therefore

ECF = ENF = 1 in this case. The ECF and ENF for realistic devices is dependent on a

variety of factors, such as over-voltage, temperature, and trench structure. The typical

values for ECF and ENF in the most recent SiPM designs are of order unity [173].

In similar fashion, external cross-talk is a source of excess noise for detectors, espe-

cially those with large surface areas tiled by SiPMs which are facing each other. This is

the case for nEXO, DUNE, and DarkSide-20k detector designs, which are discussed in

Sections 5.3, 5.4, and 5.5. Characterizing the impact of external cross-talk on detector

performance is di�cult to do precisely without accurate simulation of secondary photon

emission in SiPMs, which is the primary motivation for the measurements described

in Chapter 6. These measurements characterize the external cross-talk photon spectra

of SiPMs induced by dark noise with varying over-voltage. The observed spectra can

be used in detector simulation software as empirical sampling distributions for exter-

nal cross-talk photon energies. Combining this with PDE (Equation 5.1) in a detector

simulation can be used to quantify the impact of external cross-talk on various detector

performance parameters, e.g. energy response and resolution, position reconstruction

resolution, pulse-shape discrimination, etc.

5.3 nEXO

The nEXO experiment [174] is the next generation version of EXO-200, which is a search

for neutrinoless double �-decay (0⌫��) using a single-phase LXe TPC enriched with the

xenon isotope 136Xe. nEXO is proposed to use a 5000 kg target of LXe enriched to 90%

136Xe and has a projected sensitivity to the 0⌫�� half-life of 1028 years. This section

briefly motivates the search for 0⌫�� (Section 5.3.1) and summarizes how nEXO stands

to benefit from the use of SiPMs in its experimental design (Section 5.3.2).
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5.3.1 Neutrinoless Double Beta Decay

The discovery of neutrino oscillations [175] proves that at least two of the active neutrino

flavours have non-zero mass. With that fact being established conclusively, an ambigu-

ity arises regarding the nature of the neutrino; i.e. whether the neutrino is a Dirac or

Majorana fermion. If the neutrino is a Dirac fermion, then it has a distinct antineu-

trino. On the other hand, Majorana neutrinos would be identical to their antiparticle

counterparts. The theoretical underpinnings of Dirac and Majorana neutrinos, and how

they manifest in Standard Model Lagrangian formalism is outside the scope of this work,

but are summarized briefly in Ref [174] and in more detail in Ref [176]. The important

potential consequences of neutrinos being Majorana fermions are:

(i) The existence of heavy, right-handed, sterile neutrinos5, with masses coupled to

those of the active neutrinos via the see-saw mechanism [174, 176, 177]

(ii) The possibility of lepton number violating processes

These consequences can provide answers for currently unanswered questions in neutrino

physics, such as why the neutrino mass is at least 106 times smaller than the mass of the

electron [177]. They also have interesting ramifications for early universe cosmology, as

lepton flavour symmetry violation in leptogenesis could have contributed to the baryon-

antibaryon asymmetry [177].

One such lepton number violating process which might be observed in experiments like

nEXO is 0⌫��, which is the simultaneous emission of two electrons from a nucleus, X

(having Z protons and N neutrons), with no accompanying neutrinos, i.e.

Z
NX! 2e� +Z+2

N�2 X. (5.7)

The rare, but experimentally verified reaction of two-neutrino double beta decay (2⌫��),

Z
NX! 2e� + 2⌫̄e +

Z+2
N�2 X, (5.8)

has been observed in a catalogue of nuclides, including 136Xe (with half-life ⌧1/2 = 2.11⇥

1021 years), which was first detected by EXO-200 [178]. In the Majorana picture of

5The handedness of the neutrino in this context refers to the chirality of the particle, which is
discussed in Ref [176]. The weak force couples to fermions of left-handed chirality, and therefore the
right-handed Majorana neutrino would be sterile according to Standard Model physics.
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neutrinos, any double beta decaying nuclide can undergo both 2⌫�� and 0⌫��, where

the latter is ‘mediated’ by the lighter left-handed neutrino (see Figure 5.11). In the

case of 0⌫��, the Majorana neutrino is ‘absorbed’ by one of the W
� bosons which

subsequently becomes the 2nd electron emitted in the decay.6 Note that this can only

proceed if the neutrino is indeed its own antiparticle. Otherwise lepton number must be

conserved, and would be violated at the absorption vertex.

(a) (b)

Figure 5.11: Feynman diagrams for (A) 2⌫�� and (B) 0⌫��. The neutrons, n,
and protons p

+ exist within a double beta decaying parent nucleus and its daughter,
respectively.

Similar to single beta decay, 2⌫�� has a broad energy spectrum with an endpoint de-

termined by the Q-value of the reaction. Since 0⌫�� has no neutrinos which can carry

away any kinetic energy, virtually all of the energy is given to the electrons, which would

interact nearly simultaneously in a particle detector, such as the LXe TPC of nEXO.

The two simultaneous electron interactions would then appear as one event with total

energy equal to the Q-value of the double beta decay. Therefore if 0⌫�� is a physically

realizable process, a double beta decay energy spectrum would look like the one depicted

in Figure 5.12. A prominent 2⌫�� spectrum would span an energy range from zero up

to the Q-value of the double beta decay, Q�� , and a small energy peak centred at Q��

would be visible from the relatively rare 0⌫�� events. In an ideal detector, the 0⌫��

peak would be described by a delta function, �(E�Q��), where E is the observed event

energy. However, a realistic detector has finite energy resolution, and therefore the tail

of the 2⌫�� spectrum would overlap with the 0⌫�� peak, resulting in the green and red

curves in Figure 5.12. As a result, the quality of an experiment’s energy resolution plays

a major role in its sensitivity to 0⌫��. Improving detector energy resolution is the main

motivation for using SiPMs in nEXO over large area APDs or PMTs.

6This is a tremendously simplified reduction of the physics involved in 0⌫��. For a more detailed
description, see Refs [176, 177].
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Figure 5.12: Cartoon depiction of a double beta spectrum, as a function of detector
energy resolution.

5.3.2 SiPMs in nEXO

The nEXO detector (shown in Figure 5.13a [174]) is planned to be a LXe TPC which

measures event energy by adding the light signal from scintillation in LXe and the charge

signal from ionization. Any charge carriers generated in a scattering event can either

recombine to produce scintillation or drift towards the TPC electrodes, and therefore

the ionization and photon yields will be anti-correlated with each other; this can be

exploited to enhance energy resolution of the detector by projecting the sum of the

ionization and scintillation signals onto a ‘rotated’ energy axis, as seen in Figure 5.13b

[179].

The energy (Equation 5.9) and energy resolution (Equation 5.10) of nEXO can be mod-

elled as [174],

hEi = W (NQ +NS), (5.9)

�
2
hEi = W

2(�2
Q + �

2
S + �N ), (5.10)

where NQ and NS are the number of ions and scintillation photons produced in a scat-

tering event; W is the average energy per quanta in both the ionization and scintillation

channels; �2
Q and �

2
S are the variances in the ionization and scintillation signals; and

�N is an excess noise factor which accounts for additional sources of noise like those

discussed in Section 5.2. The dominant term in Equation 5.10 is the scintillation signal

variance, �2
S . There are two main contributors to this:
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(a) (b)

Figure 5.13: (A) The nEXO pre-conceptual TPC design [174]. SiPMs are planned to
line vertical walls of the cylindrical TPC vessel for maximal light collection e�ciency
while charge collection will occur at the anode at the top of the drift field. (B) Charge vs.
light signal in nEXO for simulated 232Th decays in the TPC. Dashed red lines indicate
event selection cut boundaries for analysis in the ‘rotated’ energy space. Figure (B)

taken from Ref [179].

(i) Electronic readout noise

(ii) Photon detection e�ciency

Large area APDs (LAAPDs) were used in EXO-200 for their low radioactivity and high

QE (⇠ 100% [180]) for VUV photons. However the overall signal gain for LAAPDs is

'200, which is 4–6 orders of magnitude lower than in PMTs or SiPMs; the ratio of signal

amplitude to the RMS of readout noise for SiPMs in similar operating conditions can be

up to 5 orders of magnitude greater than LAAPDs as a result. Additionally, the circular

shape of LAAPDs limited the photo-sensitive area of the EXO-200 detector to 48% of

the total detector surface [181], which limits the overall photon detection e�ciency.

For nEXO, switching to SiPMs improves the scintillation signal variance by addressing

both of these items. As previously discussed in this chapter, SiPMs have far superior

single PE charge resolution compared to PMTs and APDs, because of the binary nature

of the SPAD signal output. Additionally, with the development of P-on-N SiPM designs

like the FBK VUV-HD3 and HPK VUV4, SiPMs can now be made with PDE at 178 nm

of >15%, which was reported as a minimum requirement for nEXO [174]. The size and

shape of SiPMs also makes them able to cover approximately 100% of the nEXO detector,

which greatly improves on the 48% packing e�ciency of the LAAPDs in EXO-200.
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These improvements contribute to an expected overall energy resolution improvement

for nEXO from �E/E = 1.2% to 0.8% [179].

5.4 DUNE

The Deep Underground Neutrino Experiment (DUNE) [182, 183] will be a next-generation,

long baseline neutrino oscillation experiment using LAr TPCs, and will be jointly run

out of Fermi National Accelerator Laboratory (Fermilab) near Chicago, Illinois, and

the Sanford Underground Research Facility (SURF) in Lead, South Dakota. This sec-

tion will briefly summarize and motivate the DUNE physics program (Section 5.4.1) and

highlight the use of SiPMs in pursuit of DUNE’s scientific goals (Section 5.4.2).

5.4.1 DUNE Physics

Two key physics goals for DUNE are searching for CP violation in the neutrino sector

to probe their contribution to the matter-antimatter asymmetry and determining the

hierarchy of neutrino mass eigenstates. Both of these goals can be achieved with precision

measurements of neutrino flavour oscillations [184]. The model which describes flavour

oscillations has seven parameters [185]:

� 3 mixing angles coupling mass eigenstates (labeled with subscripts 1, 2, 3); ✓12, ✓23,

and ✓13

� 3 squared-mass splittings; �m
2
12, �m

2
23, and �m

2
13, where �m

2
ij = m

2
i �m

2
j

� A phase parameter, �CP, which allows neutrino oscillations to violate CP symmetry

Of these parameters, five have been independently measured in various experiments

[185]:

� ✓12 and �m
2
12 from solar neutrino oscillation measurements

� ✓13 from the Daya Bay, Double Chooz, and RENO experiments

� ✓23 and |�m
2
23| from atmospheric neutrino oscillation measurements
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Note that only the magnitude of �m
2
23 has been determined, and its sign remains un-

known. This leaves the possibility of two mass hierarchies: Normal Hierarchy, where

m1 < m2 < m3, and Inverted Hierarchy, where m3 < m1 < m2. The true neutrino mass

hierarchy remains as a key question in neutrino physics [185]. Additionally, having a

precision measurement of the CP violation phase parameter, �CP, will indicate whether

there is any CP violation in the neutrino sector, which could have contributed to the

matter-antimatter asymmetry of the early universe.

DUNE aims to measure these two parameters with a controlled, high intensity muon-

neutrino beam originating at Fermilab [182]. The expected energy range of the beam

goes from the sub-GeV level up to as high as 10GeV, with the peak flux occurring at

⇠ 2.5GeV. Over such a broad range, several oscillations in the neutrino energy spectrum

can be observed, making DUNE sensitive to the �m
2
23 mass splitting parameter. The

energy scale of this neutrino beam and the ability to change its content from (predomi-

nantly) ⌫µ to ⌫̄µ will also make DUNE sensitive to the �CP parameter [184]. The former

is important in this context because matter-antimatter asymmetry in neutrino oscilla-

tions can arise due to the fact that the neutrino beam passes through matter-dominated

rock and soil en route to the detector(s). At higher energies, the asymmetries arising

from this e↵ect are enhanced, which will help disentangle the asymmetries arising from

CP violation. Changing the content of the beam from neutrinos to anti-neutrinos will

result in a phase inversion from the CP-violation parameter; i.e. �CP ! ��CP. This

will change the shape of the neutrino energy spectrum, as shown in Figure 5.14, and can

thus be used to constrain �CP.

In addition to precision neutrino oscillation measurements, DUNE will be sensitive to

proton decay, particularly via the channel p ! K
+
⌫̄; and ⌫e flux from core-collapse

supernovae within our galaxy. Observing proton decay would be a crucial experimental

development for probing physics beyond the Standard Model. The signal in the DUNE

detector from p! K
+
⌫̄ would be a virtually monoenergetic peak centred at the proton

rest mass of ⇠ 1GeV. DUNE is expected to be sensitive to proton decay partial lifetimes

at the level of ⌧/B ⇡ 3 ⇥ 1034 years after a 10–12 year search for the p ! K
+
⌫̄ signal

(where ⌧ is the proton lifetime and B is the branching fraction for this channel) [183].

Neutrinos from core-collapse supernovae in our galaxy would generate a large number

of ⌫e events in DUNE in a short period of time: roughly 1500 events in the span of ⇠ 1 s

for a supernova 10 kpc away from Earth [183]. Through charged current interactions
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Figure 5.14: Neutrino oscillation probability as a function of beam energy and �CP,
for (left) neutrinos and (right) antineutrinos. Images recreated from Ref [184].

with 40Ar, i.e.

40Ar + ⌫e ! e
� +40 K⇤

, (5.11)

the coincidence of electrons and �-rays from 40K⇤ can be used to tag ⌫e in the en-

ergy range of 5-50MeV, which is the relevant energy range for core-collapse supernova

neutrinos.

5.4.2 SiPMs in DUNE

The DUNE experimental design [182] consists of three major components:

(i) A high-intensity ⌫µ and/or ⌫̄µ beam with an expected peak flux of ⇠ 3⇥1010 ⌫/m2

[184]

(ii) A closely situated ‘Near Detector,’ 574m downstream from the neutrino beam

source

(iii) A larger ‘Far Detector’ located 1285 km away at SURF

The Far Detector will consist of four LAr TPC detector modules, each equipped with

cryostats that can hold 17.5 kilotons of LAr; the fiducial mass of LAr in each cryostat

will be 10 kilotons. When a neutrino deposits energy in the LAr through interactions

like ⌫µ + n ! µ
� + p

+, the recoiling lepton will create a track of ions, free electrons,
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and excitons (recall from Section 2.1). This results in a charge signal, as a subset of the

electrons drift towards the TPC anodes for collection; and a scintillation signal from

argon excimer de-excitation. Given the dimensions of the Far Detector are of order 10s

of metres, the scintillation signal can be detected as promptly as 10s of nanoseconds.

Therefore the scintillation signal will be used as an event trigger for the charge signal,

which drifts through the LAr over a timescale O(ms) [186].

The DUNE Photon Detection System (PDS) will measure the LAr scintillation from

each event, which will provide its trigger time and a portion of the deposited energy

from neutrino interactions. For this reason, maximizing PDE of the PDS is an impor-

tant design goal for the DUNE Far Detector. Increasing PDE decreases the relative

uncertainty of energy measurements in the scintillation signal, thereby leading to finer

energy resolution, and it also maximizes the likelihood of detecting the most prompt

photons from an event, leading to better trigger time estimates. Optimal estimation of

the trigger time will translate to accurate position reconstruction in the direction of the

TPC drift direction, which is critical for fiducialization. Additionally, this is important

energy estimation as the charge signal falls exponentially with drift time due to a finite

electron lifetime. Another key detector parameter is the trigger e�ciency, which will be

an important systematic for low energy measurements, e.g. for core-collapse supernova

neutrinos.

The DUNE PDS will utilize X-ARAPUCA [187] photon trap modules, which rely on

SiPMs for photon detection. As shown in Figure 5.15, the X-ARAPUCA is designed

to transmit VUV photons into the module through an input window, which comprises

a dichroic filter coated with a layer of para-Terphenyl (pTP) wavelength shifter. The

pTP downshifts the VUV photons from LAr scintillation to 350 nm, which transmit

through the dichoric filter with a cuto↵ wavelength at 400 nm. Once inside the module,

the photons are downshifted again by a wavelength shifter (WLS) plate to 430 nm, and

guided towards a set of SiPMs via total internal reflection. SiPMs with high sensitivity

to near UV and visible photons will therefore be used in the X-ARAPUCA. The FBK

NUV-HD-SF SiPM design is one recently considered for the DUNE PDS, which has peak

sensitivity to photons of 420 nm and can reach PDEs of >50% for over-voltage levels

above Vov = 4V [188]. Other technologies considered are the HPK S14160 series SiPMs,

which also have PDE > 50% for Vov > 2.5V [189]. PMTs are a comparable technology

which are capable of single photon detection, and typically have quantum e�ciencies at
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Figure 5.15: Illustration of the working principle for the X-ARAPUCA light trap
modules to be used in DUNE. Figure taken from Ref [148].

the level of ⇠ 20% for 430 nm photons. Therefore SiPMs can o↵er a & 2.5⇥ better PDE

in the DUNE PDS over alternative technologies.

5.5 DarkSide-20k

Chapter 4 discussed the upper limits placed on the spin-independent WIMP-nucleon

elastic scattering cross-section from the 3.5 tonne-year exposure in DEAP-3600. With

no discovery signal being claimed by DEAP-3600 or any other major direct detection

experiment, a global programme of noble liquid experiments will proceed in searching

the dark matter parameter space beyond current constraints, in the GeV–TeV mass

range. The future of the LAr dark matter program, specifically, will be with the Global

Argon Dark Matter Collaboration, which is a consortium of the DEAP-3600, DarkSide,

ArDM, and MiniClean collaborations. The next generation LAr dark matter detector

will be a 50 tonne (20 tonne fiducial mass) dual phase LAr TPC called DarkSide-20k

[62]. Similar to other noble liquid TPC detectors, DarkSide-20k will make use of both

scintillation and ionization signals for event reconstruction, and similar to DEAP, it will

utilize PSD for particle identification. The e↵ectiveness of combining these techniques in

LAr technology has been demonstrated in DarkSide-50, which achieved a WIMP-nucleon

cross-section upper limit of 1.14⇥10�44 cm2 for over a 16.7±0.27 tonne·day exposure [63].
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The projected sensitivity of the DarkSide-20k detector for a ⇠200 tonne-year exposure

is expected to be to 1.5⇥10�48 cm2 (7.4⇥10�48 cm2) for a 100GeV (1TeV) WIMP mass,

as shown in Figure 5.16 [190].

Figure 5.16: Projected sensitivity of the DarkSide-20k detector for various expo-
sures, with projected exclusion curves from XENONnT (20.2 tonne-years) [191] and
LZ (15.3 tonne-years) [192]. The green shaded region is the region of WIMP parame-
ter space already excluded by LZ [61]; the grey shaded region represents the neutrino
floor; and the turquoise filled contours represent the 1�, 2�, and 3� regions from the
pMSSM117model as yet not excluded by astrophysical constraints and LHC data. Im-

age modified from Ref [190].

5.5.1 SiPMs in DarkSide-20k

Aside from a much larger target mass than DEAP-3600 and DarkSide-50, DarkSide-20k

will include other design features that will increase WIMP sensitivity; e.g. using argon

sourced from deep underground rather than from the atmosphere, which will reduce

the impact of 39Ar � decays [62]. However, a key detector performance parameter

for DarkSide-20k is PDE since WIMP signals are expected to be low energy single

scatter events. Achieving maximal PDE is crucial for increasing energy resolution and

sensitivity to low energy interactions, which would allow DarkSide-20k to lower the

minimum energy threshold for its WIMP search. Recall from Figure 1.11 that the WIMP

di↵erential scattering rate falls rapidly with recoil energy, and thus reducing the energy

threshold would increase WIMP acceptance significantly. In DarkSide-20k, increasing

7phenomenological Minimal SuperSymmetric Model with 11 free parameters
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PDE from that which has been achieved in experiments like DEAP-3600 or DarkSide-50

will primarily be the result of using SiPMs over PMTs.

Aside from the reasons listed in Section 5.1, SiPMs are the photo-sensor of choice for

DarkSide-20k because their high PDE in the visible photon wavelength range. As pre-

viously discussed in Section 5.4.2, various SiPM technologies have PDE > 50% in the

visible wavelength range, which is more than 2.5⇥ better than the quantum e�ciency

of the R5912-HQE PMTs used in DEAP-3600. In addition to their superior PDE,

SiPMs also have a square profile, which allows them to be more e�ciently packed in the

photo-sensitive areas of the DarkSide-20k cryostat, as depicted in Figure 5.17. SiPMs

will be deployed in DarkSide-20k in photosensing units called a PhotoDetector Modules

(PDMs), which are 50 ⇥ 50mm2 tiles of SiPMs, and each PDM will be equipped with

24 8 ⇥ 12mm2 SiPMs. The PDMs will then be coupled to 20 ⇥ 20 cm2 motherboards

and attached onto PDM arrays the top and bottom surfaces of the cryostat. In both

the anode and cathode arrays, there will be a total of approximately 8200 PDMs [193],

covering nearly 100% of each surface.

Figure 5.17: Depiction of the PhotoDetector Module (PDM) structure in the
DarkSide-20k TPC. (Left) Cross-sectional 3D rendering of the DarkSide-20k TPC and
cryostat. (Top-right) Top view of the TPC cathode/anode highlighting the grid of
PDM tiles. (Bottom-right) Lab pictures of a PDM tile and individual PDM. Images

from Ref [193].
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5.6 Summary and Outlook

SiPMs are a key feature in future detectors—such as those discussed in Sections 5.3–

5.5—primarily because of their superior PDE and energy resolution compared to PMTs

and APDs, but also for the benefits listed in Section 5.1. However the future analyses

in experiments like nEXO, DUNE, and DarkSide-20k will rely on in-depth external

characterization of the dark noise, afterpulsing, and correlated cross-talk discussed in

Section 5.2. This is the primary motivation for the MIEL experiment, which is the

subject of Chapter 6.



Chapter 6

Microscopy with Injected and

Emitted Light

In the previous chapter, the central focus was the future of astroparticle physics experi-

ments with SiPMs as a key component in experimental designs. One challenge associated

with using SiPMs is characterizing their various sources of correlated noise: afterpuls-

ing; prompt and delayed internal cross-talk; and external cross-talk. This chapter gives

a detailed overview of the measurement of optical cross-talk performed in Ref [194].

Section 6.1, reviews the central experiment of Ref [194]—the Microscopy with Injected

and Emitted Light (MIEL) experiment—with its data acquisition operations detailed

in Section 6.2, background removal techniques in Section 6.3, and calibration in Sec-

tion 6.4. Imaging measurements are described in Section 6.5, along with emission mi-

croscopy images of the SiPMs used in this experiment. The data taking procedures and

analysis which yields spectral measurements of the SiPMs are reviewed in Sections 6.6

and 6.7. Lastly, experimental uncertainties and the discussion of final results follows in

Sections 6.9 and 6.10.

This chapter presents work done by Dr. Giacomo Gallina and me, supervised by Dr.

Fabrice Retière. Giacomo performed the commissioning work in the construction of the

MIEL apparatus prior to my arrival at the TRIUMF research facility, with the final

iteration of the MIEL apparatus was built in equal parts by Giacomo and me. The data

taking procedures were formulated by Fabrice and me, and I was responsible for all data

acquisitions and analysis.

183
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6.1 The MIEL Experiment

6.1.1 Experimental Design Considerations

The MIEL experimental apparatus was designed to characterize the emission spectrum

and photon yield of secondary photons generated by silicon undergoing avalanche break-

down; this is a dim light source, emitting O(1–10) photons per charge avalanche (see

results in Section 6.10). In this context, silicon is known to primarily emit in visible and

near-infrared (NIR) [163, 166, 195], which is the photon energy region of interest for

MIEL. At higher photon energies—e.g. in the UV and VUV ranges—the attenuation

length in silicon varies between 10�6–10�5 cm [196], which suppresses SiPM emission

of photons with � . 400 nm. Secondary photon emission in this range has indeed been

observed to be vanishingly small in previous measurements [197], which are shown in

Figure 6.1a. At lower energies, i.e. � > 1107.6 nm, silicon-based detectors typically have

limited sensitivity to photons due to the silicon band-gap1 [198]. Figure 6.1b demon-

strates this with rapidly decreasing sensitivity of NIR-sensitive silicon-based photosen-

sors as the incident photon wavelength approaches 1100 nm. Photons with wavelengths

as long as 1600 nm are still produced in avalanche breakdown of silicon (see Figure 6.1a),

but this spectral range is ignored for the purposes of MIEL, due to lack of expected sen-

sitivity. The upper bound of MIEL’s wavelength range is in fact limited to 1020 nm

because of the limited sensitivity to NIR photons of the CCD camera described in Sec-

tion 6.1.4.

These signal qualities—i.e. a dim source of visible-to-NIR photons—call for components

that are e�cient in the transmission and detection of NIR photons, as well as mechan-

ically and electrically stable over long periods of time for photon collection. Between

photon collection and detection e�ciencies, and attenuation, less than 1 in 108 photons

emitted by the investigated SiPMs end up contributing to the measured signal; therefore

exposure times from 2–8 hours are required to build spectra with adequate statistics.

More details on these losses are given in Sections 6.4, 6.5, and 6.6. Additionally, heavy

suppression of background photons is required to obtain a good signal-to-noise (S/N)

ratio. Note that here, the ‘signal’ is the secondary photon emission from the SiPM,

which in most other contexts would be considered as noise. For MIEL, S/N is defined

1Recall from Section 5.1.1 that doped silicon has a comparatively smaller band-gap than pure silicon,
depending on the concentration of the charge carriers.
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Figure 6.1: (A) Results of Ref [197] showing suppressed secondary photon emission
of UV photons in silicon undergoing avalanche breakdown. (B) The Photon Detection
E�ciency (PDE) and Photosensitivity (Ph. Sen.) of the Hamamatsu S15639 MPPC

and S2386 Avalanche Photodiode, respectively.

as

S/N =
S(�)� E[B]

RMS[B]
, (6.1)

where

S(�) = SiPM Emission Spectrum Amplitude vs wavelength, �,

E[B] = Baseline mean after background removal,

RMS[B] = Baseline root-mean-square after background removal.

The microscopy setup depicted in Figure 6.2 was designed and built at TRIUMF in order

to accommodate spectral and imaging measurements for the physical size of SiPMs,

which is typically 10s of mm2. This apparatus, dubbed as MIEL, includes instruments

with spatial precision down to the micron scale. The MIEL setup comprises:

(i) Olympus IX83 microscope

(ii) Princeton Instruments (PI) HRS 300-MS SpectraPro Spectrometer

(iii) PI PyLoN 400BR eXcelon CCD camera

The SiPM is a�xed to a translation stage above the microscope, with motorized position

adjustment in the XY-plane of Figure 6.2. The SiPM position is controlled and measured

using a ThorLabs Kinesis K-Cube stepper motor, with precision down to 0.1µm. The
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Figure 6.2: Schematic diagram of the MIEL apparatus used for SiPM imaging and
spectroscopic measurements.

SiPM is biased by a Keithley 6487 Picoammeter, which is also used to monitor the cur-

rent flowing through the SiPM over time. Note that the SiPM is the light source for the

measurements described here. The over-voltages used (see Section 6.2) are 2–3⇥ larger

than typical operating conditions, which drive steady currents of O(0.01–1)mA through

the SiPM. In the absence of light, current in the SiPM is primarily from avalanches

induced by dark noise/dark counts. For currents on the mA scale, this corresponds

to a dark count rate of >50MHz.2 For comparison, the maximum dark count rate for

the Hamamatsu VUV4 SiPM is 3MHz, when operated at the recommended over-voltage

[145]. Therefore, the SiPM signal itself is far too noisy to obtain any useful or interesting

information.

The entire apparatus is contained within a steel, light-proof enclosure, with all compo-

nents controlled externally. The spectrometer is controlled by the PI LightField software

(see Section 6.1.5), while the microscope is controlled by a combination of Olympus soft-

ware and hardware.
2Assuming charge avalanches contain ⇠ 106 charge carriers
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6.1.2 IX83 Microscope

The main functions of the Olympus IX83 microscope are imaging of the SiPM and

photon collection for spectral measurements. There are three components within the

microscope pertinent to the analysis contained in this chapter: a filter array, used to

insert a 550 nm long-pass filter in the light path; an array of objective lenses; and the

side port of the microscope coupling to the input of the spectrometer.

The long-pass optical filter (transmission e�ciency curve shown in Figure 6.4b) only

transmits photons with wavelengths, � & 550 nm. Its sole function is to suppress the

2nd order di↵raction features from the � < 550 nm spectral range when measuring � �

900 nm. This point is explained in greater detail in Section 6.1.3.

The MIEL setup uses three objective lenses: one for imaging and two for spectroscopy

in the visible and NIR portions of SiPM emission spectra. This is done to maximize

the sensitivity of MIEL to photons with 450  �  1020 nm. Table 6.1 provides a

list of the objective lenses installed in MIEL along with their usage, as explained in

Section 6.2. Additionally, it provides their magnifications and numerical apertures, the

latter of which is an important quantity to note for Section 6.7.3. Numerical aperture,

NA, is defined using Snell’s Law as,

NA = nloc sin(✓acc), (6.2)

where nloc is the local index of refraction between the source and the objective lens,

✓acc is the maximal acceptance angle as depicted in Figure 6.3. Figure 6.4a shows the

transmission e�ciencies of the LMPLFLN20X and LCPLN20XIR objectives.

Lens Model Magnification Numerical Aperture Primary Use

PLCN4X-1-7 4⇥ 0.1 Imaging
LMPLFLN20X 20⇥ 0.4 Visible Spectroscopy
LCPLN20XIR 20⇥ 0.45 NIR Spectroscopy

Table 6.1: List of Olympus objective lenses used in MIEL, with their numerical
apertures, magnifications, and primary purposes.

The side port of the microscope is a one of three image outputs (the other two being the

eyepiece, and an auxiliary camera attachment); it directly couples and passes the image

to the input of the spectrometer. The microscope controls the output using an internal
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Figure 6.3: Depiction of the numerical aperture of an objective lens, defined mathe-
matically in Equation 6.2. ✓acc is the maximal photon acceptance angle of the objective

lens with a light source at the focal point, a distance f away from the lens.
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Figure 6.4: Optical transmission e�ciencies of the LMPLFLN20X and LCPLN20XIR
objective lenses (A), and the long-pass filter (B). The long-pass filter is used to suppress
2nd order di↵raction features for NIR spectroscopy (see Section 6.2). This data was

provided by Olympus and ThorLabs, respectively, via hardware specifications.

mirror and the side port has collimating hardware to maintain image quality, both of

which have wavelength dependent reflection and transmission e�ciencies. Olympus was

able to provide 6 data points for the purposes of calibrating MIEL, which are provided

in Table 6.2.

In lieu of the IX83 sample translation stage, a custom built SiPM translation apparatus

was designed for MIEL, which included an aluminum mounting structure—designed

and machined on-site at TRIUMF—and a 2D translation stage driven by two Kinesis

K-Cube DC stepper motors. This apparatus, shown in Figure 6.5, gives MIEL the

ability to control the SiPM position relative to the objective lenses with a precision of

0.1µm, in the X-Y plane. For the Z-direction, the IX83 microscope has DC motor driven
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Wavelength [nm] Transmission E�ciency [%]

300 0
400 86
500 95
700 95
950 87
1200 70

Table 6.2: Olympus IX83 microscope side port transmission e�ciency data points
provided by Olympus for the microscope used in MIEL.

control over the vertical distance between the objective lens and the SiPM, with 0.01µm

precision.

Figure 6.5: SiPM translation stage mounted on the IX83 microscope at TRIUMF.

6.1.3 HRS 300-MS SpectraPro Spectrometer

The PI HRS 300-MS SpectraPro spectrometer is the component which disperses the

spectral components of input image. It is attached to the microscope side port via a

C-mount adapter. At the input of the spectrometer is a slit with an adjustable width,

which can be used to control the wavelength resolution of the experiment. A thinner slit

results in better wavelength resolution, but it also comes at the cost of photon collection
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e�ciency, which reduces the S/N ratio. A slit width of 200µm was chosen and fixed in

place. This was wide enough to produce measurable spectra in less than 9 hours (the

maximum allowable exposure time in LightField for a single exposure), and su�ciently

narrow for accurate wavelength calibrations using the IntelliCal system. The slit can

also be removed entirely from the optical path; the use of this feature is explained in

Section 6.2.

Internally, the spectrometer has the following components:

(i) a 300 lines/mm blazed di↵raction grating with peak e�ciency at 300 nm

(ii) a 150 lines/mm blazed di↵raction grating with peak e�ciency at 800 nm

(iii) three high-reflectivity mirrors with Acton #1900 Al+MgF2 coating

Figure 6.6: Schematic diagram of a blazed reflective di↵raction grating, with labels
for the blaze angle ✓B and the parameters appearing in Equation 6.3.

Generating photon spectra in MIEL is achieved using blazed reflective di↵raction grat-

ings. Figure 6.6 shows a schematic diagram of a typical blazed grating, with a charac-

teristic saw-tooth profile. Since these are reflective gratings, they can also be used as

mirrors for imaging as well as spectral measurements. To illustrate this, consider the

grating equation:

m� = d
�
sin(↵) + sin(�)

�
, (6.3)

where m is the di↵raction order, � is the incident photon wavelength, d is the spacing

between adjacent grooves in the grating, ↵ is the angle of incidence, and � is the angle

of di↵raction (note: ↵ and � are signed angles). If m = 0, the only solutions for ↵

and � are ↵ = � = 0 and ↵ = ��, which are consistent with specular reflection and
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independent of �. Therefore at 0th order, no separation of the image into its spectral

components occurs—i.e. a pure reflection of the image—whereas the locations of higher

order di↵raction peaks are wavelength dependent.

Note that if ↵ is fixed, there will be cases where two wavelengths at di↵erent di↵raction

orders will di↵ract into the same angle �, i.e.

m1 �1 = d
�
sin(↵) + sin(�)

�
= m2�2, (6.4)

) m1

m2
=

�2

�1
, (6.5)

where mi is the di↵raction order of photons with wavelength �i, and Equation 6.5 is

a general condition for overlapping di↵raction orders. Since MIEL measures SiPM

emission spectra from 450–1020 nm, it’s possible for the 2nd order features of wave-

lengths 450  �2  510 nm to overlap with the 1st order features of wavelengths

900  �1  1020 nm. The 550 nm long-pass filter used in the microscope filter ar-

ray removes these 2nd order di↵raction features up to 1100 nm, which eliminates any

spectral overlapping in MIEL.

In a blazed grating, the angle of the saw-tooth relative to the substrate is called the

blaze angle, ✓B. The value of ✓B is the parameter that determines which wavelength

is di↵racted with the highest e�ciency; i.e. the blaze wavelength, �B. The gratings in

components (i) and (ii) have ✓B such that �B are 300 nm and 800 nm, respectively. These

gratings were chosen to maximize the spectrometer e�ciency over the wavelength range

of 450–1020 nm, and were used in spectral measurements as described in Section 6.2.

The mirrors were designed to focus the light onto the di↵raction gratings, and then

again onto the CCD camera pixels. Figure 6.7 shows the transmission and reflection

e�ciencies of all components inside the spectrometer. The 300 nm blazed grating has

better e�ciency than the 800 nm blazed grating for � < 490 nm, and the maximum

e�ciency between both of them never falls below 44% over the 450–1020 nm wavelength

range. The reflectivity of the mirrors varies between 83–95% over that same wavelength

range.

Switching between the two types of gratings and adjusting the central wavelength for

a spectral measurement are done to optimize the sensitivity of the MIEL apparatus

to di↵erent wavelength regimes. These are both done using PI’s AccuDrive scanning
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Figure 6.7: Optical transmission e�ciencies of the 300 nm and 800 nm blazed di↵rac-
tion gratings (A), and the reflectivity curve of the Acton Al+MgF2 coated mirrors (B).

This data was provided by PI via hardware specifications.

system. This system uses a DC motor driven turret to rotate a mounting stage, which

can hold up to three di↵raction gratings. The orientation of the stage determines which

of the gratings is being used for a given measurement, and which photon wavelength is

focused onto the centre of the CCD camera. The AccuDrive system was tested by PI

and shown to be able to reproduce wavelength positioning on the CCD to within ±0.52

camera pixels, or ±10.4µm.

6.1.4 PyLoN 400BR eXcelon CCD Camera

The PI PyLoN 400BR eXcelon CCD camera is coupled directly to the output of the

spectrometer. It is a silicon-based CCD with a 1340⇥400 pixel array, where each pixel

is a square of side length 20µm. To maintain data quality over the duration of hours-

long exposure times, this CCD camera is equipped with a 4L dewar for holding liquid

nitrogen (LN2). The LN2 keeps the pixel array temperature fixed at (�120 ± 1) �C,

suppressing dark current in the pixels which would make measurements unstable over

long periods of time.

As the PyLoN 400BR eXcelon CCD is a silicon-based device, its quantum e�ciency

(QE) begins to drop significantly with photon wavelengths approaching the band-gap

energy of silicon (� = 1107.6 nm). Figure 6.8 shows the QE curve of a typical PyLoN

400BR eXcelon camera. The QE drops below 10% at ⇠1020 nm, which was the main

reason for setting the upper limit of the spectral range in MIEL at this wavelength.
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Figure 6.8: The PI PyLoN 400BR eXcelon CCD camera QE curve. This data was
provided by PI via hardware specifications.

6.1.5 LightField Software

LightField is software designed by PI to interface with their hardware. For the HRS 300-

MS SpectraPro Spectrometer and the PyLoN 400BR eXcelon CCD camera, LightField

is able to control the following parameters:

HRS 300-MS SpectraPro Spectrometer

(i) Choice of di↵raction grating

(ii) Spectrum central wavelength

(iii) Wavelength calibration light source, method and wavelength range

(iv) Intensity calibration light source and wavelength range

PyLoN 400BR eXcelon CCD Camera

(i) Exposure time

(ii) Acquisition time background subtraction

(iii) Acquisition time cosmic ray removal

(iv) Pixel well capacitance (low noise, high capacitance)
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(v) Analog gain (low, mid, high)

(vi) Digitization rate (50 kHz–4MHz)

(vii) Operating temperature (fixed at �120 �C)

Items (i) and (ii) for the spectrometer are entirely dependent on the mode of mea-

surement (see Section 6.2) and the part of the spectrum being measured for a given

acquisition. Items (iii) and (iv) pertain to a premium extension of LightField, which is

designed for wavelength and relative light intensity calibrations. This software extension,

called IntelliCal [199], comes with NIST traceable light sources for both the wavelength

and intensity calibrations. Note that the intensity calibration done by IntelliCal is a

relative calibration, which was deemed insu�cient for spectral measurements where the

results were to be reported in absolute quantities. This being the case, it was decided

that a separate photon detection e�ciency (PDE) analysis would be done in lieu of using

IntelliCal. A general overview of this point is given in Section 6.4.

Items (i)–(iii) in the list of CCD camera parameters were determined at acquisition time

based on the requirements of a given measurement. For example, a bright source of light

would require a small exposure, whereas a dim source would need a longer one. Both of

these would need background subtraction, and some degree of cosmic ray removal (see

Section 6.3.1) depending on the duration of the exposure. The remaining CCD camera

parameters were set in order to maximize the S/N ratio (recall Equation 6.1). The pixel

well capacitance can be set to a higher value for brighter sources of light so that signals

don’t get clipped in digitization, or to a lower value for dimmer sources so that high

frequency Johnson noise3 is suppressed. These are labeled as “high capacitance” and

“low noise,” respectively, the latter of which was chosen for spectral measurements in

MIEL. The analog gain scales the voltage generated by a detected photon in a pixel.

The settings are simply “low,” “mid,” and “high;” given that the expected photon

flux from a SiPM is low, the highest gain setting was chosen. The digitization rate

determines how often the pixel wells are emptied, their contents sampled, and then

stored in memory. Slower digitization rates integrate a signal over a longer period of

time and e↵ectively suppress noise via averaging. Lastly the operating temperature was

fixed at the minimum allowable by LightField (�120 �C), which minimizes dark current

and readout noise.
3Johnson (or Johnson-Nyquist) noise refers to electrical noise generated by thermal motion of charge

carriers in a conductor [200, 201].
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Analysis of raw CCD data requires knowledge of the readout noise (reported here as a

RMS value in units of electron charge, e�) and analog-to-digital unit (ADU) conversion

(e�/ADU). These quantities will vary based on the choice of CCD operating parameters

(iv)–(vii). Table 6.3 summarizes how these quantities change with digitization rate4 with

items (iv), (v), and (vii) held at the aforementioned settings.

Digitization Rate [MHz] 0.05 0.10 0.20 0.50 1.00 2.00 4.00
Readout noise [e� (RMS)] 3.26 3.30 3.69 4.37 5.40 13.5 19.5
ADU Conversion [e�/ADU] 0.7 0.7 0.7 0.7 0.7 0.89 0.89

Table 6.3: Readout noise and ADC conversion factors for digitization rates rang-
ing from 50 kHz to 4MHz, measured by the manufacturer. These values are for the
chosen CCD operating parameters in MIEL: analog gain=“high”, pixel well capaci-

tance=“low noise,” and operating temperature=�120 �C.

6.2 Modes of Measurement

While the primary function of the MIEL apparatus is to measure secondary photon

emission spectra from SiPMs, the analysis described in Section 6.7.2 requires imaging

data in order to estimate the total emission over the entire SiPM surface. For this

reason, the MIEL apparatus has two basic modes of operation, which utilize di↵erent

combinations of objective lenses, filters, and gratings, summarized as follows.

Imaging mode

Imaging mode is used to record microscopic images of the biased SiPM in dark

conditions. One of the the PLCN4X-1-7 or LMPLFLN20X objectives was used

(depending on the desired field of view) with no optical filters along the light

path. The adjustable slit of the PI spectrometer was disengaged and the 300 nm

blazed grating was selected and aligned with its 0th order peak centred on the

CCD camera. At 0th order, a blazed grating e↵ectively acts as a mirror, and the

300 nm blazed grating (300 lines/mm) has a higher line density than the 800 nm

blazed grating (150 lines/mm), which provides better separation from the 1st order

di↵raction features.

4The digitization rate is a parameter that was slightly more free to vary throughout the development
of measurement procedures in MIEL, but all measurements reported here were digitized at 50 kHz.



Microscopy with Injected and Emitted Light 196

Spectroscopy mode

Spectroscopy mode is used to measure the spectral components of the secondary

photons emitted by the biased SiPM, also under dark conditions. To maximize the

transmission of the PI spectrometer and the IX83 microscope in the wavelength

range spanning 450–1020 nm, two combinations of gratings, filters, and microscope

objectives were used. Within the 450–550 nm range, the LMPLFLN20X objective

lens was used with no optical filters, in combination with the 300 nm blazed grating

centring the 1st order di↵raction feature of 500 nm photons on the CCD pixel ar-

ray (this configuration is hereafter called Visible Spectroscopy mode). Wavelengths

between 550–1020 nm were measured using the LCPLN20XIR objective, and the

800 nm blazed grating with the 1st order feature of 800 nm centred on the CCD.

Additionally, the 550 nm long-pass filter was inserted into the IX83 light path to

cut any 2nd order di↵raction features from wavelengths below 550 nm (this config-

uration is hereafter called NIR Spectroscopy mode). As previously mentioned in

Section 6.1.3, the spectrometer adjustable slit was set to a width of approximately

200µm, corresponding to a wavelength width in Full Width at Half Maximum

(FWHM) of 0.6 nm for the 300 nm blazed grating, and 1.4 nm for the 800 nm

blazed grating. These values were obtained by imaging the slit and measuring the

its FWHM in CCD pixels, then converting to nanometres using the wavelength

calibration described in Section 6.4.1.

In either measurement mode, the applied over-voltage to the SiPMs was between 10–

12V. Based on the I-V curves shown in Figure 5.5, these over-voltages correspond to

SiPM currents between 75µA–2mA, which is well beyond currents at typical operating

conditions. Since the number of photons emitted per charge carrier is rather low (on the

order of 10�6
�/e

�, see Section 6.10) and this chapter focuses on SiPM photon emission

driven by dark noise induced avalanches, the high over-voltages were needed to generate

a large number of avalanches in the SiPMs. With the over-voltages reported in Table 6.4

the S/N ratio at 800 nm was 6.8±1.

The main physics goal of MIEL is to obtain secondary photon emission spectra of a

FBK VUV-HD3 SiPM and a HPK VUV4 MPPC, varying with over-voltage. For this,

the following post-acquisition analysis procedure was devised to convert raw data into

the final spectrum:
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1. Background Removal

a) Remove cosmic rays from signal and background for measurements in both

NIR and visible spectroscopy

b) Subtract background from signal, pixel-by-pixel

2. Spectral Analysis

a) Correct NIR and visible spectra for wavelength dependent photon losses, e.g.

photon detection e�ciency, absorption, dispersion, etc.

b) Normalize NIR and visible spectra to units of photons (�) emitted per charge

carrier (e�) per unit wavelength (nm)

3. Final Processing

a) Integrate pixels along Y-axis to produce 1D spectra for both NIR and visible

spectroscopic measurements

b) Rebin visible and NIR spectra such that both have equal bin widths

c) Stitch together the visible and NIR parts of each spectrum corresponding to

the same exposure time

The background removal step is discussed in Section 6.3, while spectral analysis is sum-

marized in Section 6.7. Note that parts of the spectral analysis discussion rely on the

Calibration and Imaging Measurements sections (Sections 6.4 and 6.5, respectively).

6.3 Background Removal

The primary sources of background in the spectroscopic measurements shown in Sec-

tion 6.10 were ambient photons within the light-proof enclosure, and high energy cos-

mogenic particles (hereafter simply referred to as cosmic rays). The ambient photons

primarily come from the blackbody radiation of the air and hardware inside the light-

proof enclosure, but can also come from leakage current in the SiPM. Cosmic rays are

a highly localized background in the CCD, and e↵ectively removing them requires an

algorithmic approach.
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6.3.1 Cosmic Ray Removal

The cosmic ray flux at sea level is 86.15µ±/m2/s [74], which would mean that the CCD

pixel array, with a surface area of 2.144⇥10�4m2, can observe as many as O(103) cosmic

rays over the exposure times listed in Table 6.4. Cosmic rays generate showers of highly

ionizing particles in the upper atmosphere, such as muons or charged mesons. When

one of these particles deposits its energy in a set of CCD pixels, there is a current

generated in those pixels much larger than that generated by photons. The result is

highly localized bright spots on the recorded image, and unnaturally tall and narrow

peaks on the resulting spectrum. Figure 6.9 demonstrates how cosmic rays can dominate

a measured spectrum, in both a single row and integrated over all rows.
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Figure 6.9: Signal amplitudes for one row of CCD pixels (A), and integrated over all
rows (B) after a 4h 45m exposure to the biased FBK VUV-HD3 SiPM with no cosmic

ray removal.

While there is an option in LightField to remove the signature of cosmic rays with

an acquisition-time image processing function, the decision was made to move this

step to post-acquisition analysis. The cosmic ray removal (CRR) algorithm designed

and implemented for MIEL utilizes a C++ class in the ROOT analysis package called

TSpectrum. This class was designed for �-ray spectroscopy and has many useful func-

tions for generic spectral analysis, including a background estimation function, called

TSpectrum::Background(). This function estimates the local background value of an

input spectrum using a Sensitive Nonlinear Iterative Peak-clipping (SNIP)5 algorithm

[202, 203]. The SNIP algorithm, as it is implemented in TSpectrum::Background(), is

provided in AppendixB.2 as a snippet of pseudo-code [203].

5This acronym is a STrETCH.
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The SNIP algorithm starts by performing a “Log-Log-Square Root” (LLS) operation on

an input series, S, which selectively enhances smaller peaks so they don’t get misidenti-

fied as part of the background. The next step of the algorithm compares a sample point

on the modified series, Sn, to the average of two other points on the series at a distance

m away, i.e. Sn�m and Sn+m. The sample point is then reassigned to be the smaller of

the two,

Sn ! min
�
Sn, 1/2(Sn�m + Sn+m)

�
. (6.6)

In the case of Sn already being at the background level, the mean of Sn±m will be

approximately equal to Sn, so the SNIP algorithm’s choice between the two is incon-

sequential. Conversely, in the case of Sn being at or near a peak, the average value

of Sn±m will be some amount smaller than Sn, depending on m. Therefore the SNIP

algorithm will pick the average rather than the sample point.

The last key feature of the SNIP algorithm is that the user provides a ‘width’ parameter,

�. The choice of width parameter should be large enough to put Sn±� at background

level in the vicinity of a peak at Sn, but not so large such that, if the background isn’t

a constant over the whole series, Sn±� is in a potentially di↵erent background regime.

The SNIP algorithm repeats the process described thus far, incrementing m from zero

up to �. With each iteration, the sample points converge towards the background level.

The MIEL CRR algorithm is provided in AppendixB.3. This algorithm takes a CCD

image of a SiPM spectrum as input, which it reads as a 2D array of pixel amplitudes.

It then applies the SNIP algorithm to the image row-by-row, treating each row as a

series with extremely tall and narrow peaks from cosmic ray impacts on a small number

of CCD pixels. The SNIP algorithm will return an estimate of the “background,” i.e.

the SiPM emission spectrum, in the n
th row of the image, with input from the user

describing the width of the cosmic ray peaks, �cr. The user also provides a threshold

value above the background, Ythr. If this threshold is exceeded, that pixel was likely hit

by a cosmic ray, and its amplitude is set to the estimated “background” level.

The width of cosmic ray peaks was roughly measured by creating a distribution of the

number of consecutive pixels in a given row above a threshold of 1500 ADUs. Based

on Figure 6.9a, typical cosmic ray peaks rise above and fall back below this threshold

in the span of a couple of pixels. More precisely, 99.78% of cosmic rays generate peaks
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Figure 6.10: Distribution of the number of consecutive pixels in a single row above a
threshold value of 1500 ADUs.

with widths 5 pixels, which is reflected in the distribution in Figure 6.10. Therefore a

conservative nominal cosmic ray width for the CRR algorithm was set at 15 pixels. The

choice of Ythr for the CRR algorithm was set at approximately five times the readout

noise RMS value for the relevant PyLoN CCD Camera operating parameters: 25ADUs.

The same logic as the 5� criteria for claiming a discovery in particle physics experiments

was adopted here to flag cosmic rays. Figure 6.11 shows the performance of the CRR

algorithm with a sample FBK VUV-HD3 spectrum in NIR over a 4.75 hour exposure

time. The top image is the raw measurement and the bottom is the same image after

applying the CRR algorithm. Setting the threshold at 25ADUs allows the CRR algo-

rithm to flag all cosmic rays, while leaving the spectral measurement virtually unaltered.

Given the disparity in the amplitudes between pixels that were and were not hit by a

cosmic ray, the CRR algorithm’s e↵ectiveness is not highly sensitive to the choice of

threshold parameter, provided it stays comparable to the baseline RMS.

6.3.2 Ambient and Leakage Current Background Removal

Ambient photons constitute an evenly distributed background across the CCD pixel

array and contribute to a flat baseline value for each spectral measurement, while the

photons from leakage current in the SiPM have a nonuniform spectrum. To remove

these backgrounds, they were first measured using the same procedure outlined at the

top of Section 6.6.1, but with the power supply to the SiPM turned o↵. Next, the raw

image of the background measurement was processed with the CRR algorithm described
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Figure 6.11: A comparison of a raw spectral measurement of the FBK VUV-HD3
over a 4h 45m exposure, before (top) and after (bottom) applying the CRR algorithm
described in this section. The z-axis scaling is set so that the SiPM spectrum is visible

in the same image as the cosmic rays.

in Section 6.3.1. Figure 6.12 shows the profile of the ambient and leakage current photon

background for a NIR spectroscopy measurement over 4h 45m, after passing through the

CRR algorithm. After removing cosmic rays in both spectral and background measure-

ments, each background was subtracted from its corresponding spectral measurement.
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Figure 6.12: Integrated baseline measurement of the FBK VUV-HD3 SiPM in NIR
spectroscopy mode.
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6.4 Calibration of MIEL

To produce a spectrum with MIEL, spectrometer data in raw units—i.e. pixel ampli-

tudes in ADUs and pixel numbers—must be calibrated to return quantities in physically

meaningful units. For the measurements reported here, pixel numbers are converted to

wavelengths in [nm] and pixel amplitudes are converted to photons per charge carrier

per unit wavelength [�/e�/nm]. Recall from Section 6.1.4 that the CCD camera has a

1340⇥400 pixel array (in X- and Y-directions, respectively), therefore raw data in MIEL

has three components: pixel number in the X-direction, pixel number in the Y-direction,

and pixel amplitude in ADUs. By design, the pixel number in X is correlated with wave-

length, while the pixel number in Y is completely uncorrelated with anything. The pixel

amplitudes along the Y-axis are first integrated, and then the pixel numbers in X and

summed amplitudes are subsequently calibrated.

The calibrations described here use parts of the IntelliCal calibration system. This

system includes two light sources:

(i) a dual atomic line source containing a Hg vapour lamp and Ne-Ar lamp

(ii) a NIST traceable LED based light source

Source (i) can produce spectral lines between 200 nm and 1000 nm for calibrating the

pixel number in X to photon wavelength. Source (ii) is designed for IntelliCal to perform

a relative intensity calibration for photon wavelengths between 450–1020 nm. However,

this is insu�cient for MIEL to obtain a measure of absolute photon emission rates.

Therefore the decision was made to perform an intensity calibration using the transmis-

sion, reflection, and quantum e�ciencies of each component in the optical path of the

MIEL apparatus. The known spectrum of source (ii) was used to validate the calibration.

6.4.1 Wavelength Calibration

MIEL was calibrated for photon wavelength in the NIR region using the Ne-Ar atomic

line source, and in the visible region using the Hg vapour lamp. To perform the calibra-

tion, the user must first setup MIEL with the configuration of the desired spectroscopy
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mode, i.e. visible or NIR. Then the dual line source is placed at the focal point of the

IX83 objective lens and the appropriate lamp within the dual line source is turned on.

The wavelength calibration algorithm built into IntelliCal is proprietary information,

and so is not known exactly to the user, but the general principle is to use input from

the user to generate an expected spectrum and compare this with the observed spectrum.

The required input is: (1) an estimate of the observed peak width from the spectral lines

on the CCD camera; (2) which lamp within the dual line source is turned on. With this

information, IntelliCal builds an expected spectrum for the line source like the one in

Figure 6.13. The x-axis values of the observed spectrum (xi in Equation 6.7) are then

mapped to wavelength, �, with a nonlinear model, X(�|~✓). The parameters of this

model, ~✓, are then allowed to float in a nonlinear least-squares fit, where a function M

of the form given in Equation 6.7 is minimized.

M =
X

i

�
Sexp(X(�|~✓))� Sobs(xi)

�2
, (6.7)

where Sexp is the expected spectrum determined with user input by IntelliCal and Sobs

is the observed spectrum. Also shown in Figure 6.13, below the observed and expected

spectra, is a measure of the calibration error vs. pixel number. This is calculated by

computing the residual between spectral peak wavelengths in the observed and expected

spectra. For the NIR calibrations, these residuals were never more than 0.4 nm, and in

visible calibrations the error never exceeded 0.1 nm. The di↵erence in errors for the

two wavelength calibrations is due to the line density of the gratings used; greater line

density results in better wavelength resolution, which yields lower error.

6.4.2 Photon Detection E�ciency

Figure 6.14 reports the expected PDE of MIEL as a function of the wavelength, in both

the Visible and NIR spectroscopy modes. This was obtained using the reflection, trans-

mission, and quantum e�ciencies of all the components listed in Section 6.1 (see Fig-

ures 6.4–6.8). More precisely, the PDE as a function of wavelength, "(�), was computed

as

"(�) = "obj(�)⇥ "fil(�)⇥ "SP(�)⇥
�
"mir(�)

�3 ⇥ "gr(�)⇥ "CCD(�), (6.8)
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Figure 6.13: Example output of the IntelliCal wavelength calibration in NIR. The
dual atomic line source was switched to the Ne-Ar setting, and IntelliCal used this
information (passed as user input) to generate an expected spectrum and determine a
calibration based on a least-squares fit between expected (yellow) and observed (pink)

spectra.
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Figure 6.14: Estimated detection e�ciency of MIEL as a function of the photon
wavelength. The 68% Confidence Interval (C.I.) error bands account for systematic
uncertainty in the lamp calibration. Moreover below 550 nm the error increases due to
a disagreement between the observed IntelliCal LED light source spectrum and its ex-
pected spectrum obtained combining the di↵erent hardware transmission specifications

of the setup. See text for more detailed explanation.

where

"obj(�) ⌘ IX83 objective lens transmission e�ciency

"fil(�) ⌘ IX83 filter transmission e�ciency

"SP(�) ⌘ IX83 Side Port transmission e�ciency

"mir(�) ⌘ Spectrometer mirror reflection e�ciency

"gr(�) ⌘ Spectrometer grating reflection e�ciency

"CCD(�) ⌘ CCD camera quantum e�ciency.
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Note that "mir(�) is cubed in Equation 6.8 because there are three mirrors in the optical

path inside the spectrometer. The IntelliCal LED light source was used to validate the

PDE curve in Figure 6.14 for both the Visible and NIR spectroscopy modes. Figure 6.15

(the left-most plot) shows an independently measured (< 1% uncertainty) ‘true’ spec-

trum of the LED source, provided by PI for the specific unit at TRIUMF. Multiplying

the true spectrum by the MIEL PDE curve yields an expectation of the observed spec-

trum of the LED source in both spectroscopy modes. As shown in Figure 6.15, the

expected and observed spectra are in agreement to within 10% at local maxima in the

spectrum.
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Figure 6.15: Validation test of the PDE curve in Figure 6.14. The left-most plot
is the true spectrum of the IntelliCal NIST traceable LED source, and the plots on
the right are the spectra if the LED source as observed in Visible Spectroscopy mode
(upper-right) and NIR Spectroscopy mode (lower-right). Overlaid on both, in orange,
is the expected LED source spectrum based on the true spectrum multiplied by the

PDE at a given wavelength.

Note that this validation only shows that the shape of the PDE curve in Figure 6.14 can
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be used to appropriately reconstruct the spectral shape of the light source. The absolute

value of the PDE from Equation 6.8 is based on hardware specifications provided by

manufacturers. Per comment from PI and Olympus, the relative systematic uncertainty

on these values is roughly 5%, which was adopted in Figure 6.14 as the 68% uncertainty

band.

However in Visible Spectroscopy mode, the upper uncertainty bound does not follow a

+5% value relative to the PDE in the 420–550 nm range. This is due to a disagreement

between the observed IntelliCal LED light source spectrum and its expected spectrum

in the 400–640 nm range, assuming a PDE curve from combining the di↵erent hardware

transmission specifications of the setup. In Figure 6.16, the discrepancy between the two

spectra is largest at 450 nm. The same discrepancy was observed when attaching the

LED source directly to the spectrometer input, so it was concluded that the microscope

was calibrated correctly. However, whether this discrepancy stems from miscalibration

of the source or from a significantly lower transmission of the spectrometer+camera

system at 450 nm could not be determined. Therefore a modification term was appended

to Equation 6.8 for Visible Spectroscopy mode,

"vis(�) = "(�)⇥ "mod(�), (6.9)

where "(�) is defined in Equation 6.8 and "mod(�) is a correction factor to enforce agree-

ment between the expected and observed calibration spectra. Since the origin of the

discrepancy is unknown, "mod(�) could either be properly correcting for the MIEL spec-

trometer+camera e�ciencies, or introducing a bias by forcing the observed LED source

spectrum to conform to an erroneous ‘true’ spectrum. Therefore in the 400–550 nm

range, the decision was made to use "vis(�) as the nominal PDE while setting the upper

uncertainty bound equal to "(�) (Equation 6.9). This greatly increases the systematic

upper uncertainty bound in Visible Spectroscopy mode, ranging between 13.8–136%.

However, since the light emission below 550 nm is small [197], the large error band was

deemed acceptable.



Microscopy with Injected and Emitted Light 207

400 420 440 460 480 500 520 540 560 580 600 620 640
Wavelength [nm]

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

 R
el

at
iv

e 
to

 M
ax

im
um

 [a
.u

.]

Observed Spectrum

Expected Spectrum

Intensity Calibration Spectrum, Expected vs Observed

Figure 6.16: Expected vs. Observed spectrum of the IntelliCal LED source, with the
PDE correction based solely on hardware specs in the 400–640 nm range.

6.5 Imaging Measurements

Imaging mode was used to record images of the biased SiPM as shown in Figures. 6.17&6.18.

These images were used to compare the geometrical fill factors and topographical vari-

ations in photon emission for the HPK VUV4 MPPC and the FBK VUV-HD3 SiPM

biased at 11.2± 1.0V and 13.0± 1.0V of over-voltage, respectively. At these two over-

voltages, the current passing through each SiPM was roughly 2mA. The two images

in Figure 6.18, when normalized to the same current per unit area6, can be used to

compare the relative photon emission intensity and uniformity of the two SiPMs under

investigation. This assumes that the SiPM current is entirely due to charge avalanches,

and that secondary photon emission in the SiPM is also entirely caused by avalanches.

Leakage current (i.e. not amplified current) can contribute O(10�15A) to the total cur-

rent passing through the SiPMs [204], but this is completely negligible compared to µA

or mA of current, which is the level relevant to this investigation. The second part of

this assumption is also valid, on the grounds that the long list of theorized contributors

to secondary photon emission in SiPMs (as discussed in Chapter 5) collectively dominate

over blackbody radiation, which would be of order 1% in the NIR end of the 450–1020 nm

wavelength range provided the SiPM temperature exceeded ⇠ 50 �C.

6The two SiPMs under study have di↵erent surface areas therefore Figure 6.17 and Figure 6.18 were
scaled accordingly.
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Figure 6.18 shows the entire surface of both SiPMs, combining several images at 4⇥

magnification. The left (grey scale) images are single exposures of 100ms showing the

unbiased SiPMs illuminated by the halogen lamp attached to the microscope. The right

(heat map) images are single exposures of 2 minutes, showing the spatially resolved

emission intensity of the biased SiPMs in complete darkness. In both of the heat map

SiPM images, there are several highly localized regions where photon emission is com-

paratively larger than the surrounding areas—i.e. ‘hotspots.’ The position of these

hotspots have never changed over the duration of the experiment, so they cannot be

explained by cosmic rays hitting either the SiPM or the CCD camera. Rather, they

are likely the result of crystal defects in the silicon, e.g. nonuniform concentration of

impurities or dopants. Therefore the increased photon emission rate in hotspots obeys

Shockley-Read-Hall statistics, as explained in Section 5.2.1. Hotspots are peripheral to

the focus of this chapter, but were studied in Ref [205] in more detail.

The z-scales in Figures 6.18a&6.18b show that the HPK VUV4 SiPM tends to have

brighter hotspots compared to the FBK VUV-HD3, for which the hotspots appear more

randomly distributed and within single SPADs. More generally the RMS of CCD pixel

amplitudes of the HPK MPPC is 3.3 times greater than that of the FBK SiPM, and

behaves comparably to the one reported in [205] for KETEK PM3350T STD/MOD

SiPM. This suggests that the silicon purity and/or dopant concentration uniformity in

the FBK VUV-HD3 is superior to that of the HPK VUV4.

6.6 Spectroscopy Measurements

6.6.1 Measurement Procedures

Spectroscopy mode was used to obtain spectral measurements of the biased SiPMs in

dark conditions. The general procedure was as follows:

1. Configure MIEL to take a measurement of the visible or NIR portion of the SiPM

emission spectrum (i.e. pick visible or NIR spectroscopy mode)

2. Replace the SiPM with the wavelength calibration dual line source; do a (re)calibration

of the chosen wavelength range
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Figure 6.17: Top row: (left) Grey scale image of the unbiased HPK VUV4 SiPM
illuminated by the microscope halogen lamp, and (right) Secondary photon emission
image of the HPK VUV4 biased at 11.2 ± 1.0 V of over-voltage. Bottom row: (left)
Grey scale image of the unbiased FBK VUV-HD3 SiPM illuminated by the microscope
halogen lamp, and (right) Secondary photon emission image the of FBK VUV-HD3
biased at 13 ± 1 V of over voltage. Unbiased SiPM images were taken with a camera
exposure time of 100ms and biased SiPM images were taken with a camera exposure

time of 2 minutes. All images at 20x magnification.

3. Replace the wavelength calibration source with the SiPM; focus the microscope

image on the indicated region in Figure 6.18

4. Choose the over-voltage to be supplied to the SiPM; set the CCD exposure time

accordingly

5. Begin applying the chosen over-voltage and begin tracking the current; simultane-

ously begin the exposure

6. Repeat steps 4 & 5 for exposures of 3h 20m, 4h 45m, and 8h 20m

7. Repeat steps 1–6 for the other spectroscopy mode of measurement

This procedure, step 6 in particular, was designed to minimize the number of recon-

figurations of the apparatus. Measuring a complete spectrum from 450–1020 nm with

MIEL requires at least one transition from visible to NIR spectroscopy mode, which

means there is necessarily at least one change of di↵raction grating. The small variation
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(a) (b)

Figure 6.18: Composite images of the (A) HPK VUV4 and (B) FBK VUV-HD3
SiPMs at 4⇥ magnification and Vov = 11.0V and 13.0V (±1.0V), respectively. The
regions enclosed in the white boxes are the areas wherein the SiPM image was zoomed
to 20⇥ magnification for spectral measurements. Both images were taken with the

same camera exposure time and objective lens: PLCN4X-1-7.

in position reproducibility of the grating turret introduced shifts in the wavelength cal-

ibration between reconfigurations by as much as ±1 nm. Step 2 in this procedure is a

provision to ensure the stability of the wavelength calibration and maintain wavelength

resolution.

Step 3 calls for the CCD exposure to be determined based on the over-voltage, such

that all CCD exposures would accumulate roughly the same number of photons from

the SiPM. Under this constraint, the exposure time must be inversely proportional to

the current being driven through the SiPM at the given over-voltage (see Figure 5.5).

As previously stated in Section 6.5, this is assuming that charge avalanches are the sole

source of photon emission from the SiPM. The set of exposure times and applied over-

voltages used for spectral measurements of the SiPMs is summarized in Table 6.4.

Step 4 was achieved using a Keithley 6487 Picoammeter, which was controlled by the

TRIUMF lab computer via a MatLab script. The MatLab code was programmed to

sample the picoammeter current reading, with its corresponding timestamp, every sec-

ond throughout a given CCD exposure. Those current values were later used in analysis

to obtain the total number of charge carriers passing through the SiPM for that CCD

exposure. Since the CCD camera exposure needed to be initiated independently, the

MatLab code was also programmed to drive and sample the current for the whole ex-

posure time plus two additional minutes—one minute before and one minute after the

exposure—to ensure completeness of each current vs. time measurement.
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6.7 Spectral Analysis

The goal of the spectral analysis discussed in this section is to convert raw ADUs recorded

by the PI CCD camera, NADU(�), to the number of photons emitted per charge carrier,

N�(�), at a given wavelength, �. Mathematically, this conversion is represented by

Equation 6.10.

N�(�) = NADU(�)

✓
⌘
�
ADU qe

QET ⇢surf

◆✓
1

A(�) "(�)

◆
, (6.10)

where: ⌘
�
ADU is the calibrated gain of the CCD camera equal to 0.7 �/ADU (see Ta-

ble 6.3); qe is the elementary electron charge; QET is the total charge that passed through

the SiPM throughout the fixed exposure time, tET (Section 6.7.1); ⇢surf is the fraction of

the SiPM light emitted within the field of view of the spectrometer slit (Section 6.7.2);

A(�) is a wavelength dependent photon acceptance correction factor (Section 6.7.3); and

"(�) is the PDE of MIEL defined in Equation 6.8 and shown in Figure 6.14. The quan-

tities enclosed within the first pair of parentheses pertain to Step 4, and those factors

in the other parentheses correspond to Step 5.

6.7.1 Number of Charge Carriers

The quantity QET in Equation 6.10 is defined as the integral of the current passing

through the SiPM, i(t). Recall from Section 6.1.1 that a Keithley 6487 Picoammeter

records the SiPM current throughout the duration of each exposure. Therefore QET can

be obtained through the measurement of i(t) via,

QET =

Z tET

0
i(t)dt (6.11)

The reason why it was necessary to define QET in this way is because current draw by the

SiPM in reverse bias beyond avalanche breakdown varies with temperature, over which

this experimental apparatus has no control nor ability to measure. Consequently, the

current was observed to drift as the plot in Figure 6.19 shows. Table 6.4 summarizes the

complete set of QET measurements, as well as average current, hi(t)i, and over-voltage,

Vov, for all exposures.
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Figure 6.19: Current vs. time measurement for the FBK VUV-HD3 SiPM during its
4h 45m exposure in NIR spectroscopy mode.

Exposure Time tET FBK VUV-HD3 HPK VUV4
Visible NIR Visible NIR

8h 20min
Vov [V] 12.1±1.0 12.1±1.0 10.7±1.0 10.7±1.0
hi(t)i [µA] 59.1±1.2 66.2±1.3 78.8±0.6 33.3±0.3
QET [C] 1.77±0.12 1.99±0.12 2.36±0.12 1.00±0.12

4h 45min
Vov [V] 12.4±1.0 12.4±1.0 10.8±1.0 10.8±1.0
hi(t)i [µA] 87.1±0.6 97.5±1.0 46.4±0.4 88.0±0.6
QET [C] 1.49±0.09 1.67±0.09 0.80±0.09 1.51±0.09

3h 20min
Vov [V] 12.8±1.0 12.8±1.0 11±1 11±1
hi(t)i [µA] 200.9±1.7 165.5±1.3 240.5±1.3 187.8±1.2
QET [C] 2.41±0.08 1.99±0.08 2.89±0.08 2.25±0.08

Table 6.4: Summary of exposure time (tET), over-voltage Vov, total charge QET (as
defined by Equation 6.11) and average current hi(t)i during SiPM spectral measure-

ments.

6.7.2 Evaluation of ⇢surf

This section focuses on evaluating the correction factor ⇢surf , used to account for the

fraction of the SiPM light emitted within the field of view of the spectrometer slit. ⇢surf

was computed using images of the biased SiPM with and without the slit as follows:

⇢surf =

✓P
i,j✓R3

P
20⇥
i,jP

i,j✓R2
P

20⇥
i,j

◆✓P
i,j✓R2

P
4⇥
i,jP

i,j✓R1
P

4⇥
i,j

◆
. (6.12)

where: (i) Rk, with k = {1, 2, 3} are the regions highlighted in Figure 6.20 for the HPK

VUV4 and for the FBK VUV-HD3, and (ii) PM
i,j are the number of photons counted in

the i, j
th pixel recorded by the CCD camera for an image at magnification M . In the
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Figure 6.20: Pictorial representation of how the quantity ⇢surf is calculated for the
HPK VUV4 MPPC (top) and FBK VUV-HD3 (bottom) SiPM combining the informa-
tion of Figure 6.17 and Figure 6.18. Rk, with k = {1, 2, 3} are selected regions where

the photon count is measured. See text for more details.

notation of Equation 6.12, M takes on the values of 4⇥ and 20⇥, as these images were

taken with the PLCN4X-1-7 and LMPLFLN20X objective lenses, respectively. Defining

⇢surf in this manner corrects spectrum amplitudes in two steps, corresponding to the two

factors enclosed in brackets. The first factor is the ratio of light contained within the

spectrometer slit to light contained within the local area immediately surrounding the

slit; the second factor is the ratio of light in the local area about the slit to light emitted

by the entire SiPM surface. Therefore ⇢surf e↵ectively rescales the observed spectrum

to what it would have been if the entire SiPM surface area could be enclosed in the

spectrometer field of view.

Note that defining ⇢surf as in Equation 6.12 not only accounts for the non-uniformity

of the light emitted by the SiPM over its entire surface area, but also it removes com-

plications that may arise when comparing images taken with di↵erent magnifications7.

7The regions R2 shown in Figure 6.20 are the same enclosed in white boxes of Figure 6.18. These
regions are also the ones used in Section 6.10 to perform spectral measurements, after insertion of the slit.
They were chosen for their centrality and for the absence of bright hotspots. The exact location of these
regions is however not relevant since the spectra in Section 6.10 are always scaled using Equation 6.12 to
account for the non-uniformity of the light emitted by the entire SiPM.
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The two ratios of Equation 6.12 are in fact done between counts of images taken with

the same magnification, i.e. the same objective lens. Ensuring that R
20⇥
2 corresponds

to the same area as R
4⇥
2 was done using relative translations from fixed points on the

SiPM. For example, starting from the top-left corner and then translating X SPADs to

the right and Y SPADs down, or when more precision is needed, locating recognizable

hotspots and moving xµm to the right/left and y µm up/down. The ⇢surf correction

factors for the two SiPM tested are reported in Table 6.5.

FBK VUV-HD3 HPK VUV4

⇢surf (1.72± 0.08)⇥ 10�4 (2.40± 0.12)⇥ 10�4

Table 6.5: Values of ⇢surf for the FBK VUV-HD3 and HPK VUV4 SiPMs.

6.7.3 Photon Acceptance

The photon acceptance correction factor A(�) accounts for: (i) the finite numerical aper-

ture (NA) of the microscope objectives lenses (Equation 6.2), (ii) photon absorption in

the silicon and reflection losses due to the SiPM surface coating. In what follows, it is

assumed that the light emitted by SiPM avalanches is isotropic and unpolarized. The

angular distribution of photon emission is relevant for corrections for the numerical aper-

ture, and polarization can change the probability of reflection at the various interfaces

of di↵erent dielectric media. Additionally, the correction factor A(�) is computed con-

sidering a SiPM surface coating structure constituted by a single layer of SiO2, as shown

in Figure 6.21a. This structure was provided by FBK and used in [206] for a study of

the SiPM reflectivity. When asked for comment, Hamamatsu did not disclose the HPK

VUV4 surface coating structure, and therefore due to lack of more detailed informa-

tion, the assumption was made that the HPK MPPC has the same coating structure as

the FBK VUV-HD3 SiPM. The correction factor A(�) was then computed neglecting

interference and integrating over the solid angle [207] contained within the numerical

aperture of the objective lens of the microscope as follows

A(�) =

R 2⇡
0 d�

R 2⇡
0 d�

R ⇡
0 sin ✓d✓

Z ✓Si

0
e
� dP

cos ✓ µ(�) (1�R
SiO2

Si (�, ✓))(1�R
Atm
SiO2

(�, ✓0)) sin ✓d✓ (6.13)

=
1

2

Z ✓Si

0
e
� dP

cos ✓ µ(�) (1�R
SiO2

Si (�, ✓))(1�R
Atm
SiO2

(�, ✓0)) sin ✓d✓, (6.14)
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where: (i) e
� dP

cos ✓ µ(�) (with µ(�) attenuation length) is a correction factor to account for

the self-absorption of the emitted photons in the silicon within a length dP, as shown

in Figure 6.21a, (ii) � is the azimuthal angle, (iii) R
SiO2

Si is the reflectance at the silicon

(Si)-silicon dioxide (SiO2) interface, (iv) R
Atm
SiO2

is the reflectance at the silicon dioxide

(SiO2)-atmosphere (Atm) interface. Both reflectances were computed as reported in

[207]. ✓ is the emission angle of photons in the Silicon, and ✓Si is the maximum angle for

which photons emitted in the silicon can be detected by the microscope objective. This

last quantity is shown as the dotted lines in Figure 6.21b and it is determined using the

definition of NA in Equation 6.2 and Snell’s law [207] as follows

NA = nloc sin(✓acc) (6.15)

= nSi sin(✓Si) (6.16)

✓Si = sin�1

✓
NA

nSi(�)

◆
. (6.17)

with: ni and ✓i (i = {Si, SiO2}) being the refractive indices and photon angles (measured

from the normal of the layer boundaries) of the Silicon (Si) and Silicon dioxide (SiO2)

medium. ✓0 is similarly defined using Snell’s law as follows,

✓
0 = sin�1

✓
nSi(�)

nSiO2
(�)

sin(✓)

◆
. (6.18)

The avalanche region of each SiPM SPAD is located at a certain depth (dP) from the

SPAD surface and the emitted photons need to travel a length equal to this depth before

to reach the surface and escape from it. This self-absorption mechanism is significant

for wavelengths below 450 nm due to the short attenuation lengths of UV photons

in silicon [196], but it is negligible for longer wavelengths. The exact location of the

avalanche region was not provided by FBK and HPK, however with the model developed

in Ref [159] a lower limit to its depth can be inferred. Therefore, the two depths reported

in Ref [159] will be used here to estimate dP. For the HPK VUV4, a value of dP =

0.8± 0.2µm was used, while for the FBK VUV-HD3 (that shares with the FBK VUV-

HD1 studied in [159] the same surface coating and cell structure) dP = 0.145± 0.01µm.

The wavelength dependent attenuation length was computed accordingly to the data

reported in [196].



Microscopy with Injected and Emitted Light 216

Equation 6.14 was solved numerically using the refractive index data for each wavelength

reported in [208, 209]. Figure 6.21b shows the correction factor A(�) as a function of the

wavelength. The discontinuity in the A(�) correction factor for the two SiPMs is due to

the two di↵erent objective lenses (with di↵erent numerical aperture) used in the Visible

(LMPLFLN20X) and NIR (LCPLN20XIR) spectroscopy measurement modes, as shown

in Section 6.1.2. Moreover the NIR spectroscopy mode has a higher A(�) i.e. smaller

correction factor, due to the higher objective lens NA.

Reflective losses

Reflective losses

dP

Reflective 
losses

Reflective 
losses

dP
dP = 0.8 ± 0.2 �m
dP = 0.145 ± 0.01 �m

HPK VUV4:

FBK VUV-HD3:

� 1 �m

� 8 mm
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Figure 6.21: (A) Schematic representation of the SiPM surface coating structure used
to compute the photon acceptance correction factor A(�). ✓Si is the maximum angle
for which photons emitted in the silicon can be detected by the microscope objective.
dP is the depth of the avalanche region. b) Photon acceptance correction factor A(�)
(Equation 6.14) and maximum acceptance angle (✓Si, Equation 6.17) as a function of the
wavelength for the two spectroscopy modes introduced in Section 6.2. The discontinuity
in the A(�) correction factor for the two SiPMs is due to the two di↵erent objective
lenses (with di↵erent numerical aperture) used in the Visible (LMPLFLN20X) and NIR

(LCPLN20XIR) spectroscopy measurement modes.

6.8 Final Spectrum Processing

At this point in the spectrum building procedure, the data still exist in 2D images and

are split between the visible and NIR spectroscopic measurements. In order to create the

final set of spectra, The 2D images must be integrated over their Y -pixels; i.e. projected

onto the wavelength axis. The visible and NIR measurements use di↵raction gratings

with di↵erent line densities, and therefore their wavelength calibrations and bin widths

are inherently di↵erent. This needs to be corrected in order to properly merge the two

into one final spectrum for a given over-voltage. This step is described in Section 6.8.1.

The ‘stitching’ of visible and NIR components is then described in Section 6.8.2.
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��j � ��i��j

��i

��i

Figure 6.22: Cartoon diagram of rebinning MIEL spectral data. As not all ��i are
equal, the case of bins being split between two ��

0 bins is inevitable.

6.8.1 Wavelength Rebinning

To reduce the e↵ect of statistical noise in the final spectra, the decision was made to

widen wavelength bins to 4 nm. Due to the wavelength calibration being slightly nonlin-

ear with the CCD X-pixel number, this was not as simple as amalgamating neighbouring

bins. Most of the original wavelength bins fell completely within the new 4 nm bins,

while some others ended up being split between two, as shown in the cartoon diagram

in Figure 6.22, where the i
th wavelength bin is not equal in width to the j

th bin.

To properly rebin the measured spectra, all bins split in this way, and their corresponding

bin uncertainties, were distributed according to the percentage of their widths that lie

in the wider bins; e.g. if 75% of the original wavelength bin’s width ends up in the n
th

4 nm bin, the n
th bin gets 75% of the original bin’s contents and 75% of its bin error.

6.8.2 Stitching Visible and NIR Spectra

Figure 6.23 shows an example set of visible and NIR spectra prior to stitching (FBK

VUV-HD3 over 8h20m exposure time). In the overlapping region of visible and NIR

spectra, from 550–600 nm, these two measurements should be in agreement with each

other, and no discontinuities should arise by simply plotting the visible spectrum for
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Compute weighted mean 
in this region{

Figure 6.23: Visible and NIR spectra for the FBK VUV-HD3 SiPM over an 8h20m
exposure time, prior to stitching. The mismatch in the overlapping region from 550–
600 nm is corrected by setting the spectrum amplitudes to the weighted mean of the

two measurements.

� < 550 nm and the NIR spectrum everywhere else. However, as shown in Figure 6.23,

small discrepancies in this region do appear. A possible explanation for this that there

are minute di↵erences in placement and orientation of the SiPM relative to the objec-

tive lenses between visible and NIR measurements. This can slightly change the part

of the SiPM surface area enclosed within the spectrometer’s field of view, which might,

for example, introduce an extra trench in the spectrum image or shift the image closer

to a hotspot. Both of these can change the overall observed emission rate of one mea-

surement relative to the other. To correct for this e↵ect, the spectrum amplitudes in

the overlapping region are set to the weighted average of the visible and NIR spectrum

values.

6.9 Assessment of Uncertainties

The sources of random and systematic uncertainty considered in the analysis as it has

been described to this point originate from: (i) photon counting at the CCD, following

a binomial distribution plus readout noise; (ii) background estimation within the dark

enclosure, equal to readout noise; (iii) measurement of QET from current integration;
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(iv) measurement of ⇢surf ; and (v) systematic uncertainty of the PDE calibration dis-

cussed in Section 6.4.2. Source (v) the most di�cult to account for analytically, as it is

discontinuous and correlated with photon counting and background removal. Therefore

its contribution to the total spectrum uncertainty, along with sources (i) and (ii), were

determined via toy MC simulation. Table 6.6 shows the breakdown of these contributions

FBK VUV-HD3 HPK VUV4
Source of Error Visible NIR Visible NIR

QET 8.3% 5.1% 6.4% 7.2%
⇢surf 4.6% 4.6% 5% 5%
PDE+counting+Bkg. Sub. See Figure 6.24

Table 6.6: Breakdown of contributions to total measurement uncertainty in MIEL.
These quantities are reported as the average over the relevant wavelength ranges. The

PDE+counting+Bkg. Sub. is shown in more detail in Figure 6.24.

6.9.1 Monte Carlo Modelling of Photon Transport

The toy MC model developed to assess the random and systematic uncertainties as-

sociated with photon transport from the SiPM to the CCD camera runs 5000 pseudo-

experiments with the mean number of photons emitted and the mean PDE provided as

user input. To start, it randomly samples a Poisson distribution to get a truth count

of emitted photons, NT , for the pseudo-experiment; the truth PDE, "T , is randomly

sampled from a Gaussian distribution with the user input mean PDE, and a variance

determined by Figure 6.14. The observed number of photons for the pseudo-experiment,

NO is determined by sampling a binomial distribution with NT trials and probability

of success given by "T . Following this, the observed count was turned into an estimate

of the true photon count by scaling for the mean PDE value and ADU conversion fac-

tor, similar to Equation 6.10. These truth photon count estimates were recorded for

each pseudo-experiment and their standard deviation calculated as a function of mean

PDE and true photon counts. In the case of the upper error band of PDE in visi-

ble spectroscopy mode, this toy MC model was modified slightly to make the variance

of the truth PDE Gaussian distribution vary according to wavelength, as discussed in

Section 6.4.2.

Figure 6.24 shows the standard deviation of the estimated photon count due to sources

(i), (ii), and (v) for two cases.
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Figure 6.24: Toy MC generated look-up “tables” for uncertainty estimates in MIEL.
Table (A) was used for NIR spectroscopy mode when the expected mean PDE is >1%,
and for the upper error band of the measured spectra in Visible spectroscopy mode.
Table (B) was used for the lower error band of spectra taken in Visible spectroscopy

mode.

Case A) uncertainty in PDE is proportional to PDE

Case B) uncertainty in PDE depends on wavelength

Case A) applies to both upper and lower uncertainty bounds for spectra taken in NIR

spectroscopy mode, and the upper error band for spectra taken in Visible spectroscopy

mode. This is because the lower error band in the Visible spectroscopy PDE curve is

proportional to PDE, and the spectrum itself is anti-correlated with PDE: i.e. a down-

ward shift in PDE from the nominal value would look like an upward fluctuation in the

data. Similarly Case B) applies for the lower uncertainty bound in Visible spectroscopy

mode only.

6.10 Results

Figures 6.25a&6.25b report, for the two SiPM designs tested, the number of secondary

photons emitted per charge carrier per nm N
⇤
� (�), defined as

N
⇤
� (�) =

N�(�)

��
, (6.19)

where �� represents the wavelength resolution, equal to 4 nm. Note, as the measured

wavelength range was studied with two modes of operation that comprise di↵erent sets

of objective lenses, filters, and gratings to maximize the setup detection e�ciency, after

correcting for PDE, "(�), and photon acceptance, A(�), residual discontinuities in the
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Figure 6.25: Spectra of the HPK VUV4 (A) and FBK VUV-HD3 (B) SiPMs as a
function of applied over-voltage.

spectra of Figure 6.25 were removed by measuring with the PI camera the wavelength

range [550-640] nm with both the Visible and NIR Spectroscopy modes and averaging

the CCD counts in order to obtain a smooth transition between the two modes.

The spectra in Figure 6.25 show that the secondary photon emission: (i) is predominantly

in the red and NIR: (ii) gradually decreases with decreasing wavelength, and vanishes

somewhere between 450 nm and 500 nm; (iii) increases with over-voltage. Since N
⇤
� (�)

is independent of the number of charge carriers flowing through the SiPM and the SiPM

electric field increases with increasing over-voltage, the higher N
⇤
� (�) could be related

to electric field dependent processes that contribute to the overall light production, as

shown in [167, 195, 210–212]. The increasing N
⇤
� (�) for increasing wavelength agrees

with previous measurements of photon emission in silicon P-N junctions in avalanche

breakdown [166–168, 197]. The FBK VUV-HD3, in particular, shows clear oscillations

which is a signature of thin-film interference of light traversing the SiO2 surface coating.

The HPK VUV4 does not show a similar interference pattern, most likely due to its

thinner coating. Geometry and surface coating can therefore contribute significantly to

the final spectral shape.

The presence (FBK VUV-HD3) and absence (HPK VUV4) of an interference pattern

was also measured in [206] during reflectivity measurements for the HPK VUV4 MPPC

and the previous generation of FBK SiPMs: the FBK VUV-HD1, which shares the same

surface coating and cell structure as the FBK VUV-HD3.
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The spectra in Figure 6.25 were measured up to 1020 nm. This is a consequence of

the low PDE of MIEL above 1020 nm, as shown in Figure 6.14. The PDE of MIEL is

⇠ 2.6% at 1020 nm and < 1% for wavelengths above 1050 nm. Considering the 200µm

spectrometer slit (discussed in Section 6.1.3) the S/N ratio for the longest exposure time

(i.e. lowest over-voltage) at the PI CCD camera was approximately 1 at 1020 nm for

both SiPMs (compared to S/N ⇡ 6–8 for 800 nm under the same conditions). Increasing

the slit width would have increased the S/N but would not have significantly improved

the sensitivity of MIEL above 1020 nm, since the PDE of the apparatus is so low in this

wavelength range.

Figure 6.25 can additionally be used to compute the total number of secondary photons

emitted per charge carrier—the SiPM secondary photon yield—by integrating N
⇤
� (�)

over the measured emission spectrum as follows

N� =

Z 1020nm

450nm
N

⇤
� (�) d� (6.20)

Results are reported in Table 6.7 and compared with the ones reported in [197] and [168]

measured using a S10362-11-100U HPK MPPC and a photo-diode, respectively.

A quantitative comparison with the results reported in [197] is not possible since the

author did not provide information on the average current that was flowing in the SiPM

during their measurement. The N� values reported in this work are 68.1–86.1% smaller

than the value reported in [168], which covers a similar reverse current range (Table 6.4).

A possible explanation could be found in the di↵erent spectral range covered by the two

studies. In [168] the authors measured up to 1087 nm while the analysis discussed up

to this point limits the wavelength range to 1020 nm, due to the limited e�ciency of

MIEL above this wavelength (Figure 6.14). According to [168], N� keeps increasing with

wavelength and therefore limiting the integral of Equation 6.20 up to 1020 nm would

systematically reduce the estimation of the SiPM secondary photon yield in MIEL,

resulting in a comparatively lower value than that reported in [168].

Overall the number of secondary photons emitted per charge carrier by the HPK VUV4 is

roughly a factor of two greater than that of the FBK VUV-HD3 SiPM. The exact reason

for this is not known for certain at this time, but a likely explanation lies in the size and

number of hotspots due to silicon crystal defects. Ref [205] correlates these hotspots with

dark counts based on the Shockley-Read-Hall model. Since this measurement focused
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FBK VUV-HD3 HPK VUV4
Vov [V] Photon Yield [�/e�] Vov [V] Photon Yield [�/e�]

12.1±1.0 (4.04± 0.02)⇥ 10�6 10.7±1.0 (8.71± 0.04)⇥ 10�6

12.4±1.0 (4.45± 0.02)⇥ 10�6 10.8±1.0 (8.98± 0.06)⇥ 10�6

12.8±1.0 (5.10± 0.02)⇥ 10�6 11.0±1.0 (9.24± 0.05)⇥ 10�6

Photon Yield in [197] (500–1117 nm): 1.2⇥ 10�5
�/e

�

Photon Yield in [168] [0.5-4.5] mA (413–1087 nm): 2.9⇥ 10�5
�/e

�

Table 6.7: Photon yields (number of photons emitted per charge carrier) measured
in the wavelength range [450-1020] nm for the FBK VUV-HD3 and HPK VUV4 SiPMs
as a function of the applied over-voltage. The last two line of the table represent the

photon yields measured in [197] and [168], respectively.

on dark noise induced avalanches, the greater prevalence of hotspots in the HPK VUV4

MPPC would result in greater photon yields here, assuming this hypothesis is true.

However the same is not true for internal cross-talk since, as reported in Figure 6.26 [169]

the DiCT probability of the HPK VUV4 MPPCs is of the order of 3% at Vov = 4V,

while the DiCT probability of the FBK VUV-HD3 is around 20% for the same Vov
8.

From this last point, it can be deduced that: (i) HPK trenches are highly e↵ective in

suppressing internal cross-talk relative to FBK trenches [213]; (ii) the reduction of the

SiPM secondary photon emission doesn’t necessarily follow the same design optimization

loop compatible with the reduction of DiCT.
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Figure 6.26: Direct cross-talk probability (DiCT) as a function of the applied over-
voltage measured at 163K for the two SiPMs tested in this work. DiCT probabilities
were measured using pulse counting techniques described in Section 5.2.4. Image recon-

structed from data shown in Ref [169].

The data reported in Figure 6.25 (and the results of Table 6.7) can be used as sampling

distributions for a Monte Carlo simulation to estimate the probability of photon emission

8The DiCT probability is measured as the ratio between the number of prompt (or trigger) pulses
with an integrated charge bigger than 1.5 Photo-electron Equivalent (PE) divided by the number of
prompt pulses with an integrated charge bigger than 0.5 PE.
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at a given wavelength per avalanche by each SiPM in the detector. Furthermore, paired

with careful measurements of the SiPM Photon Detection E�ciency (PDE) [159] in the

IR and NIR, this figure contains enough information to estimate the contribution of the

SiPM secondary photon emission on the total background rate for any large-area SiPM-

based detectors; this is crucial for experiments like nEXO, DUNE, and DarkSide-20k,

where the SiPMs will likely be arranged facing each other.

To conclude this section it should be stressed that, the SiPM secondary photon emission

studied here was generated solely from dark noise-induced avalanches. The high over-

voltage was then needed to ensure a reasonable S/N ratio at the CCD camera. The

number of secondary photons per charge carrier per nm reported in Figure 6.25 could

therefore di↵er from the one emitted at lower over voltages since, on average, SiPMs in

pulse counting mode are operated at much smaller over-voltages than the ones reported

in Table 6.7. The data in Figure 6.25 are however normalized to the total generated

charge in the SiPM and therefore, in principle, independent of the SiPM gain. Another

measurement of the SiPM secondary photon emission induced by laser-driven avalanches

will be taken at TRIUMF in the near future, with more realistic operating conditions

(at vacuum, cryogenic temperature, lower over-voltage, etc.). This will allow for the

study of both light propagation between neighbouring SPADs in SiPMs, and also the

emission spectrum at lower over-voltages.



Chapter 7

Conclusion And Outlook

7.1 Summary of Results

7.1.1 DEAP-3600 Profile Likelihood WIMP Search

DEAP-3600 is a WIMP search experiment with a ⇠ 3.3 tonne liquid argon (LAr) target

for elastic scattering of WIMPs o↵ of 40Ar nuclei. The WIMP sensitivity achieved in

this work with the Profile Likelihood Ratio (PLR) improves upon the previous world-

leading sensitivity with a LAr target, reported by DEAP-3600 in Ref [59]. This was a

cut-and-count analysis with a 2.1 tonne-year exposure, achieving a maximum sensitivity

of 3.9⇥10�45cm2 for 100GeV WIMPs. With a 3.5 tonne-year exposure, the PLR WIMP

search reached a sensitivity of 9.8⇥10�46 cm2. In comparing the observed sensitivity

from Ref [59] with the median expected sensitivity of a PLR analysis on a 2.1 tonne-year

exposure of DEAP-3600, the average improvement over all WIMP masses is 36.02%.

This is approximately the same as the improvement one would expect from the exposure

alone, which is estimated to be 40.47% on average. The combined improvement from

applying the PLR approach and using a dataset with a greater exposure resulted in an

overall improvement in DEAP-3600 WIMP-nucleon cross-section upper limit by a factor

of ⇠ 4 for a WIMP mass of 100GeV.

225
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7.1.2 SiPM Secondary Photon Emission

Several future dark matter and astroparticle physics experiments; such as nEXO [174],

DUNE [183], and DarkSide-20k [62]; are being constructed with Silicon Photomultipliers

(SiPMs) as their primary photosensing technology. SiPMs are arrays of Single Photon

Avalanche Diodes (SPADs), which generate self-sustaining charge avalanches upon be-

ing irradiated by even a single photon. Consequently, SiPMs introduce an additional

detector systematic e↵ect, called correlated cross-talk. This refers to when secondary

photons are emitted by the charge avalanche process in the silicon, which are subse-

quently detected by neighbouring SPADs on the same SiPM (internal cross-talk), or

by other SiPMs (external cross-talk). To characterize this systematic e↵ect, an exper-

iment called Microscopy with Injected and Emitted Light (MIEL) was constructed at

TRIUMF in Vancouver, BC, Canada, which measures the spectrum and photon yield

per charge carrier of SiPMs. In this work, two SiPM designs being considered by the

nEXO collaboration were studied: the FBK VUV-HD3 and the HPK VUV4. The spec-

tra and photon yields were measured under dark conditions (i.e. avalanches stimulated

by dark noise) and as a function of over-voltage. The spectra observed for both devices

were found to largely emit in the near-infrared, with emission intensity increasing with

over-voltage. The HPK VUV4 was found to emit roughly twice as many photons per

charge carrier compared to the FBK VUV-HD3. This is likely due to the presence of

Shockley-Read-Hall traps, which facilitate the generation of dark noise avalanches and

can be seen as the ‘hotspots’ in Figure 6.17. These hotspots are in much greater abun-

dance for the HPK VUV4 than the FBK VUV-HD3, resulting in more intense photon

emission.

7.2 Conclusion and Outlook

The results of the PLR WIMP search discussed in Chapter 4, along with results reported

by the liquid xenon dark matter community [61, 72, 143], demonstrate the e↵ectiveness

of the Profile Likelihood approach in WIMP searches. If systematics and backgrounds

are studied carefully and well understood, the PLR method is a superior analysis com-

pared to cut-and-count. For next generation WIMP searches like DarkSide-20k, which

intends to use SiPMs as its primary photosensing technology, having an understanding of
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systematics like correlated cross-talk will be crucial for building detector models. Should

DarkSide-20k consider the PLR method for their WIMP search analysis, studies like the

one discussed in Chapter 6 will be a crucial part of constraining nuisance parameters

corresponding to correlated cross-talk in their detector models. The findings of experi-

ments like MIEL can be also be used to by SiPM manufacturers like Fondazione Bruno

Kessler and Hamamatsu Photonics K.K. to improve their designs, potentially leading to

reduced impact from e↵ects like dark noise and correlated cross-talk. For example, the

emission microscopy images in Ref [194] could help Hamamatsu reduce the number of

Shockley-Read-Hall traps in their silicon deposition processes. Therefore Ref [194] and

similar studies could aid in detector modelling, as well as the development of technolog-

ical advancements that bring the dark matter community closer to potential discoveries

of new physics beyond the Standard Model.



Appendix A

Extended Mathematical

Derivations

A.1 Deriving the WIMP Relic Abundance

The following discussion is a summary of what appears in Ref [24]. We begin here with

Equation 1.31, which is

a
�3 d

dt
(a3n�) = h�annvi

�
(n(0)

� )2 � n
2
�

�
,

where a is the time-dependent scale factor of the universe, n� is the comoving is the

WIMP number density, and n
(0)
� is the WIMP number density if it remains in thermal

equilibrium with the universe. Given that the expansion of the universe is an adiabatic

process [25], this means that to good approximation, temperature T / a
�1, and thus the

product of Ta is a constant. Using this relation, a change of variable in Equation 1.31

can be done via

a
�3 d

dt

✓
a
3
n�

T
3

T 3

◆
= a

�3(aT )3
d

dt
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T 3

◆

= T
3dY

dt
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where Y = n�/T
3. If we similarly define YEQ = n

(0)
� /T

3, then Equation 1.31 can be

entirely recast in terms of the new variable Y :

T
3dY

dt
= h�annvi

�
(T 3

YEQ)
2 � (T 3

Y )2
�

(A.1)

) dY

dt
= T

3h�annvi
�
Y

2
EQ � Y

2
�
. (A.2)

It is also convenient to redefine the time variable, t, in terms of the temperature. Since

T / a
�1, which evolves monotonically in time, we can define a new time variable

x ⌘ m�/T , where the factor of m� sets the time scale according to the WIMP mass.

For example, if x ⌧ 1 (i.e. T � m�), WIMP creation/annihilation is occurring very

rapidly, which keeps the WIMP population in thermal equilibrium (Y ' YEQ) and with

relativistic average velocity. Recall the Hubble parameter H = a
�1

ȧ. This relations can

be used in combination with T / a
�1 to transform the time variable from t! x via the

Jacobian
dx

dt
=

d

dt

✓
m�

T

◆
= Hx. (A.3)

Using EquationA.3 to transform EquationA.2 yields:

dY

dt
· dt
dx

= T
3h�annvi

�
Y

2
EQ � Y

2
�✓ dt

dx

◆
, (A.4)
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2
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2
�
. (A.6)

Assuming that dark matter production occurred in the epoch of a radiation dominated

universe, the energy density of the universe, ⇢uni, would have scaled as T
4, and the

Friedmann equation (Equation 1.11) dictates,

H =

r
8⇡G⇢uni

3
, (A.7)

H / H(T ) =

r
8⇡G

3
T
2
, (A.8)

=

r
8⇡G

3

✓
m�

x

◆2

(A.9)

) H =
H(m�)

x2
, (A.10)

where H(m�) refers to the Hubble parameter at the time when T = m�.
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We now substitute EquationA.10 into EquationA.6, resulting in,

dY

dx
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x2

�
Y

2 � Y
2
EQ

�
, (A.11)

where,

� =
m

3
�h�annvi
H(m)

. (A.12)

Recall that as the universe expanded and cooled to temperatures T ⌧ m� (i.e. x!1)

the equilibrium WIMP density n
(0)
� would have scaled as e

�m�/T (see Equation 1.32).

Therefore in the limit as x!1, YEQ becomes vanishingly small and EquationA.11 can

be further approximated as
dY

dx
' � �

x2
Y

2
. (A.13)

Given that �, x, and Y are all positive values, he right-hand side of EquationA.13 is

always negative, which means that Y continuously decreases with time. Consequently,

the ratio of Y 2
/x

2 ! 0 as x ! 1, and therefore dY/dx also must become vanishingly

small. As this happens, the WIMP density variable Y asymptotically approaching a

constant value, Y1, which describes the onset of WIMP freeze-out.

Since EquationA.13 is a separable di↵erential equation, we can get an estimate of the

WIMP relic abundance by evaluating,

Z Y1

Yf

dY

Y 2
= ��

Z 1

xf

dx

x2
(A.14)
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Yf
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xf
, (A.15)

where variables with the subscript f indicate their values at the moment when WIMPs

froze out of thermal equilibrium. The WIMP abundance at the onset of freeze-out would

have been much bigger than the relic abundance, and therefore we can further simplify

and solve for Y1,
1

Y1
� 1

Yf
' 1

Y1
=

�

xf
(A.16)

Recalling that Y ⌘ n�/T
3, we can get the WIMP abundance at the time when Y first

reaches its asymptotic value of Y1. Say that this time corresponds to temperature T1;

the number density of WIMPs at that time would be Y1T
3
1 . To extrapolate this value

to the current WIMP relic abundance, we need to account for the fact that the number



Appendix A: Extended Mathematical Derivations 231

density scales as a
�3, which is done by simply multiplying by (a1/a0)3, where a0 is

current scale factor. Lastly, we need to convert the WIMP abundance to its energy

density by multiplying by its mass m�. To summarize:

n� = Y1T
3
1 when Y ⇡ Y1 (A.17)

n� = Y1T
3
0

✓
a1T1

a0T0

◆3

today (A.18)

m�n� = ⇢� = m�Y1T
3
0

✓
a1T1

a0T0

◆3

(A.19)

While typically the proportionality T / a
�1 is true, the annihilation of particles with

masses between 100GeV and ⇠ 1MeV, would have slowed the cooling of the universe as

it evolved. For example, once the temperature of the universe fell below ⇠ 200MeV, the

production of muons through the reaction �� ! µ
+
µ
� would have started to rapidly

decrease, but muon annihilation would continue to be a source of high energy (i.e. hot)

photons. As a result, to good approximation, the fraction of (a1T1/a0T0)3 ' 1/30 [24].

Substituting this into EquationA.19, as well as EquationA.16 then yields,

⇢� =
m�T

3
0

30

xf

�
(A.20)

=
m�T

3
0

30

xf

�
(A.21)

=
T
3
0

30

xfH(m�)

m2
�h�annvi

(Sub. in Eq.A.12) (A.22)

At this point, we must find a way to express H(m�) in terms of known quantities.

Combining EquationA.7 and using the exact form of ⇢uni in a radiation dominated

universe yields,

with ⇢uni =
⇡
2

30
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where gi are the spin degrees of freedom of a given fermion or boson species, and g⇤(T ) =



Appendix A: Extended Mathematical Derivations 232

P
i=fermions gi + 7/8

P
i=bosons gi is the e↵ective number of relativistic degrees of freedom

at temperature T . We can now write the WIMP energy density as,
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Finally, replacing xf with its definition in terms of WIMP mass and freeze-out temper-

ature (i.e. m�/Tf ), and dividing EquationA.28 by the critical density of the universe

brings us to the closure parameter of the WIMP relic abundance we see in Equation 1.33:
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QED.

A.2 E↵ect of the Prompt Window Boundary Placement

for PSD

Recall the form of the scintillation time profile for LAr with a singlet-to-triplet ratio R

(Equation 3.17):

S(t) =
R
⌧S

e
�t/⌧S +

1

⌧T

e
�t/⌧T ,

Integrating S(t) from 0 to some prompt window boundary tpr gives:

Z tpr

0
S(t)dt =

Z tpr

0

R
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e
�t/⌧Sdt+

Z tpr

0

1

⌧T

e
�t/⌧T dt

= R(1� e
�tpr/⌧S) + 1� e

�tpr/⌧T ,

and integrating S(t) from 0 to 1 gives:

Z 1

0
S(t)dt =

Z 1

0

R
⌧S

e
�t/⌧Sdt+

Z 1

0

1

⌧T

e
�t/⌧T dt

= R+ 1.

The objective of PSD in DEAP-3600 is to use some measure of the fraction of prompt

signal, Fpr, as a means of scattering particle identification. Therefore we can define Fpr
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as

Fpr ⌘
R tpr
0 S(t)dtR1
0 S(t)dt

=
R(1� e

�tpr/⌧S) + 1� e
�tpr/⌧T

R+ 1
. (A.29)

EquationA.29 is intended to be a near-ideal estimator of the ratio, R0, of singlet

excimers, NS , to singlet and triplet excimers combined, NS + NT . Recalling that

R = NS/NT , R0 can be expressed as

R0 =
NS

NS +NT
(A.30)

=
NS

NT (R+ 1)
(A.31)

=
R

R+ 1
. (A.32)

For LAr, where ⌧T � ⌧S, there should exist a prompt window boundary tpr such that:

(i) ⌧S < tpr < ⌧T

(ii) exp(�tpr/⌧S)⌧ 1

(iii) exp(�tpr/⌧T) ⇡ 1� tpr/⌧T

Therefore with a choice of tpr which satisfies the above conditions, EquationA.29 can

be simplified to

Fpr =
R

R+ 1
+

tpr/⌧T

R+ 1
= R0 +

tpr/⌧T

R+ 1
. (A.33)

From EquationA.33, we can see that Fpr becomes a better estimator for R0 with a

smaller tpr (provided condition (ii) is still satisfied) and with larger R. It is for this

reason that the discrimination power of PSD in DEAP-3600 improved when changing

the prompt window boundary from 150 ns to 60 ns.

An ideal prompt window boundary, where the bias in Fpr is completely unbiased, can

be achieved when the contribution of the triplet excimer scintillation within the prompt

window o↵sets the singlet excimer scintillation outside the prompt window, i.e.

Z tpr

0

1

⌧T

e
�t/⌧ T dt =

Z 1

tpr

R
⌧S

e
�t/⌧ Sdt (A.34)

1� e
�tpr/⌧ T = Re

�tpr/⌧ S . (A.35)

EquationA.35 shows that the optimal prompt window boundary which results in an

unbiased Fpr will be dependent on the singlet-to-triplet ratio R.
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A.3 Hypothesis Testing and the Neyman-Pearson Lemma

The following is a summary of the discussion of hypotheses and statistical tests from

Ref [115], and a proof of the Neyman-Pearson Lemma from Ref [214].

The aim of a statistical test is to quantify how well the predictions of various hypotheses

agree with observations. The results of the test are then used to make a decision to

either reject or not reject a specific hypothesis under consideration, which is called the

null hypothesis, H0. Statements about the validity of H0 usually involve a comparison

against an alternative hypothesis, H1. For example, a search for a new type of particle

might define H0 as a background only hypothesis, and H1 as the hypothesis with the

background plus a viable signal component. Given the assumption that an hypothesis

(null or alternative) is true, one might expect an observable quantity, x, to be distributed

according to a probability density function (pdf), f(x|H). If that hypothesis uniquely

defines the pdf, then that hypothesis is said to be a simple hypothesis. If, on the other

hand, that hypothesis has some free parameters, then it is called a composite hypothesis.

However, a composite hypothesis can become simple if one fixes the free parameters, e.g.

via measurements or in a regression algorithm.

To perform an hypothesis test, we must first define the significance level, ↵, of the

test. This is the probability of the hypothesis test producing an Error of the First

Kind: a rejection of H0 when H0 is true. Defining ↵ requires a decision boundary to

be drawn, which isolates a critical region, Rc. The definition of the critical region is

such that if the data tend to fall within Rc, then they disfavour H0. Therefore if H0 is

a simple hypothesis which predicts that the random variable, x, follows a pdf f(x|H0),

the significance level can then be defined in terms of the critical region as,

↵ =

Z

x2Rc

f(x0|H0)dx
0
. (A.36)

Generally, one picks a small significance level (↵ ⇠ 0.05) as this would limit the proba-

bility of producing an Error of the First Kind. However, as most statistical tests require

a comparison of H0 with some H1, there is another quantity to consider which mea-

sures the probability of producing an Error of the Second Kind: i.e. the probability of
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rejecting H1 when H1 is true. This quantity is defined as,

� =

Z

x/2Rc

f(x0|H1)dx
0
. (A.37)

Generally, there is no uniquely optimal statistical test which minimizes both ↵ and �

simultaneously. Thus, the quality of the test can be measured in its ability to discrimi-

nate H0 from H1, with a quantity called the statistical power of the test, M. Statistical

power will vary with the choice of Rc and H1, i.e.

M = M(Rc, H1) ⌘ 1� � =

Z

x2Rc

f(x0|H1)dx
0
. (A.38)

The conventional procedure when designing a test is to pick a significance level, and

then draw the critical region such that statistical power is maximized. Determining the

critical region in this way is a non-trivial exercise, but fortunately there is a closed-form

solution to this problem via the Neyman-Pearson Lemma, which states:

Lemma A.1. A test of the simple hypothesis H0 with respect to the simple alternative

hypothesis H1 is a “most powerful test” if the critical region Rc is chosen such that

f(x|H0)

f(x|H1)

8
><

>:

 K for all x 2 Rc

� K for all x /2 Rc

(A.39)

Ref [214] contains a simple conditional proof of this statement, which will be summarized

here. Suppose we picked a significance level ↵ for our hypothesis test comparing H0

(predicting x follows the pdf f(x|H0)) against H1 (predicting x follows the pdf f(x|H1)).

Also, suppose there exists a “most powerful” critical region, Rc, and another distinct

choice of critical region, S, which both satisfy,

Z

x2Rc

f(x0|H0)dx
0 =

Z

x2S

f(x0|H0)dx
0 = ↵ (A.40)

The critical region candidates can overlap with each other as seen in FigureA.1.
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Figure A.1: Critical regions Rc and S.

Using the notation in FigureA.1, we can say:

Z

x2A

f(x0|H0)dx
0 =

Z

x2Rc

f(x0|H0)dx
0 �

Z

x2C

f(x0|H0)dx
0 (A.41)

=
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f(x0|H0)dx
0 (from Eq.A.40) (A.42)

=
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x2B

f(x0|H0)dx
0 (A.43)

Here we assert that the antecedent in LemmaA.1 (i.e. EquationA.39) is true and show

that this leads to the stated conclusion. If LemmaA.1 is indeed true, then since the

region A is entirely contained within Rc, the following statements are also true:

f(x|H0)

f(x|H1)
 K for all x 2 A (A.44)

)
R
x2A f(x0|H0)dx0R
x2A f(x0|H1)dx0

 K (A.45)

)
Z

x2A

f(x0|H0)dx
0  K

Z

x2A

f(x0|H1)dx
0
. (A.46)
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An analogous statement can be made of the region B contained within the other critical

region S. Although since B is also entirely outside Rc, LemmaA.1 implies

Z

x2B

f(x0|H0)dx
0 � K

Z

x2B

f(x0|H1)dx
0
. (A.47)

Now can use EquationsA.43, A.46, and A.47 in the definition of statistical power:

M(Rc, H1) =

Z

x2Rc

f(x0|H1)dx
0 (A.48)

=
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0 +
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f(x0|H1)dx
0 (A.49)

� 1

K
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f(x0|H0)dx
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Z

x2C

f(x0|H1)dx
0 (from Eq.A.46) (A.50)
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f(x0|H0)dx
0
◆
+

Z

x2C

f(x0|H1)dx
0 (from Eq.A.43) (A.51)

� 1
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K

Z

x2B

f(x0|H1)dx
0
◆
+

Z

x2C

f(x0|H1)dx
0 (from Eq.A.47) (A.52)

�
Z

x2B

f(x0|H1)dx
0 +

Z

x2C

f(x0|H1)dx
0 (A.53)

�M(S,H1), (A.54)

or more directly,

M(Rc, H1) �M(S,H1). (A.55)

Since the alternative critical region S was defined arbitrarily, EquationA.55 is true in

general. Therefore a statistical test with the critical region Rc satisfies the definition of

a “most powerful test.”
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Computational Algorithms

B.1 MBLikelihood Position Reconstruction Routine

The MBLikelihood position reconstruction algorithm uses the observed number of PEs

in each PMT and the inverse-square law to find the event position which maximizes the

likelihood function:

L(r) =
255Y

i=1

Poisson(Qi;Ei(r)), (B.1)

where,

Poisson(x;�) =
�
x
e
��

�(x+ 1)
,

Qi ⌘ Observed PE count in i
th PMT,

Ei(r) ⌘ Expected PE count in i
th PMT,

=
1

|Ri � r|2
255X

i=1

Qi,

r ⌘ Event position,

Ri ⌘ Position of ith PMT.

The pseudo-code in Algorithm1 will call on the following:

1. SORT(arrayXX, arrayY Y )

Orders the elements of XX from smallest to greatest, and rearranges elements of
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Y Y accordingly; i.e. if XX[i] becomes XX[j], then Y Y [i] becomes Y Y [j]. Note:

arrays XX and Y Y are the same size.

2. PMT::GetPECount()

Returns the number of PEs detected (nSCBayes) in a specified PMT.

3. PMT::GetPosition()

Returns the 3D vector position of a specified PMT relative to the centre of the

detector.

Algorithm 1 MBLikelihood Nelder-Mead Simplex Algorithm

Require: Input (vector array rinit, PMT array P , int nmax)
1: const int Ndim  3 . Number of spatial dimensions
2: const int Nv  Ndim + 1 . Number of simplex vertices
3: float ↵ 1.0
4: float �  0.5
5: float �  2.0
6: float �  0.5
7:

8: float Qtot  0 . Get total PE count
9: int i 1

10: while (i  length(P )) do
11: Qtot  Qtot + P [i] :: GetPECount()
12: i i+ 1
13: end while
14:

15: int ncon  0 . Number of consecutive simplex contractions
16: vector array rsimp  rinit . Declare initial simplex vertices
17: while (ncon < nmax) do
18: vector L (1,1,1,1)
19: i 1
20: while (i  length(rsimp)) do
21: L[i] �ln(L(rsimp[i])) . As in Eq.B.1
22: i i+ 1
23: end while
24: SORT(L, rsimp) . See Item 1 above

25: vector rcen  1
Ndim

PNdim

i=1 rsimp[i] . Compute centroid
26: vector rref  rcen + ↵(rcen � rsimp[Nv]) . Compute reflected point
27: float Lref  �ln(L(rref))
28: if (L[1]  Lref  L[Ndim]) then
29: rsimp[Nv] rref
30: ncon  0
31: next iteration
32: end if
33: if (Lref < L[1]) then
34: vector rexp  rcen + �(rcen � rref) . Compute expanded point
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35: float Lexp  �ln(L(rexp))
36: if (Lexp < Lref) then
37: rsimp[Nv] rexp
38: else
39: rsimp[Nv] rref
40: end if
41: ncon  0
42: next iteration
43: end if
44: if (Lref � L[Ndim]) then
45: vector rcon  rcen + �(rsimp[Nv]� rcen) . Compute contracted point
46: float Lcon  �ln(L(rcon))
47: if (Lcon < L[Nv]) then
48: rsimp[Nv] rcon
49: ncon  0
50: next iteration
51: end if
52: end if . Compute shrink point
53: i 2
54: while (i length(rsimp)) do
55: rsimp[i] rsimp[1] + �(rsimp[i]� rsimp[1])
56: end while
57: ncon  ncon + 1
58: end while
59: return rsimp[1]
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B.2 Sensitive Nonlinear Iterative Peak Finding Algorithm

Algorithm 2 The SNIP Algorithm

Require: Input (float array S, int �)
1: int n 0
2: float array L zeroes(length(S))
3: float array B  zeroes(length(S))
4: while (n < length(L)) do
5: L[n] = log

�
log(

p
S[n] + 1 + 1) + 1

�

6: n n+ 1
7: end while
8: int m 0
9: while (m < �) do

10: n m

11: while (n < length(L)�m) do
12: float V1  L[n]
13: float V2  1

2

�
L[n�m] + L[n+m]

�

14: L[n] min(V1, V2)
15: n n+ 1
16: end while
17: m m+ 1
18: end while
19: n 0
20: while (n < length(L)) do

21: B[n] 
�
exp

�
exp(L[n])� 1)� 1

��2 � 1
22: end while
23: return B
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B.3 MIEL Cosmic Ray Removal Algorithm

Algorithm 3 The MIEL CRR Algorithm

Require: Input (float 2Darray S, int �cr, float Ythr)

1: int n 0

2: while (n < lengthY(S)) do

3: float array Sbkg  S[n][:]

4: Sbkg  SNIP(Sbkg,�cr) . where SNIP is defined in Algorithm2

5: int m 0

6: while (m < lengthX(S)) do

7: if (abs(S[n][m]� Sbkg[m]) > Ythr) then

8: S[n][m] Sbkg[m]

9: else

10: do nothing

11: end if

12: m m+ 1

13: end while

14: n n+ 1

15: end while

16: return S
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PLR Background Model Plots

C.1 210Po ↵ Backgrounds

(a)
(b)

Figure C.1: (A) Neck ↵ control region fit and (B) dust ↵ control region fit.
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(a) (b)

(c) (d)

Figure C.2: (A) Neck ↵ T
GAr
0 distribution. (B) Neck ↵ nSCBayes distribution for

T
GAr
0  2 with fit results of Equation 4.50. (C) Neck ↵ Fprompt distribution for TGAr

0  2
with fit results of Equation 4.51. (D) Neck ↵ Rrec distribution for TGAr

0  2 with fit
results of Equation 4.52.
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(a) (b)

(c) (d)

(e)
(f)

Figure C.3: (A) Surface ↵ T
GAr
0 distribution. (B) Surface ↵ nSCBayes distribution

with fit results of Equation 4.46. (C) Surface ↵ Fprompt distribution with fit results of
Equation 4.47. (D) Surface ↵ Rrec distribution with fit results of Equation 4.48. (E)
Full PE-dependent Surface ↵ Fprompt pdf with overlaid MC data set. (F) Surface ↵

Rrec pdf integrated from 65–650PE with MC data set overlaid.
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(a) (b)

(c) (d)

(e) (f)

Figure C.4: (A) Dust ↵ T
GAr
0 distribution. (B) Dust ↵ nSCBayes distribution with

fit results of Equation 4.53. (C) Dust ↵ Fprompt distribution with fit results of Equa-
tion 4.54. (D) Dust ↵ Rrec distribution with fit results of Equation 4.55. (E) Full
PE-dependent dust ↵ Fprompt pdf with overlaid MC data set. (F) Full PE-dependent

dust ↵ Rrec pdf with overlaid MC data set.
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C.2 Radiogenic Neutrons
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Figure C.5: (A) Radiogenic neutron T
GAr
0 distribution. (B) radiogenic neutron

nSCBayes distribution with fit results of Equation 4.56. (C) Radiogenic Neutron
Fprompt distribution with fit results of Equation 4.57. (D) Radiogenic neutron Rrec

distribution with fit results of Equation 4.58.
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