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ARTICLE INFO ABSTRACT

Keywords: Wave breaking plays a crucial role in several areas of interest in coastal engineering, such as flooding, wave
Wave breaking loading on structures and coastal morphodynamics. In the present study, Smoothed Particle Hydrodynamics
Barred beach

(SPH) simulations of monochromatic waves breaking over a rigid barred beach profile are presented. The
numerical results comprise wave heights, phase average velocities, time-averaged velocities, vorticity dynamics,
and radiation stress, and are validated versus detailed water surface and velocity measurements carried out in
a large-scale laboratory wave flume. The experimental data include velocity profiles below the wave trough
measured at 22 cross-shore locations in the bar region using acoustic and optical techniques and water surface
elevation measured along the flume using resistive gauges, acoustic gauges and pressure sensors.

This study is novel in that it analyses the hydrodynamics of wave breaking at a scale close to natural
conditions, thus significantly reducing the scale effects of most previous studies, which were conducted at a
much smaller scale.

In general, water surface elevation is well reproduced by SPH, but discrepancies with the experiments are
observed in the highly aerated breaking region, depending on the measurement technique.

The SPH simulation shows that wave breaking generates a recirculating cell, immediately above the trough
of the bar. Within this cell, near the bed, the flow is offshore directed, while in the upper part of the water
column it is onshore oriented. This flow is probably one of the mechanisms that determine the growth of the bar
when the bed is made of mobile material. The time-averaged velocity profiles are reproduced with reasonable
accuracy by the numerical model, except at the edges of the bar trough, where discrepancies with respect to
the measurements are observed. The numerical results provide detailed information, particularly interesting in
areas lacking experimental data. One of the main surprising features revealed by the SPH simulations is the
generation of a vortex pair that occurs when the cavities formed by the plunge jet collapse. These vortices can
occasionally deform the free surface.

Based on the numerical results, an analysis of the terms contributing to radiation stress shows that the
product between the horizontal and the vertical velocity components does not make a significant contribution.
Through comparisons with the SPH results, it is observed that the linear wave theory provides correct estimates
of the radiation stress in the shoaling region sufficiently far from the bar crest, while in the surf zone it
reproduces incorrect results.

Information about the appropriate SPH model setup to correctly capture the physical processes involved
in the breaking phenomenon are also presented.

Smoothed particle hydrodynamics
DualSPHysics solver
Numerical validation

1. Introduction Wei et al., 2018; Lupieri and Contento, 2015; Torres-Freyermuth et al.,
2007), due to the importance of wave breaking on e.g., beach morpho-

Wave-breaking induced hydrodynamics has been the subject of dynamics (Rafati et al., 2021; Anthony and Aagaard, 2020; van Thiel de
several studies over the last few decades (Lowe et al., 2022, 2019;
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Vries et al., 2008), wave loading on structures (Wienke and Oumeraci,
2005) and the interaction of waves with coastal ecosystems (Lee et al.,
2021). Coastal areas are particularly vulnerable to meteorological fac-
tors and to the climate change effects (Hughes et al.,, 2018), such
as sea level rise and increasing frequency of storms (Viccione and
Izzo, 2022; Kelebek et al., 2021; Pelosi et al., 2020), therefore the
availability of reliable hydro-morphodynamic numerical models, able
to predict the impact of waves on the coastal areas remains of crucial
importance. The surf zone is an area that is still subject to important
shortcomings in terms of understanding, particularly for sandy barred
beaches (Dubarbier et al., 2017; Ruessink et al., 2016). Nearshore bars
are common features of sandy beaches, both for swell-dominated and
storm-dominated wave environments, yet most previous experimental
and numerical studies on wave breaking focused on plane sloping
beaches.

Over the past decades, several numerical models have been devel-
oped to describe wave breaking phenomena. In general, these models
are developed by introducing appropriate simplifications to the con-
tinuity and momentum equations. Depending on the extent of these
simplifications, a model can potentially reproduce all or some of the
hydrodynamic processes in the breaking and surf zones. For exam-
ple, Elsayed et al. (2022) reported that adjusting the energy dissipation
parameter of a single-layer or two-layer non-hydrostatic mathematical
model, could improve the prediction of wave height, but not the flow
velocity.

Existing numerical models to describe wave breaking encompass a
wide range of approaches, such as irrotational wave theory (Grilli et al.,
2001), Boussinesq approximation (Tissier et al., 2012), Reynolds Aver-
aged Navier Stokes equations (Jacobsen et al., 2014) and Large Eddy
Simulation (Zhou et al., 2017). The models mentioned above are based
on the Eulerian approach, therefore, the system of differential equations
of each model is solved on a fixed grid by means of finite difference
or finite volume methods. However, models based on this approach
can be impractical in reproducing the highly deformed interfaces oc-
curring during wave breaking. In these cases, Lagrangian approaches
provide a more straightforward way to calculate the position of the free
surface and solve the continuity and momentum equations. The mesh-
less and Lagrangian Smoothed Particle Hydrodynamics (SPH) method,
originally developed in astrophysics (Lucy, 1977), has proved to be well
suited to simulate highly nonlinear flows with interfaces undergoing
large deformation (e.g. Dalrymple and Rogers, 2006; Khayyer et al.,
2018; Crespo et al., 2017).

The SPH method has been used to study a variety of problems
in coastal hydrodynamics, such as wave run-up (Zhang et al., 2018;
Altomare et al.,, 2014), and loading on structures (Altomare et al.,
2015; Gonzalez-Cao et al., 2019; Altomare et al., 2020) and wave
overtopping (Shao et al., 2006; Altomare et al., 2021; Suzuki et al.,
2022).

SPH has also been used to investigate wave breaking hydrody-
namics in the surf zone. Farahani et al. (2013) modelled the mean
wave-induced nearshore circulation created by breaking waves in a
simplified bar/rip channel. Wei et al. (2017) investigated short-crested
wave breaking over a planar beach and the associated wave-current
interactions and vortex generation. Makris et al. (2016) investigated
near-shore wave breaking over a relatively mild slope and highlighted
the importance of model resolution to resolve the two-dimensional
kinematics and dynamics at turbulent flow scales. De Padova et al.
(2018) analysed the vorticity generation by plunging wave breaking
both in the pre-breaking and breaking zone. Recently, Tazaki et al.
(2022) studied the sediment transport mechanisms under plunging
breaking waves using the moving particle semi-implicit (MPS) method
coupled with the discrete element method (DEM). They found that
the near-bed sediment motion was mainly determined by the pressure
gradient due to eddies generated by the plunging waves.

Zago et al. (2021) focused on the excessive energy dissipation
of sea wave when using the standard SPH formulation and follow-
ing Oger et al. (2007) developed an approach based on the kernel
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gradient correction that ensures reciprocity during particle interaction
and conserves momentum and energy.

The list of existing SPH literature on nearshore breaking and surf-
zone hydrodynamics is not fully exhaustive here, however all existing
studies have in common that they considered simple planar beach
profiles. The assessment of relevant surf zone hydrodynamic processes
using SPH for a barred beach profile has not been reported. In addition,
most of the studies on this topic have considered small waves, where
the ratio of inertial to viscous forces is much smaller than in natural
waves, so large scale effects are involved. The novelty of this study
is twofold: (1) it analyses the hydrodynamics generated by breaking
waves at a scale close to natural field conditions, thus reducing the
scale effects present in small-scale experiments; (2) it analyses wave
breaking on a barred beach profile, which is a more realistic situation
compared to the constant sloping beach profiles considered in most
previous studies. The general objective of the study is to improve
the understanding of the physical processes generated by breaking
waves and to determine the SPH model setup that provides the best
compromise between accuracy and computational effort.

In the present paper, the DualSPHysics solver (Dominguez et al.,
2022), based on the Smoothed Particle Hydrodynamics method, is used
to model wave breaking on a barred beach, including the shoaling and
the surf zones.

The simulations are compared against new laboratory data obtained
in the CIEM large-scale wave flume under monochromatic plunging
breaking wave over a fixed barred beach profile. The measurements
were part of a broader experimental program, including the inves-
tigation of wave breaking hydrodynamics under bichromatic wave
conditions (van der Zanden et al., 2019). In this paper we focus on
the previously unpublished measurements involving a monochromatic
wave condition. These experiments involve an unprecedented number
of cross-shore measurements positions, compared to previous measure-
ments carried out in the same flume (van der A et al., 2017). In this
study, the new experimental results are used to validate the SPH model
results, but also to provide additional insights into the hydrodynamic
processes occurring under breaking waves.

2. Smoothed particle hydrodynamics method and SPH solver

In SPH the fluid continuum is discretized in a finite number of par-
ticles, which represent calculation nodal points free to move in space in
a full Lagrangian framework. All particle properties (e.g. position, ve-
locity, acceleration, density, pressure) are calculated at each numerical
time step by interpolating the values of a set of neighbouring particles.
The area of influence that determines the interaction between the ith
particle and its neighbours is defined using a characteristic radius or
smoothing length (hgpy), where the weighting of the contribution of
each particle depends on the weighted kernel function (W). A Quintic
kernel (Wendland, 1995) is employed in the present study, where no
particle interaction is considered for initial particle spacing greater
than 2 X hgpy. Employing a discrete SPH formalism, based on integral
interpolants and the properties of the weighting function (Monaghan,
1992), the continuity and momentum equations can be written as
follows:

do

- = Y my (u, =) - VW, + D, )
b

du, P,+P,

7=_2< 0p 0q + 1y |V Wop + 8, 2

where ¢ is the time, ¢, and ¢, are the densities of particles a and b
respectively, m, is the mass of particle b, u, = dr,/dt and u, = dr,/dt
with r, and u, being the particle position and velocity respectively, P,
is the pressure, g is the gravitational acceleration, W, is the kernel
function that depends on the ratio between the distance between
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particles a and b and the smoothing length. In Eq. (1)D is the density
diffusion term proposed by Fourtakas et al. (2019), given by Eq. (3),
D=25hSPHQZ(0b—0a)rabZ—aVVabﬂ’ ®
3 b Op
where r,, =1, — 1}, ¢ = 0.5(c, + ¢;) is the mean speed of sound and
6 = 0.1. In the momentum equation I7,, is the artificial viscosity term
proposed by Monaghan (1992):
—®Cap Hap .
m, = o if g, -ry, <0, @
0 if W, - Typ >0,
where u,, =, — Uy, fy = Rgpylyy - Top /02, +1%), n* = 0.001 X h% . is
a parameter to prevent singularities and « is a coefficient that needs to
be tuned. Altomare et al. (2015) proposed a reference value of a = 0.01
that is based on model validation against experimental data for wave
propagation and induced loading onto coastal structures.

The linear term in the velocity difference expressed in Eq. (4) is
linked to the real shear and bulk viscosity of the continuum (Monaghan,
1985). Higher order terms introduced to handle high Mach number
shocks are neglected for applications of free surface flows. The artificial
viscosity generates a repulsive force when two particles approach each
other, otherwise it vanishes.

Gotoh et al. (2001) presented pioneering work in which the sub-
particle Reynolds stress terms were estimated using the Smagorinsky
eddy viscosity model through an LES-type scheme referred to as the
SPS (Sub-Particle-Scale) turbulence model for the particle methods.
Their method showed good agreement with experiments when repro-
ducing the dynamics of a turbulent free jet. In Dalrymple and Rogers
(2006) further analysis of the importance of LES-based sub-particle
scale (SPS) approaches to model coherent turbulent flow structure in
breaking waves is provided. Very recently, Lowe et al. (2022) employed
Laminar+SPS scheme in DualSPHysics to study reef surf zone processes
driven by plunging irregular waves: an improvement in the model
accuracy was found compared to using an artificial viscosity, with
slightly less dissipation occurring right after the start of wave breaking.
Nevertheless, Lowe et al. (2022) remark that the LES-type scheme
“would only describe the 2D features of surf zone eddies and thus
cannot resolve the small-scale 3D turbulent flow structures that are
required to properly resolve the turbulent energy cascade from large-
to small-scale eddies where turbulent kinetic energy is dissipated”.
This fact has already been pointed out by Altomare et al. (2021)
and Meringolo et al. (2018). Given the conceptual implications of using
SPS in a 2D modelling, in this study we preferred to use the artificial
viscosity and investigate its effect on the accuracy of the numerical
model.

Gotoh and Khayyer (2018) presented a comprehensive review of
the state-of-art of particles methods for ocean and coastal engineering,
where Weakly Compressible and Incompressible SPH methods, respec-
tively WCSPH and ISPH, are described and compared. WCSPH and ISPH
differ mainly in the way they solve the pressure and density fields. In a
WCSPH solver, such as DualSPHsysics (Dominguez et al., 2022) used in
the present work, an appropriate equation of state is solved in a fully-
explicit manner. Following Monaghan (1994), pressure and density are
related by Tait’s equation of state as follows:

reslfe) -

where y = 7 is the polytropic constant and B = cgao /v depends on the
reference density ¢, and on the speed of sound ¢,,. The equation of state
is stiff: oscillations in the density field are allowed within a range of 1%.
Usually this is achieved by maintaining the speed of sound at least 10
times higher than the maximum velocity in the system by adjusting the
compressibility of the fluid.

DualSPHysics is written in two languages, namely C++ and CUDA,
and optimized to use the parallel processing power of either CPUs
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and/or GPUs (Dominguez et al., 2013). GPUs offer greater computing
power than CPUs, and they are an affordable option to accelerate
SPH modelling, making the study of real engineering-scale problems
possible (Altomare et al., 2014; Dominguez et al., 2019). Within SPH,
a single (optimum) approach to incorporate solid boundaries in fluid
mechanics applications has yet to be established, with improvement
of boundary conditions being specified by the SPH community as a
priority research topic (Vacondio et al., 2021). In DualSPHysics, the
interaction between solid boundaries and fluid particles is solved by
employing Dynamic Boundary Conditions (DBCs), as described in Cre-
spo et al. (2007), which represents a very simple but robust method for
incorporating fluid-solid interactions that are easy to use, even for very
complex geometries. With this approach, solid boundaries consist of a
set of particles that are treated as fluid particles, but their movement
is constrained: the boundaries can be fixed or can move according to a
particular forcing or motion time series. The Navier-Stokes equations
are then applied to determine the interactions between boundary and
fluid particles, imposing that the movement of the boundary particles
is prescribed or equal to zero. When a fluid particle approaches a
boundary particle, the fluid density locally increases, which in turn
generates an increase in the pressure according to the equation of state
(Eq. (5)) incorporated in WCSPH. The rise of pressure determines a
repulsive force which avoids that fluid particles will pass through the
boundary particles.

However, DBCs lead to over dissipation and consequent unphysi-
cal large boundary layers. Therefore, the so-called modified Dynamic
Boundary Conditions (mDBCs) developed by English et al. (2022) are
applied in the present work. Using mDBCs, the boundary particles are
arranged similarly to DBCs, but the boundary interface is located at a
distance proportional to the model resolution away from the innermost
layer of boundary particles (defined as dp/2 for simple geometries). A
ghost node is created in the fluid domain for each boundary particle,
following the procedure described in Marrone et al. (2011). Each
ghost node is projected towards the fluid domain according to the
normal vector of the boundary pointing to the fluid. A simplified
scheme is provided in Figure 3 of Altomare et al. (2021). While for
a flat boundary, the projection is directed along the normal to the flat
surface, for boundary particles located in corners, the normal for the
projection is defined as the direction between the boundary particle
and the corner. Once ghost nodes are projected, the fluid properties
are then computed through a corrected SPH approximation. Finally,
the properties calculated at the ghost nodes are mirrored back to the
boundary particles.

In DualSPHysics, the user has the option to apply artificial viscosity
to the fluid-boundary interaction. If this is not applied, the term repre-
senting this diffusion scheme in the momentum equation is neglected.
This has been implemented to avoid unphysical damping effects at the
interface between boundary and fluid, and it has been proven to be
sensitive in some particular cases, such as in the propagation of bores
or broken waves on gentle and long beaches (e.g. Dominguez et al.,
2019).

For wave generation, DualSPHysics implements different schemes.
Waves can be generated using boundary particles as moving bound-
aries (MB) that mimic the movement of a wavemaker in a physical
facility. Long-crested second-order monochromatic waves, random sea
states (including bound long waves), and solitary waves can all be
automatically generated this way (Dominguez et al., 2019; Altomare
et al., 2017). To absorb the reflected waves at the wavemaker and
prevent the introduction of extra spurious energy in the fluid domain,
an Active Wave Absorption System (AWAS) has been implemented in
DualSPHysics (Altomare et al., 2017). The water surface elevation at
the wavemaker position is used and transformed by an appropriate
time-domain filter to obtain a control signal that corrects the wave
paddle displacement in order to absorb the reflected waves every time
step. The real-time position of the wavemaker is obtained through the
velocity correction of its motion. As an alternative to MB, waves can
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also be generated in DualSPHysics by enforcing the orbital velocity
of the fluid particles in a specific generation area, using a Relaxation
Zone method as described in Altomare et al. (2018) or by imposing
fluid velocity and surface elevation in a buffer zone defined within an
open boundary scheme (Verbrugghe et al.,, 2019). Other methods of
wave generation include that of Tsuruta et al. (2021), where waves
are generated by adjusting the position of the free surface in the
generation zone by adding or removing particles, however this method
is not yet implemented in DualSPHysics. In the present study, MBs with
wedge-type wavemaker are employed.

3. Numerical and experimental set-up

Several numerical simulations have been conducted to determine
the set-up that provided the best agreement between numerical results
and experiments. In all the simulations the modified Dynamic Boundary
Conditions (English et al., 2022) were adopted. Initially, both fluid and
boundary particles are placed on the nodes of a dp x dp square lattice.
The beach profile and the wedge-type wavemaker geometry have been
imported as external *.vtk and *.stl files, respectively, and they are
employed to fit the initial position of the boundary particles to the
shape of the domain. The so-built boundary consists of a minimum of
5 particle layers, a number large enough to apply accurately both the
density diffusion term correction and the modified Dynamic Boundary
Conditions (mDBC). Notice that neither slip nor no-slip conditions are
applied to the boundaries (not yet available in the latest version of
DualSPHysics for complex geometries): instead, the velocity of the
boundary particles is set equal to 0 as in the DBC scheme. Thresholds
for density fluctuations are set in DualSPHysics: if the density of the
fluid particles is exceeding the value of 1300 kg/m?> or is smaller than
700 kg/m?, the particle will be excluded from the simulation to prevent
further numerical errors and instabilities. After a careful check, only a
few particles (between 1 and 10 out of more than 1 million of particles)
were excluded based on that criteria.

Waves have been generated by means of a moving boundary mim-
icking the experimental wedge-type wavemaker. Fluid particles have
been created using the FILLBOX mode implemented in DualSPHysics,
which fills the empty space within boundaries up to the target water
depth. A variable time step is used based on the Courant-Friedrichs—
Lewy condition, see Monaghan et al. (1999). DualSPHysics implements
two different explicit time integration schemes. Here, the two-stage
symplectic position Verlet time integrator scheme (Leimkuhler and
Matthews, 2015) is employed.

It is important here to highlight that in SPH, there are two model
resolutions that determine the final model accuracy (Rota-Roselli et al.,
2018): (1) the interparticle distance dp that defines the total number
of SPH particles (hence calculation points), but refers only to the
discretization of the continuum into a finite number of elements placed
on an initial regular lattice; (2) the smoothing length which defines the
number of neighbouring particles used for calculation of all physical
properties at each time step for each SPH particle. When referring to
model performance and precision, a measure of the numerical error can
be defined as the ratio between the smoothing length and significant
quantities such as wave height, wave amplitude, run-up height, etc.

The phase-averaged x-velocity component was computed using
Eq. (6),

| X
Uy = — ult+m-1DT], 6
== ZI [t+(n— DT 6)
where (u) is the phase average of the x-velocity component (0 <t < T),
T is the wave period, and N is the number of waves. Each simulation
lasted 200 s but the first 60 s was removed from the time series because
it was affected by the transient start-up effects. Since the wave period
was 6 s, the phase-averaged velocities were based on N = 23 wave
periods. The time-averaged x-velocity component u, was calculated
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by averaging over an integer number of wave periods. The phase-
averaged and time-averaged z-component of the velocity, (w) and w,
were calculated similarly.

The experiments were carried out in the large-scale CIEM wave
flume at the Universitat Politécnica de Catalunya - Barcelona (Spain).
Fig. 1 shows the experimental setup. The wave flume is 100 m long, 3m
wide and 4.5m deep and is equipped with a wedge type wavemaker.
The bottom profile was generated in a previous experiment (van der
Zanden et al., 2016), and was subsequently made rigid by applying
a layer of concrete. The bed profile consists of a bar with the off-
shore face sloping at 1:12 and the onshore face sloping at 1:4. The
height of the bar, measured from the trough to the crest, was 0.65m.
Shoreward from the bar trough the bed slope was 1:125 for 10m
approximately and after which the profile ended with a 1:7 sloping
beach approximately 8 m long.

The origin of the reference system lies on the still water level, at
the position of the wavemaker at rest. The x-axis points in the onshore
direction while the z-axis points vertically. The y spanwise axis has the
origin on right channel wall, when facing the beach, and points towards
the left wall. In all the experiments, the water depth at the wave paddle
was 2.65m. The wave conditions consisted of a monochromatic wave
with period of 6s and wave height H = 0.55m.

The water surface elevation was measured at 54 unique cross-
shore locations using resistive wave gauges (12 locations), acoustic
wave gauges (27 locations) and pressure sensors (15 locations). The
water surface elevation was obtained from pressure measurements by
applying the linear wave theory. All these instruments measured at a
sampling frequency of 40 Hz.

The velocity measurements were made using two laser Doppler
anemometers (LDAs) and one acoustic Doppler velocimeter (ADV).
Fig. 2 shows the position of the velocity measurement instruments.

The LDAs were two-component backscatter systems each powered
by a 300 mW Ar-Ion air-cooled laser and equipped with a Dantec
F60 Burst Spectrum Analyser. Each LDA was fitted with a 14 mm
submersible probe with 50 mm focal length resulting in an ellipsoidal
measuring volume with a maximum diameter of 115 pm and a length
of 2 mm approximately in the y direction. The LDAs measure the u
and w velocity components of particles that pass through the measur-
ing volume, at a sampling rate that depends on the particle density
and fluid velocity and varied between 150Hz and 670 Hz. The ADV
measured the three velocity components u, v and w at a sampling rate
of 100Hz in a cylindrical shaped measuring volume with diameter of
6 mm and length of 2.8 mm. These LDAs and ADV instruments were
deployed from a frame attached to a carriage. The frame could be
moved in the z-direction while the carriage in the x-direction so that
the instruments could be positioned at specific (x, z) positions along
the profile. The velocity measurements were carried out at 22 different
cross-shore positions and for each of them three different elevations
were covered by the frame, thus producing velocity measurements at 9
vertical positions (see Fig. 2). At each cross-shore position of the frame,
waves were generated for approximately 45 min and measurements
were obtained for a duration of 12 min at each elevation, corresponding
to approximately 120 waves. For each measurement location, the ve-
locities were averaged over no less than 100 wave periods. The phase-
and time-averaged velocities were determined similarly to the SPH
simulations.

To determine the best SPH simulation setup, several simulations
have been performed to investigate the effect of key parameters on
the ability of the model to reproduce the experiments. The parameters
and results of all these simulations are shown in Appendix B to-
gether with a discussion of the results. The following set of parameters
provided the best compromise between accuracy and computational
cost: dp = 1 cm, ViscousBoundFactor (factor that multiplies « when
calculating fluid boundary interaction, Barreiro et al., 2014)=0, coeth
= hSPH/(dp\/E) = 1.3, « = 0.028 and number of particles equal to
1.44 x 10%. The value of 0.028 for « here adopted is significantly larger
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Fig. 1. Longitudinal profile of the wave flume.
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Fig. 2. Detail of the bar region showing the velocity measurement positions.

than 0.01 proposed by Altomare et al. (2015). This difference is likely
due to the greater importance of the viscous effects for wave breaking,
compared to the case of wave impacting on coastal structures studied
in Altomare et al. (2015).

In literature, the spatial resolution for water waves is usually ex-
pressed as the number of particles used to resolve the offshore wave
height and it is recommended to have H,/dp > 10 (Rota-Roselli et al.,
2018). This condition is fully satisfied in the present study since H, =
0.55 m and dp = 0.01 m.

Despite the use of the density diffusion term by Fourtakas et al.
(2019), the pressure and density fields are subject to fluctuations due to
the explicit weakly compressible scheme adopted in DualSPHysics. Re-
cently, two novel schemes have been proposed by Khayyer et al. (2023),
referred to as the Velocity-divergence Error Mitigating (VEM) and
the Volume Conservation Shifting (VCS), which will be implemented
in future releases of DualSPHysics to improve the incompressibility
condition and decrease the density fluctuations. However, despite the
lack of a particularly sophisticated modelling approach, it was verified
that the density variation in the present simulations remained below
0.3-0.4%, which is smaller than the maximum value of 1% considered
acceptable. More detailed information on the density field fluctuations
in the present simulations is given in Appendix C.

4. Comparison between SPH simulations and experiments
4.1. Water surface elevations

Fig. 3a shows the beach profile together with the position of the
breaking and plunge points. The breaking point is the location where
the free surface becomes vertical for the first time, due to the overturn-
ing process, while the plunge point is the location where the plunging
jet hits the free surface. The surf similarity parameter (Battjes, 1974)
for this wave condition is 0.84, which suggests a plunging breaker in
agreement with the experimental observations.

When the jet plunges into the water column it produces a new
wave which rapidly undergoes breaking. This breaking subsequently

generates a new wave, which breaks again and then travels towards
the shore as a bore. Fig. 3b shows the comparison between the average
wave heights from the SPH simulation and those obtained through the
experimental measurements. In the first 40 m of the channel the wave
heights oscillate spatially, with an amplitude of approximately 0.12m
and a wavelength of 15m. These oscillations are likely due to wave
reflection from the beach, which generates a partial standing wave
characterized by heights that vary in the x direction with a period
that is half the length L of the incident wave, which was estimated
to be L = 30m in the horizontal part of the flume. Based on these
observations, the estimated wave reflection coefficient is approximately
20%. In Fig. 3b, the numerical simulation shows good agreement with
the experiments before the bar, where it also captures the oscillations,
which indicates that the model correctly reproduces the reflection from
the sloping beach. The maximum wave height near the breaking point
is also reproduced with a fairly good accuracy.

In the breaking area, SPH predicts higher wave heights than most
instruments. It is hard to judge whether this discrepancy is a numerical
model overestimation, since it may be due to a difference in the defini-
tion of the free surface between wave gauges and the numerical model
and to errors in the measuring system. These errors arise from the
very complex dynamics of this region due to the water splashes and to
the two-phase air/water mixture which produce flaws in measurement
systems. The most critical locations in this respect are in x = 52.82 —
57.78 m, where the wave breaks generating the plunging jet which in
turn gives rise to large splashes. This occurs in particular at x = 57.78 m
where an acoustic and a resistive wave gauge along with a pressure
sensor are placed. Fig. 3b shows that at this position these instruments
produce different measurement values. In particular, the wave height
from the acoustic wave gauge is significantly larger than that of the
resistive wave gauge which, in turn, is only slightly larger than the
wave height obtained from the pressure sensor. These differences are
not necessarily due to malfunction, as the instruments are not based
on the same operating principle and may therefore measure different
values under critical conditions.
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Pressure sensors use linear theory to extrapolate the height of
the water surface. Therefore, when the non-linear effects induced by
shoaling and breaking are significant, the pressure sensor estimates
of the water surface elevation become less reliable. Acoustic wave
gauges measure the bouncing time of the echo due to the impact of
an acoustic pulse on the water surface. This technique is very accurate
for smooth surfaces with gentle slopes, but for waves with steep slopes
(waves before and during breaking) the echo of the acoustic pulse
does not bounce to the emitter and a lot of data is missing. Resistive
wave gauges, which evaluate free-surface elevation by measuring the
electrical conductance between two parallel metal rods, are critically
affected by splashing water and importantly they measure the upper
free-surface including air pockets generated by the plunging breaker
and this tends to distort the measure. Therefore, under conditions of
large wave breaking, there is no method that can guarantee a very
accurate measurement of wave height. This point has been previously
raised by several researchers (Van Rijn et al., 2000; Marino et al., 2022;
Astudillo et al., 2022).

Fig. 3c shows the absolute value of the difference between numeri-
cal and experimental average wave heights. As noted earlier, the most
significant differences occur in the breaking region (x = 54 — 63 m) and
mainly involve the pressure sensor and the resistive wave gauge mea-
surements, which is probably because these instruments do not detect
the large splashes occurring in this region, which are reproduced by
SPH. The acoustic wave gauges, which measure from above, are better
able to detect the splashes, which is probably why SPH is in better
agreement with these measurements, with a maximum discrepancy of
0.13m at x = 66.8m.

Fig. 3d shows the standard deviation of the wave height based on 21
experiments. The largest standard deviation is 0.06 m and is recorded
by the acoustic wave gauge placed at x = 57.78m, just after the
plunging point, where large wave-to-wave height variation is expected
due to breaking. This result is probably due to the greater sensitivity
of this instrument to large splashes. Considering that the maximum
standard deviation is about 10% of the wave height, which only occurs
at a few locations (see Fig. 3d), it can be said that the experiments did
not show important variations of the wave height from wave to wave.

Figs. 4 and 5 show a comparison between the measured and SPH
simulated phase-averaged free surface elevation at several positions
along the flume for resistive and acoustic wave gauge measurements,
respectively. Phase equal to zero corresponds to the zero upcrossing in
time of the free surface at x = 50.85m, where a resistive wave gauge
is placed. In general, there is a reasonable agreement between experi-
ments and numerical simulation although some notable discrepancies
are also observed. Time-dependent water surface elevation exhibits
shorter duration oscillations due to non-linearities which tend to gen-
erate higher order harmonics not always reproduced by SPH. These
oscillations are absent for the first couple of waves after the start of
wave generation, but they grow with time, attaining their final state
after approximately 7 wave periods.

For example, in Fig. 4, at x = 11.83 m, the wavefront shows
short period oscillations that are absent in the numerical simulation,
although the wave height is correctly reproduced. These oscillations are
also present at x = 28.54 m and at x = 47.21 m, but at these positions
the numerical simulation follows the experimental measurements more
closely. The Fourier transform of the free surface oscillations at x =
11.83 m shows that the amplitudes of the first three harmonic compo-
nents of SPH and experiments are similar to each other, but the fourth
component is significantly larger for the experiments. This is consistent
with the results shown in Fig. 4 at t = 11.83 s, where the experimental
measurements show 4 small oscillations during one wave period, that
are not reproduced by SPH. These oscillations seem to be attenuated
just before the wave break (x = 50-54 m), where the agreement
between experiments and numerical simulations seems to improve.
Due to the complexity of this flow, it is rather difficult to explain
the exact origin of the differences between numerical simulations and
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experiments, as this would require further investigations beyond the
scope of this paper.

Further differences in wave height are shown in the breaking region
(see Fig. 4) at x = 57.0lm and x = 58.21m. These discrepancies
are due to the underestimation of the free surface elevation by the
resistive wave gauges when they measure in the highly aerated water
due to strong wave breaking as discussed above. On the other hand, the
acoustic wave gauge measurements at x = 57.78 m (see Fig. 5), show
a good agreement with SPH. This result echoes that shown in Fig. 3b,
at x = 57.78 m where the wave height measured by the acoustic wave
gauge shows a good agreement with the numerical result. Note that
the wave height in Fig. 3b is not exactly the same as that inferred from
Figs. 4 and 5. This is because the wave crest and trough do not occur
exactly at the same phase at each wave period, hence the wave height
deduced from Figs. 4 and 5 is generally slightly smaller than that shown
in Fig. 3b. In Fig. 5, for x > 66.79m there is a phase difference in the
position of the wave crest between SPH and the experiments, which is
about 0.35s at x = 71.1 m. This phase difference occurs after the wave
has undergone a complex physical transformation, due to breaking and
to the secondary wave generated by the plunging jet, thus this small
discrepancy seems acceptable.

4.2. Velocity distribution and pressure

Fig. 6 shows the experimental (left) and the numerical (right) phase-
averaged velocity at 8 phases during the wave period. The experimental
results include the phase-averaged free surface elevation for reference,
since the velocity measurements do not cover the entire water column
up to the free surface, like the SPH data. In all the panels the underlying
contour plot shows the horizontal velocity component only.

At phase 7/T = 0 the wave front is approaching the bar and breaking
has not yet occurred. Similar results are provided by the numerical
simulation which better highlights the velocity distribution along the
entire water depth. At 7/T = 0.25 the free surface is arranged vertically
as the overturning of the wave front starts. At t/T = 0.34 the plunging
jet hits the free surface and at phases 0.38-0.52 it enters the water
column causing large downward velocities. After the jet has entered
the water column, it causes a clockwise circulation on the trough of
the bar that is clearly visible at the phases /T = 0.63 and 0.875. This
seems to agree with the experimental data, even though these do not
clearly reveal a recirculating flow. It is expected that this recirculation
cell constitutes one of the most important mechanisms influencing the
growth of the bar when the bed is made up by mobile material. In
general, there is a qualitative agreement between experiments and
numerical simulation.

Numerical results show high velocities near the free surface, espe-
cially during wave breaking (t/T = 0.34). It is reported in the literature
that the maximum velocity of water particles in plunging waves is of
the order of the phase velocity. For example, Chang and Liu (1998)
reported that the maximum velocity under plunging waves was 1.68
times the phase velocity. In this case, the phase velocity, estimated
according to linear theory, is 5 m/s in the horizontal part of the wave
channel and 3 m/s near the breaking point. Therefore, high water
particle velocities as those shown in Fig. 6 are expected in the breaking
region.

In the coastal region, the time-averaged velocity component plays
an important role in the transport of sediments and pollutants. There-
fore, providing information on the reliability of SPH modelling in
reproducing this quantity is of practical importance for coastal en-
gineering applications. Figs. 7 and 8 show the comparison between
measured and predicted time-averaged velocity profiles. The agreement
is fairly good both in the shoaling region and in the surf-zone. More
significant differences are observed in the trough of the bar (x = 57—
59.5 m) where the experiments show a strong gradient near the bed
while SPH yields a milder gradient. In this area, the flow is influenced
by the turbulence generated by the plunging jet, the effect of which
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would require more sophisticated models to be accurately reproduced.
Despite these limitations, the flow is reproduced with acceptable accu-
racy onshore from the bar region, such as at x = 61 m, where turbulence
still plays an important role.

The mean velocity is seaward directed in the lower part of the
water column and onshore directed in the upper part. Generally, the
elevation at which the time-averaged velocity changes direction is close
to the wave trough in the shoaling region, whereas in the surf zone
this change of direction occurs below the wave trough. Theory shows
indeed that a Eulerian onshore mass transport occurs above the trough
of the wave. Mass conservation will induce an offshore mass transport
of the same magnitude, also known as undertow, which develops in the
lower part of the water column.

Offshore from the breaking point (x < 57 m), at the elevation where
the mean velocity changes sign, the velocity gradient is extremely large.
At the same vertical positions in the surf zone (x > 57.50 m) the velocity
gradient has more moderate values. This difference is mainly due to the
turbulent mixing that characterizes the flow in the surf zone.

The time-averaged velocity profiles generated by wave propagation
in this wave flume have been previously studied by Scandura and Foti
(2011) who made measurements in the shoaling region on a sandy
beach with a 1:15 slope for different wave conditions, some of which
were not very different from those considered here. Due to the absence
of a well-developed bar, in these experiments the waves broke at about
x = 67 m, much further onshore than in the present case. A surprising
result of these experiments was the detection of time-averaged velocity
profiles with the convex side facing the shore, which in general is

an unexpected situation. The most plausible, although not entirely
exhaustive, explanation for this was the generation of offshore steady
streaming in the bottom boundary layer due to asymmetric and/or
skewed waves (see e.g., van der A et al., 2018). In Fig. 7 we observe
a different picture with respect to this study as in the shoaling region
the velocity distribution seems to follow a straight line. However, the
findings of Scandura and Foti (2011) are not unique as they have also
been reported by other studies (see references therein).

While the agreement of the present numerical results with the
experiments is similar to that of Lowe et al. (2019), there are funda-
mental differences with respect to the previous study that should be
highlighted. Lowe et al. (2019) reproduced small-scale waves breaking
on a plane sloping beach, with water depth of 0.4m in the horizontal
part of the flume, wave height of 0.128 m and wave periods of 2s or
5s. On the other hand, current simulations concern large-scale waves
breaking on a barred beach profile, for 2.65m water depth in the
horizontal part of the flume and wave height of 0.55 m, with a 6s
period, thus allowing to validate the model for wave and bed profile
conditions much more similar to those found in the field.

Fig. 9a shows an overview of the time-averaged velocity distribu-
tion. The black lines in the upper part of this figure show the maximum
(wave crest) and the minimum (wave trough) free surface elevation
along the flume computed numerically. Offshore from x ~ 57m, the
mass transport is contained between the trough and the crest of the
wave, as predicted by the linear wave theory, while onshore from this
location the mass transport also extends below the wave trough. The
most relevant feature of the average velocity distribution is the pres-
ence of a recirculating cell, in the bar through. The energy to keep this
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component, for both numerical and the experimental data.

recirculating flow is supplied by the wave breaking and in particular by
the plunging jet that penetrates the water column transferring a large
amount of momentum to depths which are close to the bed. At the most
offshore shoaling zone locations, the mean velocity is small (—0.05m/s
on average in Fig. 9a) and almost uniform over the water depth,
due to the convection which tends to homogenize the mean velocity
distribution. An example of this behaviour is also shown in figure 1
of Scandura et al. (2012) where the mean velocity distribution over
the depth was determined by solving the mean vorticity equation and
compared with experimental measurements. The negative velocities
increase shoreward, reaching values of —0.20 m/s at x = 53.5m, where
the overturning process begins. From here to x = 56.5m the mean
horizontal velocity slightly decreases in magnitude while it increases
again up to the bar trough. It is at this position that maximum and
minimum velocities are detected along the water column. Shorewards
from x = 60m, the velocity profile becomes more homogeneous again
and remains rather constant along the lower part of the water column
similarly to what was predicted and measured on the shoaling region.
As already shown in the previous figures, the agreement between
numerical results and experimental measurements is fairly good. To
provide a simple way to quantitatively compare SPH and experimental
velocities, Fig. 9b shows the absolute value of the vertically-averaged
time-averaged velocities, over those elevations below the wave trough
at which experimental measurements are available. This quantity is
denoted as [u], where the hat is used to indicate the vertical average.
As noted earlier, the largest discrepancies occur at the onshore edge of
the bar trough, while a reasonable agreement can be observed in the
other locations.

Fig. 10 shows the onshore mass transport, denoted as MT, along
the wave flume. For each of these positive mass transport values, a
negative offshore mass transport of equal magnitude occurs in the lower
part of the water column (not shown). The mass transport is rather
constant in the shoaling region, though it slightly increases prior to
breaking, attaining a maximum at around x = 54m. Within 1m in
front of the plunge point the mass transport increases very rapidly,
reaching a maximum in the middle of the bar trough after which it
decreases rapidly reaching at the onshore edge of the bar trough a
value that remains approximately constant in the surf zone. The mass
transport is approximately 0.095m>/(m s) prior to breaking while,
on average, it is 0.12m3/(m s) after breaking (x = 60-65 m). Thus,
breaking causes an increase of 26% in this case. For linear waves, using
the formula MT = gH>T /(8L), a value of 0.074 m?/(s m) is obtained in
the horizontal part of the flume, which is comparable to the numerical
pre-breaking value. The large mass transport in the trough of the bar is
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due to the recirculating cell. The amount of recirculating flow can be
estimated as the difference between the flow rate in the trough of the
bar and the flow rate at the onshore edge of the trough, which provides
0.14m3/(m s), a value that is even larger than the mass transport in the
surf zone.

Fig. 11 shows a comparison between the simulated pressure and
the pressure measured by the pressure sensors. Since we used a weakly
compressible SPH modelling approach, where the numerical speed of
sound is significantly lower than the physical one in water (the ratio
between the speed of sound and the maximum speed of the fluid, used
in the simulation, is about 20), the pressure is affected by spurious
oscillations due to acoustic waves travelling in the domain, having no
physical origin. Therefore, following Meringolo et al. (2017), we used
the Fourier transform to filter out the high-frequency fluctuations in
the pressure before comparing it to pressure sensor data. As shown
in Fig. 11, the general agreement between experiment and numerical
simulation is acceptable, although there are some discrepancies.

Before concluding this section, it should be emphasized that in this
flow the velocity in the spanwise direction (y-direction) is only due to
the turbulence generated by the breaking and is generally weaker than
in the other directions. This velocity component changes chaotically
over time and its phase average vanishes. The current flow is therefore
two-dimensional in the averaged sense. Nevertheless, 3D turbulent
fluctuations can affect the properties of the 2D flow and could be at
least partly responsible for the discrepancies between numerical and
experimental results observed here. In order to keep into account these
fluctuations, some simulations were carried out using the LES SPS based
model (Gotoh et al., 2001), but the result did not improve with respect
to the best one obtained using the artificial viscosity (see Appendix B
where the results of several simulations are summarized). This lack of
improvement is attributed to the modelling of the flow as 2D, because
in order to correctly model the subparticles Reynolds stress, the flow
must be considered as three-dimensional, which, in this case, would
be prohibitively expensive given the size of the fluid domain and
the hardware available. Other possible approaches to more rigorously
include the effect of 3D fluctuations are those based on the solution
of the Reynolds-averaged Navier-Stokes equations, which allow the
calculation of the ensemble-averaged flow quantities distributed in two
dimensions in this flow, but this would require the implementation of
turbulence models such as the k-¢ or k-w models, which are not yet
available in DualSPHysics.
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5. SPH numerical results and discussion

The analysis reported in this section is based only on the numerical
simulation results as the experimental data are not suitable for describ-
ing the physical quantities under examination because they are not
available over the entire water depth or are available on a too coarse
grid.

5.1. Vorticity

Further insights into the physical processes related to wave breaking
can be obtained by analysing the vorticity. This quantity, here denoted
as o, is the curl of the velocity field which in