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ABSTRACT   

When evaluating an Internet of Things (IoT) platform, it is crucial to consider the quality of service (QoS) 

as a key criterion. With critical devices relying on IoT technology for both personal and business use, 

ensuring its security is paramount. However, the vast amount of data generated by IoT devices makes it 

challenging to manage QoS using conventional techniques, particularly when attempting to extract valuable 

characteristics from the data. To address this issue, we propose a dynamic-progressive deep reinforcement 

learning (DPDRL) technique to enhance QoS in IoT. Our approach involves collecting and preprocessing 

data samples before storing them in the IoT cloud and monitoring user access. We evaluate our framework 

using metrics such as packet loss, throughput, processing delay, and overall system data rate. Our results 

show that our developed framework achieved a maximum throughput of 94%, indicating its effectiveness in 

improving QoS. We believe that our deep learning optimization approach can be further utilized in the future 

to enhance QoS in IoT platforms. 
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1. Introduction  

The IoT includes almost all autonomous robots, including pcs, telephones, networks, wearable technologies, 

controllers, and electric motors. The communication may take place over quick techniques like Wireless 

headphones, Enabled devices, and Bluetooth or hard cellular services like Wifi, GSM, Interaction, and internet 

connection like LTE, 3G, 4G, and 5G [1]. Elevated concentrations of Quality of Service must be ensured due 

to the widespread utilization of IoT networks, apps, and utilities in many facets of our everyday lives. The IoT 

greatly influences numerous parts of our everyday lives. Every other gadget has already internet access, and by 

2040, it's predicted that there may be around 100 billion linked gadgets online, producing approximately 100 

trillion gigabytes (GB) of information. IoT provides significant promise again for the modern intelligent 

environment due to the enormous quantities of data it generates [2]. The implementation of IoT on a much wider 

range, meanwhile, is extremely problematic, including issues regarding user privacy, environmental protection, 

and strategic planning, and that has a significant influence on QoS. The QoS of IoT environments and apps must 

be assured because numerous of our essential everyday life services rely on IoT technology [3].  IoT data may 

be used to enhance QoS of robotic IoT applications & services using data-driven DL techniques. IoT systems 

may need genuine reactions or changes after interpreting data as a method of guaranteeing excellent QoS. 

https://creativecommons.org/licenses/by/4.0/
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Microelectronic technology, the network, and telecommunication connectivity were combined to create IoT 

technologies. It refers to the usage of cognitively interconnected devices to collect information from sensing 

devices and other physically present items which are made possible via the network [4]. They have a significant 

impact on customers, the neighborhood, and businesses, allowing life-improving products in a wide range of 

situations that fall under the categories of smart lifestyle, ecosystem, and business. In a wide range of ways, IoT 

technology keeps on improving user satisfaction. To address the crucial problems of available resources, power 

use, and protection, organizations often make use of integrated smart devices and infrastructure [5]. Due to the 

challenges in existing approaches, we developed a dynamic-progressive deep reinforcement learning (DPDRL). 

In times of high use, QoS may assist decrease congestion problems by discarding or limiting minimal loads. 

Additionally, QoS may significantly minimize communication delays within IoT infrastructure by employing 

software packet forwarding to minimize traffic in key industries of the infrastructure. Hence we enhanced QoS 

by proposing a dynamic-progressive deep reinforcement learning (DPDRL). Presently, IoT-based devices and 

systems constitute the majority. This implies that it may be harmful if such devices' QoS is weakened or fails. 

As a result, it must be given higher importance to guarantee the excellent QoS of such IoT-based systems. DL 

has been used to alter multiple Computer industries owing to its many benefits as a computation methodology. 

The use of DL-based techniques to assure and achieve satisfactory QoS in IoT is not entirely evident, 

nevertheless. Hence, we developed a dynamic-progressive deep reinforcement learning (DPDRL) for the 

enhancement of QoS. The remainder of this study is organized as shown in the subsequent sections. Part II 

presents the associated work. The methods and materials were presented in part III. P part IV explains the 

suggested strategy in more detail. Part V has a performance analysis segment. In part VI, the conclusion is 

provided.  

The article [6] suggested deep learning (DL) and blockchain-empowered protection systems for intellectual 

fifth-generation of IoT which enables DL effectiveness for efficient information assessment processes and 

blockchain for user privacy. Specifically, the system would use DL for advanced information assessment 

activity. Through an examination of the received signal strength (RSSI) as well as the regression coefficients, 

the researchers in the research [7] determined the quality of the communication throughout the Time Slotted 

Channel Hopping (TSCH) system. The purpose is to get an understanding of the feature descriptors of such 

characteristics, which is necessary for selecting the optimal networks for main uses and improving the QoS 

of the system. The research article [8] introduced an innovative method that develops one deep learning 

algorithm on the infrastructure of several semi-IoT devices located all over the globe, instead of making utilize 

Graphics Processing Units (GPU) clusters that are placed inside a data center. The research paper [9] presented 

IoT devices, which are built upon deep learning sigmoid-based neural network clustering (DLSNNC) and score-

based scheduling (SBS) to enhance the QoS. It is stated in the article [10] that a "mIoT-small cell-based 

network" may be used in a vehicle set to concentrate on public bus transport systems. Unfortunately, 

incorporating tiny phones in cars for mIoT poses a challenge to allocate resources due to the continuous 

interaction that exists among microcells. This interaction could have a detrimental influence on mobile 

flexibility and scalability. When it comes to WSN for the IoT, smart routing was a significant factor which 

required improving the QoS within the system. Moreover, a main source of resources for information exchange 

in Technology ad hoc networks is a significant obstacle that needs to be overcome to prevent enormous network 

congestion, also known as network failure, increased power loss, and inequity throughout the system, all of 

which can result in a decrease in base station performance and a boost in lag about the delivering of packets 

[11]. In the research [12], the authors presented novel holistic AI-driven IoT eHealth architecture. This work 

focused the "Grey Filter Bayesian Convolution Neural Network," and it is designed to lower critical service 

quality factors such as time and complexity while maintaining a greater degree of precision. 

In the article [13], the study describes the innovative "Secure Deep Learning (SecDL)" technique that they 

developed for flexible spatial wireless sensor platforms to increase energy usage. In the research publication 

[14], the authors developed an innovative "green energy-efficient routing with DL-based anomaly detection 

(GEER-DLAD) approach" used for implementations. A concept that is being discussed allows IoT equipment 

to make use of energy efficiently in a manner that expands the channel's reach. Loss compression is the method 

employed in this system to minimize the amount of information that must be communicated over a system. 

Throughout the study [15], several difficulties and essential problems with IoT were examined, along with its 

design and important technology fields. Despite this, several obstacles and problems have to be fixed before the 

IoT can live up to its full promise. Several concerns and obstacles need to be evaluated from a variety of 

perspectives regarding IoT technology, including implementations, difficulties, robotics and automation, human 
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and ecological implications, and so on. The primary purpose of this article's review is to offer a comprehensive 

overview from the viewpoint of both the technical as well as cultural implications of the topic. 

In the research article [16], the authors undertake several analyses of how deep learning might deal without 

privacy protection difficulties in fifth-geneation networks, in contexts of heterogeneous "radio access networks 

(RANs)", extended RAN networks, and edge system layers. This is preceded by a list of important research 

directions and unresolved questions. Throughout the research study [17], the authors studied the combination 

of classification algorithms with a "Software-Defined Network (SDN) structure" to serve lag services 

in IoT settings. The DL with the best match is then used in a suggested advanced artificial intelligence model 

in the corner to retrieve an initial identified temporal information including armaments for speedy 

dissemination to enhance the apparent quality of service provided to the terminal [18]. The "Session Initiation 

Protocol," sometimes known as "SIP," is one potential foundation for such collaboration. On the other hand, 

because of its straightforward nature, the technique is susceptible to a wide variety of web-based assaults, 

including "distributed denial of service (DDoS)" and security breaches. This is suggested to use a DL-based 

paradigm used in the detection and mitigation of DDoS attacks in SIP-based networks [19]. In the research [20], 

inter-node cooperation in a spectrum-sensing framework is considered. The exponential increase of IoT fields 

like ubiquitous computing and Smart manufacturing must have resulted in a rise in the growth of mobile 

transmission capacity, which has in turn motivated the fast evolution of new boosting spectrum 

efficiency, especially for new wireless cellular networks. This expansion is a direct result of the exponential 

deployment of IoT systems. 

2. Methods  

When service providers modify system parameters to give different levels of service to respective clients, this 

is referred to as QoS. Qos refers to a system's capacity to provide applications with higher or more pertinent 

services. QoS may assist in lowering traffic load. Dynamic resource management and administration are 

supervised by QoS. Additionally, QoS establishes limitations and order of importance for various information 

types that move as broadband congestion among IP networks. The working model of the suggested technique 

can be seen in Figure 1.  

 

 

 
 

Figure 1. The working model of the proposed approach 

 

2.1 Samples of data collection 

The intended healthcare system gathers its information from the following two relevant data streams: Patients' 

routine health tracking is used to acquire the clinical information that is obtained from patient populations. Such 

data are first sent to associate distant portal units via Wifi or Bluetooth, and again they are sent to the cloud data 

centre, in which the data are preprocessed and sickness detection is performed. Some other sources of data 

collection are known as digital healthcare records, and it includes the individual participant's health history, 

evaluation statistics, and detailed patient statistics that are saved in a cloud platform. These analyses provide 

useful information regarding disease estimation and providing insights from healthcare experts [21-30]. 
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2.2 B. Data normalization for QoS 

Every level of qualitative data is distinct. For illustration, the term of expense may be millions whereas the term 

of processing time could be microseconds. To order to normalize such data into a single system, normalization 

of QoS data is required. Standardizing variables between 0 and 1 is a well-liked approach for normalization. 

The standardized quantities of qualitative data serve as the foundation for all subsequent computations. Two 

categories of QoS data are presented here: 

❖ Utility protocol: greater value equals the better caliber 

❖ Expense considerations: poorer performance as value increases 

The following equation (1) and (2) was employed to normalize QoS data.  

𝑏′𝑗𝑘 =
𝑚𝑎𝑥(𝑏𝑘)−𝑏𝑗𝑘

𝑚𝑎𝑥(𝑏𝑘)−𝑚𝑖𝑛(𝑏𝑘)
 𝑚𝑎𝑥(𝑏𝑘)! = 𝑚𝑖𝑛(𝑏𝑘)      (1)    

Where  𝑏′𝑗𝑘 = 1;   𝑚𝑎𝑥(𝑏𝑘) = 𝑚𝑖𝑛(𝑏𝑘)  

𝑏′𝑗𝑘 =
𝑏𝑗𝑘−𝑚𝑎𝑥(𝑏𝑘)

𝑚𝑎𝑥(𝑏𝑘)−𝑚𝑖𝑛(𝑏𝑘)
 𝑚𝑎𝑥(𝑏𝑘)!  = 𝑚𝑖𝑛(𝑏𝑘)        (2) 

Where 𝑏′𝑗𝑘 = 1;   𝑚𝑎𝑥(𝑏𝑘) = 𝑚𝑖𝑛(𝑏𝑘)  

 

2.3 dynamic-progressive deep reinforcement learning (DPDRL) 

Throughout this section, we briefly go to the general structure of the DPDRL we've developed before entering 

its specific algorithms. Figure 2 represents the DPDRL layout.  The sensor, control, agent, and data layers are 

the basic divisions of the system [31-34]. 

 

 
Figure 2. Layout of DPDRL 
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2.3.1 Mechanism of DPDRL layout 
A. Sensor layer 

The DPDRL design's sensor unit, which effectively accommodates a variety of wearable sensors linked via a 

wireless sensor network, is the foundation of the system. Information creation comes via devices, which are the 

fundamental part of the sensor layer. 
B. Control layer 

This layer controls routing condition transition signals along with the network's interior transfer route and the 

creation of a boundary access route. This layer modifies the system shifting and forwarding route in response 

to modifications in the network's status. Therefore, by the central power of the controllers, the system may 

remain in a condition of regular functioning. 
C. Data layer 

Most certain components in the data layer switch with Open Flow support. The Open flow protocol transition, 

which serves as the system's fundamental sending component, can only conduct forward choices by the flowing 

rules given by the controllers. The network model is always in charge of providing data and service statuses on 

the system. 
D. Agent layer 

DPDRL installed in-plane is comparable to the web application in an operating system and serves as the service's 

central processing unit. Through the operator's broader perspective, DPDRL can understand the network 

infrastructure setting. Therefore, it yields an associated forwarding strategy, assesses the program's quality after 

when the pathway is followed to evaluate the satisfaction achieved by the strategy, and thereafter makes 

adjustments to the scheme's criteria to attain greater satisfaction results. An estimated optimum forwarding plan 

for the network protocol may be provided by the automated tool after several periods of training utilizing 

previous contextual information. 

 

2.3.2 Characteristics of DPDRL 

In genuine internet circumstances, the reliability of the connections and the switching nodes' abilities would 

fluctuate while the attacks take place. Using a standard routing system to give a protected routing mechanism 

derived from a real distributed system is often not possible. By engaging only with context, reinforcement 

learning is a technique for maximizing the benefits of active learning. As a result, we design the safe routing 

optimization issue using deep reinforcement learning. The phases, events, and payoff values in the DPDRL 

must be defined to allow the DRL operator to optimize routing. The phases, events, and payoff values are 

defined in equations (3), (4), and (5). The working for DPDRL is presented in algorithm 1. 

 

𝑠( 𝑡𝑠) = [

[Υ𝑤1
( 𝑡𝑠),Υ𝑤2

( 𝑡𝑠), … . Υ𝑤𝑝
( 𝑡𝑠),

Z𝑤1
( 𝑡𝑠), Z𝑤2

( 𝑡𝑠), … Z𝑤𝑝
( 𝑡𝑠),

 m𝑤1
( 𝑡𝑠), m𝑤2

( 𝑡𝑠), … m𝑤𝑝
( 𝑡𝑠)

]                                                                                     (3) 

Here  Z𝑤𝑗
 =

A𝑤𝑗
(𝑡𝑠)

A𝑤𝑗

, A𝑤𝑗
 is the dimension of the flow entry in the switching network 𝑤𝑗 , 𝑎𝑛𝑑 A𝑤𝑗

(𝑡𝑠) seems 

to be the number of flow entries utilized by the switching network 𝑤𝑗 with in time interval 𝑡𝑠.  

 

𝑙(𝑡) = [𝑙𝑤1
𝑎𝑣𝑎𝑖𝑙(𝑡𝑠), 𝑙𝑤2

𝑎𝑣𝑎𝑖𝑙(𝑡𝑠𝑟), … … 𝑙𝑤𝑝
𝑎𝑣𝑎𝑖𝑙(𝑡𝑠𝑟)]       (4) 

𝑇(𝑟) =
1

|𝐹|
∑ (𝛼𝑇𝑤𝑗

𝑎𝑡𝑡𝑎𝑐𝑘(𝑡𝑠) + 𝛽𝑇𝑤𝑗

𝑞𝑜𝑠(𝑡𝑠))𝑗𝜖𝐹        (5) 

 

Algorithm 1: DPDRL  

1. for occurance = 1 to P do 

2.  for r = 1 to T do 

3.   Generate a little group of F transformation randomly  

  (𝑞(𝑟), 𝑙(𝑟), 𝑡(𝑟), 𝑞(𝑟 + 1)) From R 

4.    Put 𝑛(𝑟) = 𝑡(𝑟) + 𝛾𝑆 ′ (𝑞(𝑟 + 1)𝜇′ (𝑘(𝑟 + 1)|𝜃𝑠′) |𝜃𝑠′). 

5.    Modify critic by reducing the loss 𝐴(𝜃) =
1

𝑌
∑ (𝑛(𝑡) − 𝑆(𝑞(𝑟), 𝑙(𝑟)|𝜃𝑠))𝑟

2
  

6.   Modify actor policy by generated policy gradient: 
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1

𝑌
∑ ∇𝑙𝑆(𝑞, 𝑙|𝜃𝑠)|𝑞 = 𝑞(𝑟), 𝑙 = 𝜇(𝑞(𝑟))∇𝜃𝜇𝜇(𝑞|𝜃𝜇)|𝑞(𝑟)𝑗   

7.   Modify the resultant networks:   𝜃𝑆′
← 𝑅𝜃𝑆

+ (1 − 𝑅)𝜃𝑆′
, 𝑅𝜃𝑆

+ (1 − 𝑅)𝜃𝑆′
  

8.  end for 

9.  end for 

 

3. Results and discussion 

The amount of value the service provides to the user determines QoS. We consider four primary characteristics 

to assess the effectiveness of the QoS: throughput, processing delay, packet loss, and overall system data rate. 

When assessing the networks, these indicators are crucial, particularly when considering the effects of the attack. 

The existing approaches are "Low-Power Wide-Area Networks (LPWANs), distributed coordination function 

(DCF), Evolutionary Gateway-based Load-Balanced Routing (E-GLBR) algorithm, and Hybrid Moth Flame 

Optimization (HMFO)".  The ratio of the maximum number of packets to the running time is measured using 

throughput. The data is transferred via packets. The central server that sends a significant amount of data has 

the greatest efficiency. Depending upon transferred packets, overall capacity is calculated. The outcomes of 

comparing the throughput of the developed approach with those of the current techniques are shown in Figure 

3. Comparing the presented method with the other methods currently in use, it is discovered to have a higher 

throughput. While the suggested system obtained 94% of throughput, the current approaches have obtained 

throughput of 63%, 55%, 84%, and 76%. Processing delay is the amount of time it requires for networks to 

evaluate a data stream in a network that utilizes packet switching. A significant contributor to network slowness 

is processing delay. Figure 4 shows a comparison of processing delays. The suggested technique has 53% 

latency, which tends to indicate higher system performance. Data packets that have been transmitted are unable 

to arrive at their destination this is known as packet loss. All forms of electronic communication may have 

observable outcome difficulties as a result of this. The packet loss comparison is demonstrated in Figure 5. 

Packet losses for the current approaches are 88%, 65%, 74%, and 90%, accordingly. The suggested method 

achieved 50% for the loss of data packets. Overall system data rate is defined as the total transmission data rate 

that is sent through a server in a certain period of time. It describes the speed with which data is transferred 

between peripherals, or between a network and output devices. In figure 6, a comparison of data rates was seen. 

The current approaches each have a modest system rate of 55%, 75%, 65%, and 85%. The data rate for the 

suggested method is 97%. 

 

 
Figure 3. Statistical analysis of throughput  
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Figure 4. Statistical analysis of processing delay 

 
Figure 5. Statistical analysis of packet loss 

 

 
 

Figure 6. Statistical analysis of overall system data rate 

 



 PEN Vol. 11, No. 3, May 2023, pp.68-77 

75 

4. Conclusion 

Quality of Service (QoS) is a collection of services that operate on networks to ensure that the highest traffic 

and services may be reliably carried even when the network's capacity is constrained. The duration of time it 

requires for data or a transaction to be delivered and gained is known as network congestion. In this study, we 

created a dynamic progressive deep reinforcement learning (DPDRL) system to monitor user access and 

improve the QoS. The QoS data have undergone normalization. By comparing the suggested approach with 

currently used approaches, efficacy is examined. The throughput of the suggested strategy, in contrast, has 

reached 99% for enhanced quality. We will employ advanced generative adversarial networks (AGAN) in 

research directions to enhance the QoS needs of Software-Defined Networking (SDN)-IoT routing. 
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