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#### Abstract

Efforts to prevent the spread of the COVID-19 virus have underscored the critical importance of mask-wearing as a preventive measure. Concurrently, road traffic accidents, often resulting from human error, have emerged as a significant contributor to global mortality rates. This study endeavors to address these pressing issues by employing advanced Deep Learning techniques to detect mask usage and identify drowsy eyes, thus contributing to the prevention of COVID-19 and accidents due to driver fatigue. To achieve this objective, an embedded system was developed, utilizing the integration of hardware and software components. The system effectively utilizes MobileNetV2 for face mask detection and employs HOG and SVM algorithms for drowsy eye detection. By seamlessly integrating these detection systems into a single embedded device, the simultaneous detection of both mask usage and drowsy eyes is made possible. The results demonstrates a commendable accuracy rate of $80 \%$ for face mask detection and $75 \%$ for drowsy eye detection. Furthermore, the mask detection component exhibits a remarkable training accuracy of $99 \%$, while the drowsy eye detection component demonstrates an $80 \%$ training accuracy, affirming the system's efficacy in precisely identifying masks and drowsy eyes. The proposed embedded system offers potential applications in enhancing road safety. Its capability to effectively detect drowsy eyes and mask usage in car drivers contributes significantly to preventing accidents due to driver fatigue. Additionally, it plays a vital role in mitigating COVID-19 transmission by promoting widespread mask-wearing among individuals. This study exemplifies the potential of integrating Deep Learning methodologies with embedded systems, thus paving the way for future research and development in the realm of driver safety and virus prevention.
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## 1. Introduction

The COVID-19 pandemic, which has impacted many countries around the world, began in December 2019. It is characterized by symptoms such as fever, cough, shortness of breath, body aches, and loss of sense of taste and smell. In severe cases, it can lead to death. The virus spreads through the air when an infected person sneezes or communicates with others. It can also spread through water droplets, commonly known as respiratory droplets, which are expelled from the mouth or nose of an infected person and disperse in the air.

Road traffic accidents are the leading cause of death worldwide [1]. In 2015, the Police recorded an average of 80 deaths per day, which translates to approximately 3 deaths per hour, due to traffic
accidents in Indonesia. Additional data from the World Health Organization (WHO) reveals that nearly 3,400 people died daily on global roads in 2016 . The statistics concerning accidents involving motorized vehicles in Indonesia are alarmingly high. This can be observed from the accident rate data released by the KNKT (National Transportation Safety Committee) from 2010 to 2016, which recorded 41 accident investigations resulting in 443 deaths. One significant cause of accidents is driver error, specifically human error. Approximately $69.7 \%$ of motor vehicle accidents are attributed to human error, while the remaining accidents are largely caused by inadequate facilities and infrastructure. A prevalent factor contributing to human error is driver drowsiness.

The detection of a drowsy driver involves analyzing the driver's physiological state, facial pattern changes, and behavior while driving [2][3][4][5]. The driver's sleep detection system has been extensively researched, focusing on the application of image signal processing. Several methods can be employed, utilizing biological parameters and vehicle conditions [6]. Intensive studies related to drowsiness detection in drivers have been conducted. For instance, Szidonia Lefkovits conducted research on the use of Gabor filters for driver's eye detection, accurately identifying sleepiness; however, it may not be applicable to drivers wearing glasses [7]. Additionally, Maninder Kahlon and Subramaniam Ganesan developed a sleep detection system using binary eye image data. The system identifies the state of the eye (open or closed) by employing grayscale-to-binary image transformation. However, the accuracy of the resulting detection is influenced by lighting conditions and the driver's position, rendering the threshold value non-adaptive.

The MobilenetV2 network architecture optimizes memory consumption and execution speed, making experimentation and parameter setting easier. It utilizes convolutional feature layers to detect multiple scales of various sizes and uses several maps' features to improve the prediction accuracy of each class object. In the first layer, the convolutional block conv $1 \times 1$ is employed to expand the number of channels in the data, and the expansion layer functions to ensure that the output has more channels than the input in the data. Following that, depth-wise convolution filters the features as the source of the ReLU6 section. In the third layer, the $1 \times 1$ conv layer is used to project data with a high number of dimensions into a tensor with a lower number of dimensions known as the bottleneck layer[8][9][10][11].

TensorFlow is a versatile framework designed to enable computational graphs to run on various platforms and hardware environments, prioritizing portability. The unique aspect of identical codes allows TensorFlow neural networks to be adaptable, whether in a cloud environment distributed across multiple machines or on a single laptop. This flexibility makes the framework suitable for serving predictions on dedicated servers or mobile platforms like iOS or Android. In the context of embedded devices such as Raspberry Pi and NVIDIA: Jetson, TensorFlow can be utilized for prediction tasks. Specifically, NVIDIA: Jetson is a preferred embedded device for serving predictions. TensorFlow is compatible with multiple operating systems, including Windows, Linux, and MacOS[12][13][14][15].

The research study conducted by Nagrath et al. [16] focuses on a dataset labeled "with_mask" and "without_mask," which is categorized into two classes. The primary objective of the study was to predict whether someone is wearing a mask correctly. To achieve this, the authors employed two algorithms. In the first step, the images undergo preprocessing and are trained across the dataset. In the second step, the model trained in the previous phase is used to accurately detect face masks. The developed system serves as a reference for future applications and research. The system also serves as a reference for the following research applications, in which a real-time drowsiness eye detection feature is added [16][17][18][19].

In the study conducted by Abbas [20], a Hybrid Fatigue detection system was developed. This system incorporates both visual and non-visual features obtained from multiple cameras and ECG sensors. The initial stage of the system involves detecting the driver's face in the video footage. Subsequently, the system calculates the eye aspect ratio (EAR) and mouth aspect ratio (MAR) values to determine whether the driver's eyes are open or closed and whether yawning is occurring. Additionally, the system utilizes an ECG sensor to measure the driver's heart rate (bpm). The developed system serves as a reference for future research applications. Furthermore, a real-time mask detection feature is planned to be integrated into the system[2][6][10][20][21]. Related studies on the use of HOG and SVM algorithms for drowsy eye detection in drivers with different applications include: the use of HOG and

SVM features to enhance driver safety and security [22][23], the use of HOG and SVM features to prevent traffic accidents[24], and the use of HOG and SVM features to improve detection accuracy[25].

## 2. Materials and Methods

The methodology employed in this research comprises multiple stages aimed at developing an efficient and reliable system. The primary objective of this research is to create a solution capable of detecting whether a car driver is drowsy or wearing a mask, utilizing embedded system technology.

Figure 1 illustrates the block diagram of the research approach to monitor drowsy eyes and face masks. The system uses a driver's camera, with a webcam strategically positioned to capture the driver's frontal facial image [26]. Subsequently, the frames are extracted to obtain 2-dimensional images[27]. The MobileNetV2 model is utilized to detect the face mask within the frames, while the HOG and SVM algorithm are employed to detect drowsy eyes (Eye Detection) within the frame.


Fig. 1. The block diagram of the research


Fig. 2. Methodology system of the research

### 2.1. Data Collection

The initial stage of this research is dedicated to data collection. The primary dataset was sourced from Kaggle's dataset, comprising 1387 open-eyed images and 1320 closed images, totaling 2707 images. Furthermore, images of individuals both wearing and not wearing masks were included, resulting in a total of 1500 images each, and thus making the overall dataset consist of 3000 images. These images
were then divided into training data and testing data, creating a collection of training and testing images.

### 2.2. Data Processing

2.2.1 Resizing images (for mask detection) and facial landmark histogram (for drowsy eyes detection) After collecting the dataset, the mask detection process continued with data pre-processing. Initially, the data was cleaned to remove, identified, and correct damaged or poor-quality images. Subsequently, the images were converted into a dataset for input. The next step involved resizing or equalizing the size of all image dimensions to 224 pixels. The images were sorted alphanumerically, converted into a tensor, and then transformed into an array format. Finally, the image was scaled within the range of [$1,1]$.

In the drowsy eye detection section, a face detector is utilized, which is a combination of Histogram of Oriented Gradients (HOG) features, linear classification, pyramid image, and other techniques, implemented using the software library called dlib. The process starts by dividing the image into a grid of interconnected small networks and calculating the gradient. Then, a histogram is derived from this gradient, and these histograms are combined.

### 2.3. Model Training, Validation and Model Testing

The dataset is typically divided into three subsets: training, validation, and testing sets. The training set is used to train the model, the validation set is used to tune hyperparameters and evaluate the model's performance during training, and the testing set is used to assess the final performance of the trained model. MobileNetV2, which consists of depth-wise separable convolutions and inverted residual blocks, was employed as a feature extractor for various computer vision tasks. The model was trained using the training set by iterating over the data for a specified number of epochs. After that, different experiments were conducted with varying values, and the model's performance on the validation set was evaluated to find the best combination. Once the training process was complete, the final model's performance was evaluated using the testing set.

### 2.4. Integration with Embedded System using NVIDIA Jetson Nano

All previous processes were then applied to existing embedded devices such as NVIDIA Jetson, which functions like a small computer to process the previously mentioned method, equipped with a camera as a detection tool. The NVIDIA Jetson Nano is a powerful embedded computing platform specifically designed for AI and computer vision applications [28][29][30]. It includes the TensorFlow framework, which is a software framework for numerical computing based on data flow graphs. TensorFlow serves as an interface for providing and implementing machine learning algorithms, primarily deep learning networks. Some applications utilize object detection from the TensorFlow library, and previously, developers had to create a dataset and train models on their own computer [31].

### 2.5. Performance Evaluation using System Testing on the Embedded System

After successfully applying the model to the embedded device, the system testing process was carried out to visualize the detection results. When the driver's face is detected, the system displays a box containing percentage information and detection details for mask detection. For drowsiness detection, a green mark is displayed around the detected eye area. If the eye area shows signs of narrowing or reaches the threshold limit of 0.25 within a time length of 45 frames, the system triggers a notification indicating the drowsiness status.

## 3. Results and Discussion

In this section, we evaluate the methodologies employed by various algorithms utilized in this research. These methodologies include the examination of hardware devices used, the results of face mask detection tests, drowsy eye detection tests, and the evaluation of an embedded system in a car, as well as the outcomes obtained from testing each detection system. Within this research, we conducted a thorough investigation of the current methodologies employed in the field and critically assess the algorithms and techniques used for face mask detection and drowsy eye detection. Additionally, we explored the hardware devices used in the experiments, such as cameras or sensors, along with the specific configurations and settings implemented. The study details the process of conducting tests to evaluate the performance and effectiveness of the detection systems. For face mask detection tests, the research presents the collected data and analyzes the accuracy, precision, and recall of the detection
system. We thoroughly evaluate the system's ability to correctly identify and classify individuals wearing face masks during the testing process. Comprehensive insights into the challenges and limitations encountered during the testing process are provided. The research also discusses the accuracy, precision, and recall of the face mask detection system and the system's capability to correctly identify individuals wearing face masks.

Similarly, drowsy eye detection tests are conducted meticulously. The research explains the experimental setup, which includes the use of eye-tracking devices or video recordings to monitor eye behavior. We then analyze the obtained results and discuss the accuracy, sensitivity, and specificity of the drowsy eye detection system. Additionally, the research evaluates the embedded system's integration into a car environment, examining its practical implementation and performance in realtime contexts. Detailed insights are provided regarding the results obtained from the face mask detection tests, drowsy eye detection tests, and the evaluation of the embedded system in a car. The analysis of the results is supported by statistical measures and comparisons to validate the effectiveness and reliability of the detection systems. The results of the tests in this research cover the hardware devices used, the face mask detection test results, the drowsy eye detection test results, and the evaluation of the embedded system in a car. Each detection system's performance is thoroughly discussed and analyzed in this section.

### 3.1. Hardware specifications

The deep learning and evaluation process is carried out on the NVIDIA Jetson Nano device, while the dataset creation process and training are performed on a laptop. The specifications of both the NVIDIA Jetson Nano and the laptop used for training are shown in the following table:

Table 1. Hardware Specifications

| No | Description | Spesification |
| :--- | :--- | :--- |
|  | NVIDIA Jetson Nano |  |
|  | - CPU | Quad-core ARM® Cortex®-A57 @ 1.43 GHz |
| 1 | - GPU | NVIDIA Maxwell ${ }^{\text {TM }}$ with 128 NVIDIA CUDA® cores |
|  | - Memory | 4 GB 64-bit LPDDR4 1600MHz - $25.6 \mathrm{~GB} / \mathrm{s}$ |
|  | - Storage | 64 GB |
|  | - OS | NVIDIA Linux4Tegra (L4T) 32.1 |
|  | Laptop |  |
|  | - CPU | Intel(R) Core(TM) i7-1065G7 @ 1.3GHz |
| 2 | - GPU | NVIDIA GeForce GTX 1650 Max-Q Design 4GB |
|  | - Memory | 16 GB |
|  | - Storage | 500 GB |
|  | - OS | Windows 10 |

### 3.2. Face Mask Detection Test

In this section, we utilize the MobileNetV2 algorithm for face mask detection. This algorithm utilizes convolutional neural network (CNN) architecture, which is specifically designed for object detection on mobile devices with limited resources and combines concepts from various techniques, including depthwise separable convolutions and bottleneck layers. The key features of MobileNetV2 include Depthwise Separable Convolution, Bottleneck Layer, Inverted Residuals with Linear Bottlenecks, and Network Structure.

The first key feature, depthwise separable convolution, separates the convolution operation into two stages: depthwise convolution, which convolves each input channel separately, and pointwise convolution, which combines the channels. This significantly reduces the number of parameters without sacrificing detection quality. Meanwhile, the bottleneck layer used to reduce the number of channels in the feature map before performing convolutional operations. This helps reduce computational complexity while preserving important information representation.

On the feature inverted residuals with linear bottlenecks, MobileNetV2 utilizes inverted residual blocks with linear bottlenecks as its basic units. Each block consists of a $1 \times 1$ convolution to reduce the number of channels, followed by depthwise separable convolution, and ends with another $1 \times 1$ convolution to restore the channel count. Beside that, on the feature network structure, MobileNetV2 has a deep network structure, comprising multiple blocks with different resolution scales. In the early
layers, higher resolution scales are used to obtain better spatial information, while lower resolution scales are employed in deeper layers to extract more abstract features.

Each selected model was trained with epochs for feature extraction, and we uses steps per epoch and re-compile the model. After the training process was complete, a mask detection test was performed on images from the camera. Human faces that are detected will be surrounded by a green border box, while faces not wearing masks will have a red border box. In Figure 2, the results of testing mask detection on the Embedded System Jetson Nano are shown. The findings indicate that out of the 20 analyzed facial images, 16 human faces were accurately recognized, resulting in a mask detection accuracy rate of $80 \%$.


Fig. 3. The result of face mask detection

### 3.3. Drowsy Eye Detection Test

In this section, we utilized two algorithms: HOG (Histogram of Oriented Gradients) and SVM (Support Vector Machine) for drowsy eye detection. The HOG method calculates the distribution of gradient orientations within local image regions, quantifying the shape and texture information by dividing the image into small cells and computing histograms of gradient orientations within each cell. These histograms capture the local structure and provide discriminative information for drowsy eye detection. After extracting the HOG features, we train an SVM model to learn the patterns associated with drowsy eyes and normal states. SVM is a supervised learning algorithm that uses a decision boundary to separate different classes in the feature space. In sleep detection, the SVM model is trained on labeled drowsy eye and normal (open eyes) data to find an optimal hyperplane that maximally separates the two classes. The dataset is preprocessed, and the extracted features are used to train the SVM classifier with the labeled dataset.

Subsequently, drowsy eye detection tests were carried out on images from the camera. Using the two algorithms, we provided marks on the results. Specifically, the detected eye will be marked with a green border box around the eye area. If the eye area shows an increasingly narrowed area or reaches the threshold limit of 0.25 for a length of time equal to 45 frames, a notification of sleepiness status will be triggered. In Figure 3, the results of testing drowsy eye detection on the Embedded System Jetson Nano are shown. The findings indicate that out of the 20 analyzed facial images, 15 human facial conditions were accurately identified, resulting in a drowsy eye detection accuracy rate of $75 \%$.


Fig. 4. The result of drowsy eye detection

### 3.4. Drowsy Eye Detection Test

In this section, the system that has been prepared with the required embedded system using Jetson Nano is tested. The purpose of this test was to check if the embedded system and the detection program
can be loaded and work properly in a car. The test results show that the embedded system performs well, successfully detecting the use of face masks and drowsy eyes. The IoT setting is depicted in Figure 4, and the results of the running system are shown in Figure 5.


Fig. 5. The Embedded System using Jetson Nano


Fig. 6. Embedded system test results in the car (a) Face mask detection (b) Drowsy eye with an alert to the driver. In this phase, a series of tests were conducted, which included generating training reports, Receiver Operating Characteristics (ROC) graphs, and computing the Area Under the Curve (AUC) values. These tests involved using the trained model and varying the number of epochs during the experimentation process. Detailed training reports were generated during the tests to assess the model's performance. These reports provided valuable insights into various metrics, such as accuracy, loss, and convergence. By analyzing these metrics, the researchers gained a comprehensive understanding of the model's behavior and performance trends throughout the training process.

Receiver Operating Characteristics (ROC) graphs were also constructed to evaluate the ability of the model to differentiate between different classes. These graphs visually depict the trade-off between true positive rates and false positive rates at various classification thresholds. By examining the ROC curves, we can assess the model's sensitivity and specificity and determine the optimal threshold for classification. In these experiments, we varied the number of epochs, which represents the number of times the entire training dataset was passed through the model during training. By adjusting this parameter, we explored the impact of different training durations on the model's performance. This allowed us to analyze how the model's accuracy, convergence, and other metrics evolved as the training progressed.

Table 5. Accuracy and AUC results

| Detail | Epoch | 100 | 200 | 300 | 400 | 500 | 600 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FaceMask Detection | Accuracy | $99 \%$ | $99 \%$ | $99 \%$ | $99 \%$ | $99 \%$ | $99 \%$ |
|  | AUC | 0,99 | 0,99 | 0,99 | 0,99 | 0,99 | 0,99 |
| Drowsy Eye Detection | Accuracy | $80 \%$ | $80 \%$ | $83 \%$ | $84 \%$ | $84 \%$ | $84 \%$ |
|  | AUC | 0,79 | 0,80 | 0,82 | 0,83 | 0,83 | 0,83 |

The results obtained during the testing phase, where we varied the number of epochs for both face mask and drowsy eye detection, are presented in Table 5. The findings clearly demonstrate that the face mask detection system achieved an impressive accuracy of approximately $99 \%$, outperforming the drowsy eye detection system, which showed a commendable accuracy rate of around $83 \%$.

## 4. Conclusions

Based on the conducted tests and thorough analyses, we can draw the following conclusions: The mask detection system, integrated into an embedded system, exhibits a commendable accuracy rate of $80 \%$ in detecting faces of individuals wearing masks. Similarly, the eye detection system on the embedded system achieves an accuracy rate of $75 \%$ in detecting the faces of the same individuals. The deep
learning-based Mask and Drowsy Eyes Detection system, which incorporates glasses recognition, showcases promising accuracy in detecting faces, eyes, and identifying the presence of glasses.

To further advance this research, several limitations were identified. Addressing these shortcomings may involve enriching the dataset with a larger and more diverse set of conditions. Additionally, incorporating cameras with higher resolution capabilities could significantly enhance the detection performance. These improvements hold the potential to achieve more precise and reliable results in face and eye detection.

Regarding future applications, the research presents promising potential for deployment in various contexts, including travel cars and online ride-sharing services like GrabCar or GoCar. By incorporating the Mask and Drowsy Eyes Detection system into vehicles, it can play a vital role in enhancing safety measures and providing timely alerts to drivers concerning potential risks associated with mask usage and drowsiness. These findings underscore the effectiveness and versatility of the developed deep learning-based detection system. Further advancements in dataset quality, camera technology, and real-world integration hold the promise of achieving even greater accuracy and reliability in detection capabilities in the future.
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