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A R T I C L E  I N F O   
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A B S T R A C T   

A large sample of ground-based evapotranspiration (ET) measurements made in the United States, primarily from 
eddy covariance systems, were post-processed to produce a benchmark ET dataset. The dataset was produced 
primarily to support the intercomparison and evaluation of the OpenET satellite-based remote sensing ET (RSET) 
models and could also be used to evaluate ET data from other models and approaches. OpenET is a web-based 
service that makes field-delineated and pixel-level ET estimates from well-established RSET models readily 
available to water managers, agricultural producers, and the public. The benchmark dataset is composed of flux 
and meteorological data from a variety of providers covering native vegetation and agricultural settings. Flux 
footprint predictions were developed for each station and included static flux footprints developed based on 
average wind direction and speed, as well as dynamic hourly footprints that were generated with a physically 
based model of upwind source area. The two footprint prediction methods were rigorously compared to evaluate 
their relative spatial coverage. Data from all sources were post-processed in a consistent and reproducible 
manner including data handling, gap-filling, temporal aggregation, and energy balance closure correction. The 
resulting dataset included 243,048 daily and 5,284 monthly ET values from 194 stations, with all data falling 
between 1995 and 2021. We assessed average daily energy imbalance using 172 flux sites with a total of 193,021 
days of data, finding that overall turbulent fluxes were understated by about 12% on average relative to available 
energy. Multiple linear regression analyses indicated that daily average latent energy flux may be typically 
understated slightly more than sensible heat flux. This dataset was developed to provide a consistent reference to 
support evaluation of RSET data being developed for a wide range of applications related to water accounting 
and water resources management at field to watershed scales.   
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1. Introduction 

Large sample datasets of ground-based evapotranspiration (ET) 
measurements from eddy covariance (EC) systems are highly sought 
after and are highly regarded by multiple disciplines in the Earth sci
ences as well as by the natural resource policy and management com
munities (Fisher et al., 2017). Such data have limited availability, due in 
part to the cost and specialized skills required to install and maintain EC 
systems and process the data. Therefore, it is common to use existing 
datasets and perform post-processing steps to ensure consistency across 
different datasets (e.g., Fisher et al., 2008). Post-processing decisions 
involving EC data aggregation, quality assurance and quality control 
(QA/QC), and energy balance closure corrections are frequently per
formed in an ad hoc manner within a study-limited scope rather than in 
a standardized or reproducible manner (Bayat et al., 2021). Although 
the use of existing EC measurements may be inappropriate in some 
circumstances due to system instrumentation, spatio-temporal limita
tions, or data processing performed, large sample ground-based ET 
datasets having reproducible and well documented data provenance are 
needed, particularly for benchmarking purposes (Pastorello et al., 
2020). Because EC data continue to be collected and more EC stations 
continue to be installed, robust tools for ingesting new data records into 
existing datasets are also important. 

Data integration across sites and networks results in data uncertainty 
due to site operation considerations and regional differences in topog
raphy and meteorological conditions (Allen et al., 2011). For example, 
systematic error from surface energy imbalance can arise due to station 
siting or techniques for processing the raw high frequency data (Moore, 
1986; Finnigan et al., 2003); improper calibration, placement, and 
limitations of instrumentation (Kristensen et al., 1997; Högström and 
Smedman, 2004); and outlier detection and removal, gap-filling tech
niques, and other factors (e.g., Massman and Lee 2002; Fisher et al., 
2007; Foken, 2008). A standardized post-processing and QA/QC routine 
cannot completely remove uncertainty and bias but can minimize them 
and ensure that results are reproducible (Moncrieff et al., 2004). The 
ONEFlux data pipeline for processing EC data, which was developed for 
the FLUXNET2015 dataset (Pastorello et al., 2020), advanced the stan
dardization of eddy flux post-processing techniques. The EC closure 
correction methods we describe here are patterned after the procedures 
of ONEFlux, but our overall data processing pipeline differs from 
ONEFlux to additionally include data outside of FLUXNET (Baldocchi 
et al., 2001), to facilitate comparisons with remotely sensed ET (Melton 
et al., 2021), and to perform other flux data analyses such as energy 
balance closure assessments and footprint estimation. This led us to 
develop a suite of open-source Python tools for the reproducibility of 
methods and data provenance (e.g., Volk et al., 2021) that complement 
and add to the functionality provided by the ONEFlux tool. 

We identified energy balance closure corrections to daily average 
latent energy fluxes as an important step for improved ET estimates, 
mainly because non-closure is widely reported and known to exist at EC 
towers, particularly those having heterogeneous land cover, tall canopy 
heights, non-flat terrain, and during periods of high stability/weak 
turbulence or strong advection (e.g. Aubinet et al., 2000; Twine et al., 
2000; Wilson et al., 2002; Barr et al., 2006; Fisher et al., 2007; Foken, 
2008; Mauder et al., 2013). Conducting closure corrections on daily 
aggregated data as opposed to hourly or higher frequency data was 
chosen for reasons associated with the effects of diurnal hysteresis in 
fluxes and phase lags between energy balance components and the 
environmental variables that affect them (e.g., Li et al., 2008; Gao et al., 
2010; Lin et al., 2019; Dhungel et al., 2021). For example, Leuning et al. 
(2012) suggest that temporal variations in energy storage (in soil, air, 
and biomass), which tend to reduce at the daily scale, can result in an 
additional 15% of understatement of turbulent fluxes relative to radia
tive fluxes at hourly timescales. The sources and patterns of energy 
balance closure error remain a key area of study in the scientific com
munity (e.g., Bambach et al., 2022 and Dhungel et al., 2021); therefore, 

we leveraged data from a large sample of flux sites (251), ingested to 
form the benchmark ET dataset, to analyze energy balance closure error 
and its relation to land cover type and seasonality. The dataset is also 
used to evaluate the relative magnitude of closure error expressed be
tween latent and sensible heat fluxes. In addition, assessment at daily 
rather than half-hourly timesteps, as reported by most large sample 
studies on EC closure error, presents a unique insight into the energy 
balance closure problem (Stoy et al., 2013; Wilson et al., 2002; Twine 
et al., 2000; Foken, 2008). 

A key step for comparing remotely sensed ET (RSET) against in situ 
flux measurements is the development of accurate and representative 
flux footprints for sampling of pixels in the source area of flux towers. 
Several footprint approaches are available for RSET sampling ranging 
from simple buffers centered on flux tower locations (e.g., Fisher et al., 
2020) to physically based, temporally dynamic footprint models that 
consider atmospheric conditions such as aerodynamic roughness, sta
bility, wind direction and speed, and measurement height (Kljun et al., 
2015; Kormann and Meixner, 2001). In sites with high levels of surface 
heterogeneity, the accuracy of footprint sampling techniques become 
more important (Chu et al., 2021); however, large-scale comparisons 
between footprint methods are rare. Using the benchmark dataset, we 
compare the relative utility of simple fixed pixel-grid footprints and 
dynamic footprints generated using the Kljun et al. (2015) model for 
routine evaluation of Landsat-scale RSET data. 

Our effort to develop a large sample benchmark ET dataset, flux 
station footprints, and ancillary tools is primarily intended for the 
multiphase intercomparison of satellite-based RSET models that are part 
of the OpenET initiative (Melton et al., 2021). OpenET is a web-based 
platform that uses an ensemble of satellite-driven ET models and le
verages Google Cloud and Earth Engine services to make RSET data 
publicly accessible via a web application and application programming 
interface (API). Six well established satellite-based RSET models are 
included in OpenET: DisALEXI, eeMETRIC, geeSEBAL, PT-JPL, SIMS, 
and SSEBop (Melton et al., 2021). OpenET models are primarily based 
on data from the Landsat Thermal Infrared Sensor (TIRS) and the 
Operational Land Imager (OLI), and provide ET data at daily, monthly, 
and annual time scales at the Landsat spatial resolution of 30 × 30 m. 
OpenET also provides pre-computed data time series for millions of in
dividual fields, making it a powerful tool for understanding agricultural 
water use and ET across the land surface. We emphasize, however, that 
the flux dataset presented here can be used for a variety of other ap
plications that require accurate estimates of in situ ET such as hydrologic 
and land surface modeling, carbon and energy cycling, and ecological 
studies. 

The remainder of this paper contains a description of flux data 
sources, data ingestion procedures, QA/QC and closure correction 
methods, and flux footprint development methods. After the method 
descriptions, we discuss energy balance closure results from the EC 
towers, coherency between temporally dynamic and statically defined 
flux footprint predictions, and dataset limitations and future directions. 
This paper is accompanied by a short ‘Data in Brief’ article (Volk et al., 
2022) that includes additional technical details not covered here 
regarding the flux data, such as file formatting and structure, meteoro
logical calculations, and diagnostic graphics. The accompanying paper 
also includes a link to a public data repository with an archived version 
of the post-processed benchmark flux dataset, which consists of daily 
and monthly aggregated flux and ET data and diagnostic graphics for 
each site. 

1.1. Data sources 

The OpenET benchmark dataset began with the collection of data 
from 328 EC sites and ET data from an additional 4 weighing lysimeter 
sites, 11 Bowen ratio sites, and 3 residual energy balance (REB) 
instrumented sites. The analysis presented in this paper is focused on EC 
station results. Additional background on the Bowen ratio and lysimeter 
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instrumented sites is provided in the supplementary material (Text S1 
and S2). Data providers include multiple organizations and teams; 
however, most data (260 sites) were retrieved from EC sites within the 
AmeriFlux network (Pastorello et al., 2020). EC stations provide the 
most direct and generally accurate measurements of latent and sensible 
heat flux that are available at scale over many locations, vegetation, and 
climate conditions, and many are maintained for extended periods of 
time (Baldocchi et al., 2001; Baldocchi, 2014) allowing for robust in
tercomparisons in time and space. 

The ET stations included in this study are located in a variety of land 
use and land cover types including irrigated and non-irrigated agricul
ture, as well as a variety of non-agricultural vegetation sites. The stations 
are well distributed over the contiguous United States (CONUS) with 
higher station density in areas of intensive water use research, e.g., in 
the Central Valley of California, shrublands in Nevada, and the Corn Belt 
region of the midwestern United States (Fig. 1; Supplementary Table 
S6). In addition to AmeriFlux, EC data providers include: the United 
States Department of Agriculture Agricultural Research Service (USDA 
ARS) (Text S3), including four sites from the GRAPEX program (Text S4) 
(Kustas et al., 2018), U.S. Geological Survey Nevada Water Science 
Center ET studies (https://nevada.usgs.gov/et/), California State Uni
versity Monterey Bay, Desert Research Institute (Text S5), Texas A&M 
University, and the Delta-Flux network (Runkle et al., 2017). Four 
weighing lysimeter sites (Text S2) deployed in agricultural fields near 
Bushland Texas and operated by USDA ARS (Evett et al., 2016), and 8 
Bowen ratio sites mostly in native phreatophyte shrublands and grass
lands in Nevada (Text S1) operated by the USGS were also included in 
the final benchmark dataset. Additional ET measurements from non-EC 
systems were included because they provide additional spatial-temporal 
coverage to the dataset. For example, the lysimeter sites in Texas are the 
only measurements we have for annual crops in the large state. More 
information on data sources including station principal investigators 
and team members, acknowledgments, land cover, and other metadata 
is listed in Supplementary Table S6 and the accompanying data article 
(Volk et al., 2022). 

General land cover classifications are provided for AmeriFlux sites 
using the International Geosphere-Biosphere Programme (IGBP) 
scheme; however, we reclassified some sites based on a detailed 

inspection of metadata, aerial and satellite imagery, and literature re
view. For example, a few sites originally classified as grasslands were 
reclassified as croplands after reading Principal Investigator (PI) notes 
that indicated any irrigation and/or harvesting of the vegetation. In
formation on the AmeriFlux sites that had land cover type reclassifica
tion are listed in Text S5. We also lumped deciduous forested sites with 
mixed forests, and further classified cropland sites into annual crops, 
vegetable crops, orchards, and vineyards. Overall, using our classifica
tions, the final benchmark dataset includes 75 cropland sites (59 annual 
crops, 7 vegetable crops, 5 orchards, and 4 vineyards), 33 grassland 
sites, 36 shrubland sites, 18 mixed forest sites, 23 conifer sites, and 9 
wetland or riparian sites, for a total of 194 station locations. The initial 
pool of over 300 stations was reduced because of data availability and 
energy balance closure requirements, which are described in detail in 
the following sections. 

To assess and build confidence in the EC data, we conducted energy 
balance closure analyses at the daily timestep. Measurements of energy 
balance components included: latent energy (LE), sensible heat flux (H), 
net radiation (Rn), and soil heat flux (G), all of which are required for 
energy balance closure analysis and correction. Of the 328 EC sites 
ingested with LE measurements, 256 also had records of H, Rn, and G at 
the daily timescale after limited gap-filling. If a site was missing one or 
more of the four primary energy balance components throughout the 
site data record, we could not assess the energy balance closure, and the 
site was excluded from the final dataset. For all but a handful of Bowen 
ratio instrumented sites where daily ET estimates were provided, input 
data temporal frequency was half-hourly, which is the common aver
aging period of most EC data processing software, e.g., LI-COR EddyPro 
(LI-COR Biosciences, Lincoln, Nebraska). 

1.2. Flux data post-processing: ingestion, filtering and gap-filling, closure 
corrections, time integration, and QA/QC 

Post-processing and QA/QC procedures for EC flux data are outlined 
by the following steps: (1) gap-filling of missing or faulty half-hourly or 
hourly energy balance components; (2) daily aggregation; (3) energy 
balance closure correction; (4) gap-filling of daily ET to produce a 
complete record; (5) monthly aggregation; and (6) visual inspection and 

Fig. 1. Locations of EC and other ground-based stations used in the OpenET benchmark dataset. Filtered sites are those that were ingested and have daily ET but 
were not included in the benchmark dataset due to energy balance closure issues or data availability. 
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screening of post-processed data. These were the same steps followed in 
the recent ECOSTRESS ET validation study (Fisher et al., 2020). Expla
nations of these procedures are given in the following section with 
additional technical details in Volk et al. (2022). An open-source Python 
package “flux-data-qaqc” was developed to perform reproducible pro
cedures for steps 1-5 and to produce visual tools for step 6 (Volk et al., 
2021). The software is hosted on GitHub, PyPI, and has online docu 
mentation including a comprehensive user tutorial. The automated 
procedures result in daily and monthly ET time series that were gener
ated in a standardized manner. An automated software approach also 
facilitates future integration of new data records into the benchmark ET 
dataset. 

1.2.1. Data ingestion 
AmeriFlux EC data were downloaded from the AmeriFlux online data 

archive (https://ameriflux.lbl.gov/), and EC station data for other sites 
were retrieved from site PIs and their teams. Because AmeriFlux stations 
often record multiple sensors for measurement of a variable (e.g., mul
tiple soil heat flux plates to sample spatial heterogeneity), we used a 
standardized algorithm for selecting a preferred record and/or for 
averaging multiple records into a single record using standard Ameri
Flux variable flags. The algorithm is provided in Text S8, and it gives 
priority to PI-approved, gap-filled, and aggregated records. When no 
preferred records exist, the algorithm falls back on using the average 
from multiple sensors. For EC data from other non-AmeriFlux providers, 
data reduction from multiple sensors was based on the recommenda
tions of site PIs and their teams. 

In addition to energy balance data, tower meteorological measure
ments for variables such as air temperature and vapor pressure were 
ingested when available. Other variables, such as saturation vapor 
pressure and potential solar radiation, were estimated from initial half 
hourly data following methods put forth by the American Society of Civil 
Engineers (ASCE) (Allen et al., 2005). Daily ASCE standardized 
Penman-Monteith grass reference ET was calculated (Allen et al., 2005) 
at sites having sufficient data, and daily gridMET precipitation and grass 
and alfalfa reference ET data (Abatzoglou, 2013) were downloaded for 
all sites. Volk et al. (2022) provides a full list of ingested meteorological 
variables, derived meteorological variables, and their calculation. 

Site meteorological data were also used for flux footprint estimation 
and flux data QA/QC. For example, air temperature was used to correct 
the latent heat of vaporization, and wind direction and speed were used 
for the generation of wind rose diagrams for footprint generation and 
validation. For flux data QA/QC, meteorological data were used as a 
reference for site conditions and for visual-based assessment of final ET 
estimates on an individual, site-to-site basis. Meteorological and flux 
data were archived as time series and interactive graphical files for each 
site at daily and monthly timesteps, and derived meteorological data 
were calculated using the “flux-data-qaqc” Python package version 0.1.6 
(Volk et al., 2021; Volk et al., 2022). 

1.2.2. Initial filtering, gap-filling, and computation of 24hr-average fluxes 
Initial gap-filling of half-hourly and hourly LE, H, Rn, and G [W m− 2] 

followed a simple method: gaps up to 4 hours long during the night 
(defined as periods with Rn < 0) and 2 hours during the day (defined as 
Rn >= 0) were linearly interpolated. We limited gaps to two consecutive 
hours during daytime as a conservative measure. If gaps still existed 
after interpolation, e.g., a daytime gap that was longer than 2 hours, 
then the daily flux value was flagged as a gap. The total number of sub- 
daily gaps that were interpolated per day were recorded to allow for 
post-filtering of days with excessive gaps; for example, days that had 
multiple short gaps. The resulting days that were not flagged as gaps 
after this procedure were averaged to daily flux/energy components [W 
m− 2]. 

1.2.3. Energy balance closure correction and ET calculation 
Several methods have been used in published studies to enforce 

energy balance closure in EC flux datasets, and to adjust LE and H such 
that Rn – G = H + LE at some timescale, typically half-hourly. The most 
commonly used methods include (1) residual closure, where the total 
energy imbalance is assigned to the latent energy term (e.g., Prueger and 
Kustas, 2005); (2) Bowen ratio closure, where LE and H are both 
adjusted while preserving the observed Bowen ratio (H/LE) (Twine 
et al., 2000); and, (3) energy balance ratio (EBR) closure, where EBR =
(LE + H)/(Rn – G), and in which LE and H are both adjusted such that the 
EBR averages to 1 over some timescale (Pastorello et al., 2020). 
Although each approach has advantages and disadvantages, here we 
adopt the EBR closure technique for multiple reasons. First, this choice is 
consistent with the methods used in the FLUXNET2015/ONEFlux 
dataset generation (Pastorello et al., 2020). Compared with the residual 
method, EBR yields more conservative corrections to LE, particularly 
during periods of low LE flux where residual corrections can be unrea
sonably large. Also, because the prescribed EBR method does not force 
closure at a daily time step and instead uses filtered EBR over sliding 
windows (e.g., 15 days), the resulting correction factors are less influ
enced by short-term anomalies in the EBR. Like most methods, this 
approach has associated trade-offs. If local extrema in the EBR window 
are accurate, this method may provide a correction that is too conser
vative on the date of the extrema; on the other hand, if locally extreme 
EBR values are not dependable or realistic, then the sliding window EBR 
technique method will dampen them and move the correction factor 
towards the typical observed values around a given date. 

The specific steps we used for energy balance closure correction on 
daily fluxes are as follows, with the superscript "#" signifying a step 
included here and not used in the ONEFlux processing pipeline. The 
additional steps are checks for extreme daily corrected LE values that fall 
outside of what are physically reasonable. Extreme LE values can arise 
due to anomalous EBR values resulting from faulty initial data or during 
periods when fluxes are near zero.  

(1) First, EBR is calculated using daily averages of flux components, 
and days having EBR values outside of 1.5 times the interquartile 
range are removed to limit skewing of EBR-based adjustments by 
extreme values.  

(2) For each day, the median EBR is selected from a centered 15-day 
sliding window. If there are less than 11 days in the window to 
determine a median value, then the average is used from a 
centered 11-day window. #If the absolute value of the EBR 
reciprocal, |1/EBR|, is greater than or equal to 2, or less than or 
equal to 0.5, or if LE times the EBR reciprocal (LE/EBR) is greater 
than 800 or less than -100 [W m− 2], then those daily EBR values 
in the window are left as gaps.  

(3) If step 2 fails (i.e., the EBR could not be calculated within the 11- 
day window), then compute the EBR climatology or the average 
from each day of year on record and apply an 11-day centered 
moving average to extract an EBR value for each gap day. #Apply 
the same check for extreme EBR values as shown after step 2.  

(4) Correct daily LE and H by multiplying them by the reciprocal of 
the daily filtered EBR as produced by steps 1-3 (Fig. 2). 

For graphical illustration of these steps, please see the “flux-data- 
qaqc” online documentation. 

This closure correction technique rarely results in perfect energy 
balance on any given date (Fig. 2), but turbulent fluxes are adjusted such 
that closure converges to 1 over the sliding window periods, although 
less so during time periods of high variability in the EBR. 

After the steps described above, we use daily average LE flux [W 
m− 2] to estimate the average ET rate [mm/day] with consideration of 
the effect of daily average air temperature on the latent heat of vapor
ization, following the method of Harrison (1963). The adjustment to the 
latent heat of vaporization caused by air temperature typically results in 
a slight increase in ET, up to about 1%, with slightly more of an effect 
when latent energy flux is relatively high. 
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1.2.4. Gap-filling daily ET 
After energy balance closure correction, gaps in daily ET were filled. 

We used the fraction of reference ET (EToF) over the gap period, using 4- 
km gridMET grass reference ET (ETo) (Abatzoglou, 2013) at the tower 
location as a scaling flux. The daily EToF was calculated as the ratio of 
the closed ET to gridMET ETo. The EToF time series was then filtered by 
removing values outside of 1.5 of the interquartile range, smoothed 
using a 15-day moving average, and then linearly interpolated to fill 
remaining gaps. Daily ET gaps were filled using the filtered EToF 
multiplied by ETo (Allen et al., 2007). From our observations, the EToF 
gap-filling method does well if gap lengths are not excessively long. 
Gap-filled daily ET values were calculated to facilitate computation of 
monthly total ET values at each site, but the gap-filled daily values were 
not included in the OpenET benchmark dataset, nor were monthly ET 
totals that include more than five gap-filled days. 

1.2.5. Seasonal ET 
For each flux site, prior to energy balance closure correction and 

daily gap-filling, average energy balance closure was assessed for 
growing versus non-growing seasons using daily average LE fluxes 
computed from half-hourly gap-filled data. Water usage and energy 
balance closure are often different in magnitude and variability during 
different seasons, and it is helpful to separate these periods for scientific 
and operational applications. Yearly growing season start, end, and 
length datasets from 1980-2020 were estimated for each study site using 
the full gridMET climate dataset based on cumulative growing degree 
day (CGDD) and killing frost temperature thresholds (Abatzoglou, 2013) 
(Fig. 3). CGDD based on daily average temperature has shown to be a 
good metric for estimating plant available energy and phenology (e.g., 
Allen and Robison, 2007; Huntington and Allen, 2009; Sammis et al., 
1985; Wright, 2001). Daily minimum temperature was used to identify 

Fig. 2. Daily average turbulent fluxes and closure results before and after applying half-hourly gap-filling and energy balance ratio closure corrections (left) using 
data from an EC tower in an irrigated alfalfa field in the Harney Basin, Oregon. The average daily energy balance closure, as defined by the linear regression slope 
forced through the origin, is shown in the legend for each processing step. The upper right plot shows daily average energy balance components after gap-filling, 
including latent energy flux after closure correction. The lower right plot shows the daily energy balance ratio including the “filtered” energy balance ratio that 
is calculated using sliding windows and used to correct daily turbulent fluxes. 

Fig. 3. Map of growing season length in days as determined from cumulative growing degree days and killing frost using data from 1980-2020.  
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the first occurrence of killing frost temperatures, when most plants have 
reached a stage of full senescence and the growing season ends. 

The CGDD map was computed as follows. Starting on January 1st of a 
given year, the daily average temperatures were collected. The start date 
of the annual growing season was defined as the day where the running 
sum of daily temperature reached the threshold of 300 ◦C, and the end of 
the season was defined as the first date where the daily minimum 
temperature was -2 ◦C or less. These temperature thresholds were based 
on general historical plant phenology and growing practices as well as 
comparisons with remotely sensed normalized difference vegetation 
data. A start date of January 1st was applied for years when the killing 
frost threshold was not reached during the previous year. Killing frost 
was assumed to not occur before DOY 200 to avoid false detection 
related to early season cold snaps. Data from 1979 were used as a spin up 
year to initialize estimates and start dates at locations with year-round 
growth. All data were processed and compiled using the Google Earth 
Engine analysis platform (Gorelick et al., 2017). Although application of 
single CGDD and killing frost thresholds cannot capture phenology for 
all vegetation types, dates established by this analysis are applied to 
distinguish between generally active and dormant time periods. 

1.2.6. Final data filtering and QA/QC 
A final screening of EC data was based on data availability, energy 

balance closure, and visual inspection. A subset of 194 of the 328 sites 
with ET data were selected to form the benchmark dataset collection for 
the OpenET intercomparison and accuracy assessment (Melton et al., 
2021). To be included, data records must include all four energy balance 
components (LE, H, Rn, and G) such that energy imbalance can be 
assessed and corrections can be performed on daily averaged fluxes. For 
monthly data records, a maximum of five gap-filled days per month were 
allowed, as described above. Next the CGDD-based growing and 
non-growing season periods were used to calculate seasonal closure at 
each site, based on the slope of the least squares linear regression forced 
through the origin, i.e., intercept = 0, where x = Rn – G and y = LE + H. 
Only sites with growing season closure > 0.75 and non-growing season 
closure > 0.6 were selected for the benchmark dataset. High energy 
imbalance, particularly during the growing season, indicates that the EC 
technique may be inappropriate at a given site, which may be due to a 
variety of factors including tower and instrument placement or 
large-scale exchanges that are not fully captured by the EC instrumen
tation (e.g., Foken, 2008). 

Sites that passed the energy balance criteria, and the Bowen Ratio 
and lysimeter sites, underwent visual QA/QC review to identify data 
quality concerns not captured by gap-filling and closure correction. For 
example, flat lines, repeating patterns, or other systematic and obvious 
data artifacts that may be caused by instrumentation error were con
cerns; these data were flagged, and faulty data were removed. Although 
the energy balance closure correction filters outlier ET values, it depends 
on the daily filtered EBR from sliding windows, and therefore it does not 
consider all sources of potential error in daily ET. This is one reason that 
the manual QA/QC is necessary. ET values were also checked against 
corresponding energy balance values and meteorological data, and if 
values were anomalous over brief time periods, the half-hourly fluxes 
were inspected and faulty data were removed, and the gap-filling and 
closure correction routines were rerun. In rare cases, sites were removed 
entirely from the benchmark dataset based on qualitative decisions. For 
example, all three residual energy balance sites that were evaluated had 
sparse and consistently questionable ET magnitudes, so these sites were 
excluded. In addition to energy imbalance and meteorological data, 
visual-based data filtering was informed by gridded ETo (Abatzoglou, 
2013) and EToF as well as looking at the tower location and aerial im
ages for obvious obstructions and land cover issues that may affect the 
turbulence at the site in a way that violates the site requirements for the 
EC technique. 

The resulting 194 sites that passed our gap-fill and closure criteria 
and that underwent visual QA/QC and filtering comprise the benchmark 

ET dataset for OpenET (Melton et al., 2021). The benchmark dataset 
contains a total of 243,048 days (about 665 and a half years) and 5,284 
months (about 440 and a half years) of ET that have been corrected for 
energy imbalance, and most sites data records fall within the last two 
decades. 

1.2.7. Data availability 
Post-processed flux and meteorological data, as well as diagnostic 

plots, for 161 stations that have been used for the OpenET second phase 
intercomparison and accuracy assessment will be archived and made 
public (Volk et al., 2022). The remaining 33 sites are being held back for 
use in future blind model evaluations, and their data will be published at 
that time; however, they are included in the energy balance closure and 
flux footprint analysis here. The held-back sites were chosen randomly 
from the subset of sites that have not been previously used for ground 
validation with any of the OpenET models. 

1.3. Multiple linear regression of energy balance components 

To investigate the validity of the EBR closure correction and to better 
understand the relations between daily energy balance closure and in
dividual daily average turbulent fluxes, multiple least squares linear 
regression (MLR) analysis was performed. The analysis identifies sys
tematic under- or over- estimation of turbulent fluxes, LE and H, which 
are often assumed to have similar energy balance error using the EC 
technique (e.g., Pastorello et al., 2020; Twine et al., 2000). The results 
will also be useful for assessing data quality; for example, if some sites 
have anomalous regression coefficients for G, then the soil heat flux data 
may have quality issues. This approach depends on the accuracy of G 
and Rn measurements, which are the dependent variables. Using avail
able energy (Rn – G) as the dependent variable: 

Rn − G = c0LE + c1H (1)  

and, assuming only net radiation measurements are reliable: 

Rn = c0LE + c1H + c2G (2) 

This analysis leveraged daily gap-filled records of energy balance 
components for 172 EC sites that passed initial screening based on 
closure and qualitative review and was limited to those sites with at least 
30 days of data. The regression analysis was performed for each site 
using the “scikit-learn” Python module, version 0.22 (Pedregosa et al., 
2011). The accuracy of the regression at each site was evaluated using 
the coefficient of determination, calculated as the square of the Pearson 
correlation coefficient, and the root-mean-square-error. 

1.4. Flux footprint predictions 

Flux footprints were produced for each ET site to accurately sample 
RSET pixels for comparison with observations. Two types of footprints 
were developed: (1) simple static gridded footprints of Landsat pixels (e. 
g., 3 × 3); and (2) the Kljun et al. (2015) 2-dimensional flux footprint 
model was used to create daily and monthly footprints weighted by 
hourly ETo. Static footprints were based on the long-term wind direction 
and speed, whereas the flux footprint model was based on hourly wind 
dynamics, surface roughness estimates, and atmospheric stability mea
surements. The footprints (static and dynamic) were developed at the 
spatial resolution of Landsat (30 × 30 m) and use the Landsat geographic 
projection for direct comparisons of pixel ET estimates from OpenET 
RSET models, which calculate ET data using the Landsat spatial refer
ence system and resolution. 

1.4.1. Static footprints 
Satellite pixel grids were generated following an approach similar to 

Fisher et al. (2020), who applied 3 × 3 and 5 × 5 (70-m pixel resolution) 
grids centered on flux towers. However, instead of using a fixed grid 
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centered on the tower, we selected more optimal upwind grid locations 
based on the wind rose from 6:00 to 18:00 local time (Fig. 4b). 

A schematic processing diagram is provided in Fig. 4a. For each flux 
tower, a 500-m buffer is created, and the composited Landsat image is 
clipped into the buffer size. Then, the clipped image is used to create the 
sample grid (510-m by 510-m). Lastly, different sets of pixel grids are 
selected with the constraint of the wind rose to represent the areal 
footprint. For each site, 3 × 3 and 5 × 5 or 7 × 7 grids were produced, 
depending on the field size, geometry, and surroundings. For example, 
the 7 × 7 grid was typically preferred, but the 5 × 5 grid may be selected 
to prevent inclusion of confounding features if the 7 × 7 grid includes 
open water, roads, or other non-agricultural areas adjacent to the flux 

station location. Additionally, if the pixel containing the flux tower 
contains features that are not representative (e.g., concrete), the grids 
are shifted to capture the area that is representative for the site. 

1.4.2. Dynamic ETo weighted footprints 
Wind direction and speed, as well as turbulence structure, are 

temporally dynamic, and flux source areas are as well. The Kljun et al. 
(2015) 2-dimensional flux footprint parametric model provides an effi
cient and practical method to estimate areal extent and location of flux 
source area. The method allows for variable measurement heights, ac
counts for average surface roughness, and includes crosswind distribu
tions (upwind footprint width), all of which are important for sampling 

Fig. 4. (a) Schematic showing processing steps for generating the Landsat pixel grid static flux footprints; (b) Long-term daytime wind rose generated for AmeriFlux 
EC site US-Tw3; (c) 3 × 3 and 7 × 7 footprint grids for site US-Tw3. We credit the National Agriculture Imagery Program (NAIP) for the basemap used in Fig. 4c. 
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of RSET pixels. The Kljun et al. (2015) algorithm uses a scaling approach 
to estimate the crosswind distribution of the footprint that acts to 
improve numerical efficiency. Footprints were computed at hourly 
timesteps, and then averaged to daily and monthly footprints using an 
ETo-based weighted averaging approach using gridded hourly ETo 
calculated from the North American Land Data Assimilation System 
version 2 (NLDAS2) data and extracted at the ET stations (Xia et al., 
2012). Hourly weighting by ETo gives priority to the footprint pre
dictions during periods of relatively high evaporative demand. The 
weighting approach was based on a method developed by researchers at 
Utah State University (Richard Allen and David Eckhardt, written 
communication Aug. 19, 2020) with slight modifications. Full process
ing steps of the temporally dynamic footprint production are as follows:  

1. Collect or estimate hourly average input parameters; “*” signifies 
that the parameter is sometimes estimated using various methods 
described in the next section: *measurement height above zero-plane 
displacement height (zm − d); *Monin-Obukhov length (L); *friction 
velocity (u*); *aerodynamic roughness length (z0); horizontal wind 
speed (u); wind direction; *standard deviation of the crosswind 
component of wind due to turbulence (σv); and *planetary boundary 
layer height.  

2. Apply the Kljun et al. (2015) 2-dimensional flux footprint model 
(Python version) on hourly data centered on tower locations using 
30-m resolution and a 600 m square extent. Use daytime hours from 
6:00 to 20:00 local time in the footprint model. Normalize each 
hourly footprint so that the sum of pixels equals one.  

3. Use hourly NLDAS2 data to calculate hourly ETo. Specifically, vapor 
pressure is estimated from air pressure and specific humidity, solar 
radiation, wind speed, and average air temperatures are downloaded 
as GRIB binary files from the NASA Goddard Earth Sciences Data and 
Information Services Center online application (https://disc.gsfc. 
nasa.gov/) and point data are extracted. The NLDAS2 data are 
used to calculate the (ASCE) Penman-Monteith hourly standardized 
grass reference ET (Allen et al., 2005), again for daytime hours. For 
each hour, calculate the fraction of ETo to the daily total ETo.  

4. Use the hourly ETo fractions from step 3 to scale the corresponding 
hourly footprints of step 2, then sum the weighted hourly footprint 
images over the day to create daily weighted footprints, requiring a 
minimum of 5 hours of data per day for daily footprints. Normalize 
the final daily footprint such that its pixel values sum to 1. For 
monthly footprints, use the hourly ETo fractions to normalize them 
so that they sum to 1 using the total valid hours of footprint data 
within the month; a minimum of 260 daytime hours are required to 
generate a monthly footprint.  

5. Check that each daily and monthly weighted footprint sum to 1.  
6. Output daily and monthly footprints as georeferenced rasters using 

their local UTM (Universal Transverse Mercator) zone and geo
transform them such that they align with Landsat pixels and can be 
used to efficiently extract RSET model output. 

All steps involved in this footprint production process (listed above) 
have been made reproducible via open-source Python scripts hosted in 
the “flux-data-footprint” GitHub repository, which includes examples 
and documentation. 

1.4.3. Parameter estimation 
Input parameter estimation for the Kljun et al. (2015) footprint 

model was often required due to limited wind and turbulence data 
availability at EC sites. Beforehand, site PIs were contacted regarding 
missing data. For sites where the height of the 3-dimensional 
anemometer was not reported and no imagery was available, we 
assumed the anemometer was near the top of the tower at the highest 
measurement height listed in the tower metadata. Most commonly σv, or 
the standard deviation of lateral wind velocity, was the only missing 
input parameter. For sites where hourly u* measurements were 

available, σv was estimated as σv = 1.9 * u* based on a literature review 
(e.g., Smedman 1988; Pahlow et al., 2001; Vickers and Mahrt, 2007) and 
empirical evidence from linear regression results on all sites in the 
dataset (see Table S9). The average least squares regression coefficient 
for u* from 47 EC sites was 1.9; however, the relation had substantial 
scatter between hourlyσv and u* observed at certain sites, which in
dicates a linear model is not robust, and additional information such as 
canopy height and roughness would improve the parameterization. 

To estimate d and z0, hourly canopy height (hc) was first estimated (if 
unknown) using the method described in Pennypacker and Baldocchi 
(2016), 

hc =
zm

d
hc

+ z0eku/u*

hc

(3)  

where d/hc is assumed to have a value of 0.6, and z0/hc is assumed to 
have a value of 0.1, k is the von Kármán constant = 0.4, and u is the 
horizontal wind speed at height zm. We note that the assumed values for 
d/hc and z0/hc, as used by Pennypacker and Baldocchi (2016), are 
functions of leaf area index and could be improved, particularly in 
forested sites where hc estimation is sensitive to these values. The Pen
nypacker and Baldocchi (2016) method has been shown to be accurate 
across a variety of land cover types during stable conditions (Chu et al., 
2018). As a conservative measure, we only applied the canopy height 
estimation on hourly data that passed the strict stability requirements of 
|zm/L| < 0.03 as suggested by Pennypacker and Baldocchi (2016) and u* 
> 0.2 m/s (Papale et al., 2006), which signifies appropriate turbulence 
conditions for the eddy covariance technique. We applied additional 
filtering and gap filling to the estimated hc data to produce full hourly 
data records. This procedure involved: (1) creation of a time series of the 
original hourly canopy height using a centered 720 hour (30 day) 
window using an exponentially weighted window with tau = 5; (2) 
filling remaining gaps with the long-term average canopy height from 
step 1; and (3) smoothing the result using a 720 hour (30 day) centered, 
moving average. The rationale for the initial moving average with an 
exponential weighted window (as opposed to uniformly weighted) was 
to prevent skewing hc by values that are several days or weeks out from a 
data point within the 30-day window. The resulting time series of hc 
were reasonable estimates that are weighted towards canopy estimates 
during periods of near-neutrality and have smoother transitions of 
canopy height estimates in between such periods (Fig. S10). 

Zero-plane displacement height was estimated based on land cover 
type and hc, for forests: 

d = (2/3)*hc (4)  

(Stull, 1988; Arya, 1998); for cropland and grassland sites: 

d = 100.979* log(hc) − 0.154 (5)  

(Rosenberg et al., 1983); and for other surfaces: 

d = (3/4)*hc (6)  

(Kaimal and Finnigan, 1994). Aerodynamic roughness length, when not 
provided, was estimated as 0.1*hc. Given the broad range in vegetation 
type, canopy densities, and uncertainty in hc estimates were truncated 
from the 0.12*hc as described in Jensen and Allen (2016). The 
Monin-Obukhov L when not provided was estimated as: 

L = −
ρair × Cp × T × u*3

k * g * H
(7)  

where ρair is air density [kg m− 3], Cp is the specific heat of air at constant 
pressure [J kg− 1 K− 1] = 1005, T is average air temperature [degree K], 
and g is gravitational acceleration [m s− 2] = 9.807 (Allen et al., 2007). 
Lastly, planetary boundary layer height was assumed at 2 km for all 
sites. 
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We note that not all EC sites include the necessary inputs to 
parameterize the Kljun et al. (2015) model, even after the 
above-mentioned estimation techniques. Of the full dataset evaluated, 
87 sites had the necessary inputs, 69 of which are sites that were 
included in the benchmark ET dataset. 

1.4.4. Static versus dynamic footprint comparison methods 
We assessed the differences in spatial coverage between static and 

dynamic flux footprints. To do so, we discretized the dynamic footprints 
such that raster cells with a weight of 0.01 and above are considered to 
be within the tower footprint, which is likely a conservative limit (Chu 
et al., 2021), and cells with a weight below that value are outside of the 
footprint. Then we quantified the ability of the 3 × 3 and 7 × 7-pixel 
static footprints to predict the discretized dynamic footprint with a 
confusion matrix at each pixel. The confusion matrix analysis lets us 
address two important questions: (1) what fraction of the dynamic 
footprint is captured by the static grids on average? and (2) what frac
tion of the static grid is also part of the dynamic footprint? Fig. 5 is 
helpful to understand the confusion matrix analysis in terms of these two 
questions. Addressing question 1 measures the congruence between the 
two footprint methods, whereas question 2 gives some measure to the 
placement accuracy of the static footprints and whether total area tends 
to be smaller or larger in comparison to the dynamic footprints. 

2. Results and discussion 

2.1. Closure results 

Average daily energy imbalance across all EC sites initially ingested 
was -17% during the growing season (n = 251 sites), i.e., turbulent 
fluxes accounted for only 83% of the available energy on average, and 
-22% during the non-growing season (n = 221 sites). Variations in 
closure and magnitudes of imbalance were much higher in the non- 
growing season relative to the growing season, which is expected in 
part because of the lower flux rates recorded in the winter that amplify 
the energy balance ratio (Eshonkulov et al., 2019). The energy imbal
ance results are similar to those found by Wilson et al. (2002) who 
analyzed 50 FLUXNET sites and found a 21% underestimation of tur
bulent fluxes on average. FLUXNET sites, however, are typically chosen 
from carefully sited and maintained EC sites, whereas we included all 
sites available to us for this analysis, some of which may not be partic
ularly well suited for the EC technique or may have other sources of 
error. Another difference with our study compared to most other large 

scale energy imbalance studies, including Wilson et al. (2002), is that we 
conduct regression analysis and closure calculations at daily averaging 
periods, whereas half-hourly is most common in previous studies. Other 
studies that utilized half-hourly flux data report slightly higher energy 
imbalance, around 20-30% (e.g., Stoy et al., 2013; Eshonkulov et al., 
2019). The reduction of closure imbalance at the daily timescale is ex
pected and partly attributable to diurnal phase lags and hysteresis in 
fluxes caused by heat storage changes from day to night, which do not 
cancel out at half-hourly and hourly timescales (e.g., Li et al., 2008; Gao 
et al., 2010; Leuning et al., 2012; Dhungel et al., 2021). 

When only evaluating flux sites included in the final benchmark 
dataset, which passed energy balance closure criteria for average 
growing season closure error of < 25% and non-growing season closure 
error of < 40%, we can make a more consistent comparison to the 
FLUXNET closure results. Then we find the mean energy balance closure 
across sites (n = 179) increases to 88% during the growing season and 
86% during the non-growing season (Fig. 6). 

Variation in closure based on land use / land cover is apparent in this 
EC dataset; for example, croplands and mixed forests exhibit the lowest 
relative average closure. Energy imbalance in agricultural zones can be 
partially explained by the fact that the conditions are often different 
from adjacent land areas in terms of water availability and advection, 
and these differences can cause losses or gains in latent and sensible heat 
flux that are not accounted for in the flux measurements. For example, 
irrigated agricultural plots that are surrounded by relatively large areas 
of semi-arid to arid steppe and desert in the western United States may 
be affected by incoming advection of hot and dry air masses, resulting in 
increased LE flux while decreasing H (French et al., 2012). For the sites 
included in the benchmark ET dataset, average growing season closure 
values for evergreen forest, grasslands, shrublands, and wetlan
d/riparian sites were between 89% and 96%. The broad range in closure 
for grassland sites may be partially attributed to lower friction velocities 
(Rigden et al., 2018), which can result in insufficient convection for 
accurate measurement with the EC technique, particularly during stable, 
low-wind conditions (often at night) with poorly developed turbulence. 
These conditions can promote other circulations, such as gravitational 
drainage flows and underestimated turbulent fluxes (Aubinet et al., 
2000; Barr et al., 2006). Average growing season energy balance closure 
values across crop subgroups including annual crops, vegetable crops, 
orchards, and vineyards were between 85% and 87%, with orchards 
having the poorest closure on average for agricultural sites. 

An important question regarding energy balance closure error is 
whether latent and sensible heat flux measurements are biased 

Fig. 5. Schematic showing two approaches used to quantify the spatial relation between temporally static flux footprints based on wind rose diagrams and dynamic 
hourly modeled flux footprints. 
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consistently in time and or space. The EBR and Bowen ratio methods 
assume consistency and enforce closure by multiplying LE and H by 
equal factors. Multiple linear regression (MLR) on energy balance 
components indicates that, assuming available energy measurements 
are accurate (eq. #1), LE and H are underestimated by 14% and 10% on 
average respectively (Table 2). When assuming Rn as the independent 
variable (eq. #2) results are similar (Table 3), with LE and H being 
underestimated by 12% and 10% respectively. Accuracy metrics for 
both regressions indicate that the models are robust with average r2 

values ranging from 0.79 to 0.91, and root-mean-square error (RMSE) 
between 15% and 26% of the average of the dependent variable (Ta
bles 2 and 3). A dependent t-test for paired samples was calculated on 
regression results for LE and H coefficients. In the case where Rn – G was 
the dependent variable, the t-statistic was 2.3 with a p-value of 0.02, 
indicating insufficient evidence that the average coefficients for LE and 
H are identical, assuming ⍺=0.05. However, in the regression using only 
Rn as the dependent variable (which is often a more reliable measure
ment than soil heat flux) the t-statistic was 1.5 with a p-value of 0.12, 
indicating (again assuming ⍺=0.05) the mean LE and H coefficients are 
not significantly different. Supplementary material Fig. S11 shows the 
estimated probability density functions for LE and H coefficients from 
both regression models (eq. #1 and eq. #2) using the results from all 
(172) stations used in the regression analysis. Average MLR results were 
also differentiated by land cover type, and Tables 2 and 3 show that the 
difference in LE and H coefficients is highest in grasslands and wetland/ 
riparian sites and most similar for shrubland sites. The slightly larger 

level of LE underestimation relative to H in grassland sites that we 
observe was also noted by Widmoser and Wohlfahrt (2018). 

Similar average MLR results using Rn – G as compared to those using 
Rn as the dependent variable (Tables 2 and 3, respectively) indicate that 
closure errors in LE and H are not sensitive to G. This is intuitive 
considering G measurements are commonly less seasonally variable and 
of lower magnitude compared to Rn. 

In addition to similar MLR coefficient values for LE and H, there is a 
weak positive relation (significance level, α=0.1) between the co
efficients (Fig. 7). It is important for the EBR closure correction that 
error biases in LE and H follow each other. The biases in LE and H tend to 
be positively correlated in shrublands and grasslands, whereas wetland/ 
riparian sites show a weak (not significant with α=0.1) negative rela
tionship. Wetland and riparian sites in the dataset were often in the 
western United States and surrounded by more arid regions, which can 
create a microclimate of downward heat flux due to advection from 
adjacent dry and warm air masses and closing the energy balance re
quires a negative shift in H. Results of eq. #2, where Rn is the dependent 
variable, indicate that G coefficients vary much more than LE and H (Fig. 
S13). However, when G coefficients are near 1 (non-influencing), LE and 
H coefficients cluster around 1.1. A site-specific closure energy balance 
closure approach that also considers turbulence and advective condi
tions might improve results, but the overall similarity between LE and H 
coefficients indicates that the EBR closure correction method is 
reasonable. 

Fig. 6. Violin plot of energy balance ratios calculated from daily average energy balance variables across EC sites that passed energy balance closure criteria for the 
benchmark ET dataset (n=179 sites) grouped by their general land cover classifications and CGDD defined growing seasons. Horizontal dark blue bars show 
the average. 

Table 2 
Average results from multiple linear regression using available energy (Rn – G) 
as the dependent variable; results from flux sites were grouped by their general 
land cover type before averaging.  

Land cover 
type 

LE 
coef. 

H 
coef. 

r2 RMSE [W 
m-2] 

Rn-G [W 
m− 2] 

N 
sites 

Croplands 1.16 1.12 0.83 18.7 109 68 
Evergreen 

Forests 
1.11 1.06 0.81 25.1 106 20 

Grasslands 1.18 1.03 0.88 16.1 79 29 
Mixed Forests 1.16 1.08 0.84 22.1 86 17 
Shrublands 1.07 1.11 0.89 15.5 88 32 
Wetlands 1.03 1.24 0.79 23.5 124 6  

Table 3 
Average results from multiple linear regression using Rn as the dependent var
iable; results from flux sites were grouped by their general land cover type before 
averaging.  

Land cover 
type 

LE 
coef. 

H 
coef. 

G 
coef. 

r2 RMSE [W 
m− 2] 

Rn [W 
m− 2] 

N 
sites 

Croplands 1.16 1.13 1.04 0.86 18.0 107 68 
Evergreen 

Forests 
1.09 1.06 1.44 0.84 24.3 100 20 

Grasslands 1.17 1.03 1.25 0.91 15.8 79 29 
Mixed 

Forests 
1.14 1.1 1.63 0.86 21.6 87 17 

Shrublands 1.04 1.07 1.31 0.91 14.7 90 32 
Wetlands 1.01 1.26 1.36 0.83 22.5 124 6  
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2.2. Dynamic versus static footprint comparison 

Overall, static grid footprints based on average daytime wind di
rection and speed do well at capturing the predicted flux source area as 
defined by the dynamic flux footprints. The larger 7 × 7 (210 m) gridded 
footprints included an average of 74% (daily) and 83% (monthly) of true 
positive pixels as a fraction of the dynamic footprint across all sites. The 
longer fetch distance and spatial extent of flux area indicated by these 
results is similar to what was found by Chu et al. (2021) who applied the 

Kljun et al. (2015) flux footprint model to a wide selection of EC sites 
across North America. The smaller 3 × 3 (90 m) static footprints capture 
an average of 29% (daily) and 34% (monthly) of dynamic footprint 
predictions (Fig.s 8 and 9). The fraction of true positive pixels to the 
static grids was significantly higher in the 3 × 3 grids with an average of 
72% (daily) and 92% (monthly), signifying that while most of the 3 × 3 
area falls within the dynamic footprint, it is not large enough to capture 
the total flux footprint area over time as compared to the 7 × 7 area. On 
the other hand, the larger 7 × 7 grids have an average fraction of true 

Fig. 7. Coefficients of LE versus H per EC site from multiple linear regression of surface energy balance assuming Rn – G as the dependent variable. Regression results 
including the slope and intercept, number of flux sites used, the f statistic p-value, and the coefficient of determination (r2) are displayed in the legend for each land 
cover grouping. The sizes of the plot symbols are proportional to the sample size at each site, i.e., the number of days used in the regression. Supplementary material 
Fig. S12 shows the same results but with each land cover group displayed in separate plots. 

Fig. 8. Example confusion matrix footprint results for the AmeriFlux site US-Wkg (a native grassland site in southern Arizona) comparing the static 3 × 3 pixel grid 
with the daily dynamic footprints. Counts of pixels over all days on record are shown for all subplots except the “Prediction: Static” subplot, which only shows the 
location of the static 3 × 3 pixel footprint. 
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positives of 34% (daily) and 42% (monthly) (Fig.s 8 and 9), meaning 
that on average, much of the larger grids contain pixels that are not part 
of the Kljun et al. (2015) footprint prediction. Because 5 × 5 grids were 
not generated for all stations, results are only shown for 3 × 3 and 7 × 7 
grids in comparison with dynamic footprints. 5 × 5 results from a subset 
of sites did lie between the 3 × 3 and 7 × 7 grid results. 

We found that the range of 3 × 3 true positive results between EC 
sites at the monthly timescale was smaller than the daily footprint result 
(Fig. 9). This was anticipated as daily footprint fluctuations expand 
beyond the 3 × 3 static footprint more often when compared to the 5 × 5 
or 7 × 7 static footprints, which can better capture day-to-day vari
ability. We also note that the interquartile range (IQR) and overall range 
of true positive pixels identified by the dynamic footprint that are 
captured by the 7 × 7 static footprints is greater than 3 × 3 footprints. 
This indicates differences in site-to-site footprints, and more specifically, 
the larger area of the 7 × 7 footprints contains more pixels and more 
potential to capture the temporal variability in the dynamic footprint 
coverage, whereas the smaller grids near the tower see less of the actual 
footprint and contain a more constant proportion of it over time. The 
range of true positive pixels as a fraction of the dynamic footprints also 
varied by land cover type, although whether this variability is due to 
land cover properties or from varying wind dynamics across sites is not 
clear (Fig. 9). 

Overall, the footprint comparisons indicate a paradox. On one hand, 
the 7 × 7 grids have higher true positive counts than do the 3 × 3 (and 5 
× 5) grids. However, the average fraction of the 3 × 3 grids that contain 
true positives was higher and over 90% at monthly timesteps, indicating 
that the 3 × 3 grids almost always lie within the dynamic footprint and 
contain very few unimportant pixels (Fig. 9). Therefore, use of the 3 × 3 
grids is warranted if, for example, a larger grid may include nonrepre
sentative surfaces that have different reflectance properties, such as 
open water, buildings, roads, and paved surfaces. Because the static 
footprints give equal weighting to all RSET pixels within the grid, the use 
of the larger static footprints may not be warranted for sampling RSET 
pixels when nonrepresentative surfaces lie within them, particularly 
around the margins of the grid where the actual footprint may rarely 
overlap with the pixels. Ultimately, the capture of most of the important 
pixels by the 7 × 7 grids, as defined by the dynamic daily and monthly 
hourly weighted footprints, outweighs the benefit of a smaller grid size 
except for sites with heterogeneous surroundings where it would be best 
to utilize smaller 5 × 5 or 3 × 3 grids. The measurement and canopy 
height should also be used to guide decisions to revert to smaller sized 
grids. For example, typical fetch distances for Bowen ratio instrumented 

sites are likely shorter than EC systems (Stannard, 1997), and even 3 × 3 
grids may be large for RSET sampling at lysimeter sites (Kustas et al., 
2015). In locations with consistently long fetches, use of smaller grids 
may be inappropriate and a manual adjustment of the larger footprint 
should be applied to avoid nonrepresentative pixels at heterogeneous 
sites. 

The effect of footprint choice on the accuracy of sampled RSET es
timates is beyond the scope of this paper. However, in the context of 
tradeoffs between footprint size and representativity, it should be noted 
that while the larger 7 × 7 static grids are more likely to contain most of 
the actual footprint, they have a higher potential of sampling pixels that 
are not part of the actual footprint over any given period. If the surface 
heterogeneity is high around the tower, which is not uncommon within 
AmeriFlux sites (Chu et al., 2021), then probability increases of sam
pling nonrepresentative pixels that may cause different sized grids to 
yield very different RSET ET estimates (Fisher et al., 2020). If the foot
print includes many, often non-contributing pixels that are of a different 
land use / land cover, they should be avoided by slightly shifting the 
footprint to avoid these pixels or using a smaller domain. 

2.3. Limitations and future directions 

The OpenET benchmark ET dataset consists of 194 EC sites that are 
well distributed across the CONUS. However, a major objective moving 
forward is to evolve and expand the dataset by increasing its coverage in 
time and space. Towards this end, a data pipeline has been developed to 
ingest additional EC datasets, including those from AmeriFlux or from 
site PIs, as they become available. Having as much temporal and spatial 
coverage as possible is important to facilitate robust accuracy assess
ment of RSET models across the full range of agricultural crops and land 
cover and climate conditions across the United States. Some specific 
regions of interest for additional ET stations that currently are not well 
represented in the dataset include agricultural regions of the Pacific 
Northwest and the Upper Colorado River Basin. 

Currently, 2-dimensional dynamic flux footprints have been devel
oped for 87 EC sites. Dynamic footprints are planned to be developed for 
the remaining sites as additional input data become available. Other 
adjustments and improvements may be applied to flux footprints (e.g., 
as a result of a sensitivity analysis of RSET pixel sampling on footprint 
methods). 

Many EC sites that were included in the benchmark dataset did not 
pass energy balance closure requirements or other QA/QC checks. These 
sites were not included in the benchmark dataset for the initial OpenET 

Fig. 9. Boxplots showing distribution of static-to-dynamic footprint comparison using daily (left) and monthly (right) developed from hourly ETo weighted foot
prints as the dynamic footprint. Fraction of dynamic (green) is the amount of the dynamic footprint that falls within a static grid as a fraction of the total dynamic 
footprint whereas fraction of static (yellow) is the fraction of the static that includes the dynamic. Boxplots are composed of average fractions across all flux sites, 
whiskers represent min/max, boxes show IQR, horizontal lines inside boxes show the median, and the x shows the mean. 
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intercomparison and accuracy assessment; however, these sites can be 
reassessed in future analyses using recently collected data. In the future, 
new methods for energy balance closure correction, gap-filling, data 
filtering, and other corrections could be applied to energy balance 
components to improve energy balance closure and reduce uncertainty 
in the benchmark ET dataset. For example, it is not always clear whether 
measurements of soil heat fluxes at EC sites that are uploaded to net
works like AmeriFlux have accounted for soil heat storage above the flux 
plate. At sites where heat storage has not been accounted for in the 
measurement of soil heat flux, investigating and potentially estimating 
soil heat storage as a function of soil temperature, moisture content, and 
soil properties would be useful (Purdy et al., 2016). 

Although it is beyond the scope of this paper, we plan to further 
explore energy imbalance at the EC sites at daily and sub-daily scales; for 
example, by comparing closure based on time of day or using daytime 
averaging periods for energy balance assessment. It would be insightful 
to contrast energy balance error with micrometeorological, advective, 
and stability conditions, similar to the analysis of Bambach et al. (2022), 
and connect it to regional differences such as land use and climate. 
Identification of factors and conditions that are related to EC energy 
balance in measurements can be used to help improve data quality as
sessments and inform methods to adjust turbulent fluxes to compensate 
for energy balance closure error. 

The OpenET benchmark dataset and tools were developed for RSET 
model evaluation; however, the wide spatio-temporal coverage and 
standardized methodologies of the dataset facilitates many potential 
applications and multidisciplinary studies. For example, the daily and 
monthly ET and/or meteorological data can be used for input, calibra
tion, and/or evaluation of regional or large scale hydrologic or land 
surface models (e.g., Swenson et al., 2019) that are often validated 
against streamflow measurements alone. 

3. Summary 

The OpenET benchmark dataset is primarily a collection of post- 
processed daily and monthly ET data that have been corrected for en
ergy imbalance along with open-source tools for data provenance of 194 
ET stations (179 of which are eddy covariance systems) across the 
CONUS. Data were combined from multiple providers including Amer
iFlux, the USDA, USGS, and university partners. All EC data underwent 
the same gap-filling, time aggregation, energy balance closure correc
tions, and visual inspection data quality checks and data filtering. 

Energy balance closure analysis was conducted on a large set of EC 
sites (251), and we found average levels of energy balance closure error 
to be near the lower end of the typical range reported for EC sites. This is 
primarily caused by using daily average fluxes as opposed to half-hourly. 
Multiple linear regression of daily averaged fluxes and energy provided 
evidence that sensible and latent heat fluxes from most EC sites tend to 
be underestimated by similar magnitudes on average. This supported 
our decision to apply the EBR closure technique at daily timescales. We 
also found variability in closure based on land cover type and identified 
that conducting further research on other atmospheric and physical 
factors that may control, or be related to, the energy imbalance at flux 
towers would be useful. 

Evaluation of flux footprints used for sampling model ET pixels at 
each ground station included static grids (e.g., 3 × 3 or 30-meter pixel 
grids) based on the daytime long-term wind speed and direction and, 
data permitting, daily and monthly dynamic flux footprints composed 
from hourly footprints and weighted by hourly reference ET. An in- 
depth comparison of these methods at 87 stations revealed that while 
larger (7 × 7 or 210 m) grids captured most of the dynamic footprints, 
the smaller static footprints (3 × 3 or 90 m) had a higher fraction of their 
area fall within the corresponding dynamic flux footprint extent. Both 
results signified accurate placement of gridded footprints with respect to 
the physically based footprint model. 

A subset of 194 of more than 300 initial ET stations were selected 

based on data coverage, energy balance closure criteria, and other data 
quality checks to comprise this benchmark ET dataset. The data and 
methods described here are being used to conduct a large-scale inter
comparison and accuracy assessment of the six satellite-based models 
that have been implemented within OpenET. The ET dataset and asso
ciated tools have other potential uses for a variety of atmospheric and 
hydrologic scientific investigations. Collaboration by the community to 
improve the dataset and the associated open-source tools would be 
beneficial. 
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