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Abstract

Matthew P. JONES

X-ray Microscopy of Particulate Matter in Automotive Filters

It is important to develop technologies for clean and fuel efficient combustion en-

gines. Particulate filters mitigate Particulate Matter (PM) pollution by filtering PM

from exhaust gas. Over the operational lifetime of a particulate filter, PM, such as

soot and ash, will build up on filter surfaces and in filter pores. These effect perfor-

mance in myriad ways. In this project we develop quantitative X-ray microscopy

techniques for the study of these processes. During this project we imaged partic-

ulate deposits in automotive filters using time lapse X-ray Computed Tomography

(XCT), X-ray Ptychotomography (XPT) and other methods. Time lapse XCT was

used to resolve deposits as they built up in the pores and surfaces of the filter over-

time. This required building a bespoke aerosol flow rig and data processing pipeline.

From this method we were able to extract useful quantitative data about the filtra-

tion. For example, we were able to plot the channel scale deposition profiles of

soot-like nanopowder deposited in the deep bed and on the wall of a particulate

filter. In the future this method could be used to validate models of soot filtration

in particulate filters. In this project we also demonstrate XPT as a high resolution

3D non-destructive imaging technique for the study of ash. This allows us to make

new insights into the micro-structure and evolution of automotive ash, which has

an important effect on the in-use performance of these filters. For example, we were

able to quantify the internal porosity of ash particles and found a positive correlation

between particle size and internal porosity.
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Chapter 1

Introduction

1.1 Motivation

Pollution of the environment with suspended particulate matter (PM) from the com-

bustion of fossil fuels is endemic to both historic and modern industry. Taking Lon-

don as a historical case study shows that as early as 1273 the loss of woodland

around London caused the purchase of cheap inefficient ‘sea coal’ in place of fire-

wood. Complaints from noblemen about the degradation of the air quality from

the coal smoke led to King Edward I prohibiting the burning of coal in London.

Although poorly enforced, at least one person was put to death for this offense in

around 1300 (Jacobson, 2012). Almost 500 years later the industrial revolution began

in Britain with many of the innovations required for industrialisation being of British

invention. As a result, by the middle of the 19th century Britain was the world’s

leading commercial nation. In 1873 an unusually thick and persistent smog directly

caused at least 268 deaths in London (Jacobson, 2012). Gradually, from the 1890s,

electrification, the use of gas fires and the relocation of heavy industry from the city

centre, eased the local environmental burden. However, the smog problem reap-

peared in post war London when ‘The Great Smog’ of 1952 drove the city to a stand-

still due to unnavigable visibility over a four day period. It is now estimated that

12,000 people perished and 100,000 faced serious illness due to the anthropogenic

environmental disaster (Jacobson, 2012). In response the British government lead

by Sir Anthony Eden passed the Clean Air Act of 1956, a world first. The legis-

lation contains sections on the “Prohibition of Dark Smoke from Chimneys”, the

“Requirement that new furnaces shall be as far as Practicable Smokeless” and the
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FIGURE 1.1: Great Smog of London, 1952: Photograph taken dur-
ing the Great Smog. Authorities had to take action due to poor vis-
ibility, as shown in this image. Image Source: Keystone—Hulton

Archive/Getty Images.

“Requirement that new furnaces shall be fitted with a plant to arrest grit and dust”.

This legislation is often seen as an important milestone for modern environmental

legislation and emission control in the UK (HMGOV, 1956).

Smog disasters on the scale of ‘The Great Smog’ have stopped in 21st century Lon-

don, however a better understanding of the long term health effects of PM pollution

has been developed, and indeed, contemporary public health in London is still dam-

aged by PM. The primary emission source nowadays is internal combustion engine

emissions from goods vehicles, trucks, buses, commercial vehicles and passenger

cars. In London it has been estimated that the total mortality effect of anthropogenic

PM2.5 in 2010 was 52,630 life-years lost, equivalent to 3,537 deaths at typical ages

and, 88,113 life-years lost, equivalent to 5,879 deaths at typical ages due to long term

exposure to NO2 (Walton et al., 2015).

Switching to a global perspective we can see that the issue of automotive pollu-

tion is ubiquitous in industrialised societies. As such, the UN Sustainable Develop-

ment Goal (SDG) 11.6, ’to reduce the adverse per capita environmental impact of

cities’, uses urban PM levels as an indicator. PM is defined as microscopic particles

of solid/liquid matter suspended in exhaust or in the atmosphere. Different types

of PM are grouped by size; PM10 is less than 10 µm in diameter, PM2.5 is less than
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2.5 µm and Ultrafines are less than 100 nm. In 2021, 97.3% of the global population

breathed air below the World Health Organization’s air quality guidelines value for

PM (Greenstone, Hasenkopf, and Lee, 2022). The guidelines state that annual aver-

age concentrations of PM2.5 should not exceed 5 µg/m3, while 24-hour average ex-

posures should not exceed 15 µg/m3 for more than 3 - 4 days per year (WHO, 2021).

Furthermore, this issue is not being resolved, more than half of the world population

experienced an increase in PM2.5 from 2010 to 2016 (UN, 2017) and despite the eco-

nomic downturn during COVID19 pollution levels remained steady (Greenstone,

Hasenkopf, and Lee, 2022).

These high PM levels have a negative health effect. There is 50% penetration beyond

the larynx with an aerodynamic diameter of 10 µm, and 50% penetration into the

respirable fraction at an aerodynamic diameter of 4 µm (Brown et al., 2013). When

PM penetrates beyond the larynx it can travel deep into the lungs, permanently

mutate DNA and lead to increased risk of lung cancer and respiratory conditions.

Furthermore, respirable PM, particularly ultrafines, are likely to be absorbed into

the blood stream, increasing the risk of cardiovascular conditions and heart attacks

(Brown et al., 2013). Raaschou-Nielsen et al., 2013, conducted a study of 312,944

people in nine European countries and showed that for every increase of 10 µg/m3

in PM10, the lung cancer rate rose by 22%. The more penetrative PM2.5 showed a

36% rise over the same increase. The IARC and WHO have both classed suspended

PM as a Group 1 ‘known’ carcinogen (IARC, 2012).

Battery Electric Vehicles (BEV) are a potential long term solution to anthropogenic

PM pollution from vehicles as the drivetrain emits no PM. However, there are sig-

nificant barriers to quickly scaling the number of BEVs in the vehicle fleet, even in

developed nations. These include but are not limited to; supply chain uncertainty,

lack of charging infrastructure, and relatively higher upfront costs (Olivetti et al.,

2017; Berkeley, Jarvis, and Jones, 2018). In order to facilitate this transition govern-

ments have set target dates to phase out internal combustion engine (ICE) vehicles

in the next 15 - 20 years as they seek to manage a transition to BEVs (Berkeley, Jarvis,

and Jones, 2018). However, ambient PM2.5 is currently the greatest risk to global

health when measured by life expectancy loss; PM pollution reduces average life
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FIGURE 1.2: Modern Smog in New Delhi, 2018: Photograph showing
modern air pollution in New Delhi. Image Source: Associated Free

Press.

expectancy globally by 2.2 years, first-hand cigarette smoke by 1.9 years, alcohol

use by 8 months, HIV/AIDS by 4 months, malaria by 3 months, and conflict and

terrorism by 9 days (Lelieveld et al., 2020; Greenstone, Hasenkopf, and Lee, 2022).

This demonstrates the importance of developing cleaner internal combustion before

alternative powertrains are phased-in in-order to protect global health.

Awareness of these health issues has lead to increasingly stringent regulations lim-

iting emissions from ICEs. The most recent regulations in the form of Euro 5/6

(2009/2014) have increased fuel efficiency regulations whilst also imposing PM reg-

ulations on gasoline vehicles. Gasoline Direct Injection (GDI) engines now offer a

favourable trade-off to manufacturers between fuel efficiency and emissions. Less

pumping loss, more precise fuel volume and timing control, higher compression

ratios, more charge cooling and higher combustion efficiency, all improve fuel effi-

ciency compared to port fuel injection (PFI) gasoline vehicles (Alkidas, 2007). Fur-

thermore, GDI emit less NOx and PM compared to diesel engines, thus requiring less

costly aftertreament systems (O’Driscoll et al., 2018). However, GDI emits higher

PM emission compared to PFI, due to fuel impingement on the piston and cylinder

walls, incomplete fuel evaporation, and the inhomogeneity of the air fuel mixture

(Amirante et al., 2017; O’Driscoll et al., 2018). Thus GDI often requires a particulate

filter to comply with Euro 6 PM regulations.

Structurally particulate filters are ’wall flow filters’ with channels that run parallel
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to exhaust gas flow, channels are blocked alternately at the inlet then outlet of neigh-

bouring channels in a ’honeycomb’ monolith. The blocked channel ends force the

exhaust gas to flow through the connected pores in the walls of the filter, from an

inlet channel to an outlet channel, filtering out particles. Overtime these deposited

particles effect the performance of the filter. Understanding these processes on the

particle, pore and channel scale is an ongoing area of research. In this thesis we

apply x-ray microscopy to this area of study.

1.2 Thesis Outline

This thesis aims to provide comprehensive information on applications of X-ray mi-

croscopy in automotive filtration and is organised as follows:

• Chapter 2, Scientific Background and Literature Review; This chapter includes a

review of XCT, the XCT experimental workflow and applications of XCT in

Materials Science. We also review other microscopy techniques used in this

project (X-ray Ptychotomography & Scanning Electron Microscopy). We then

review the literature concerning automotive exhaust filters.

• Chapter 3, Experimental; This chapter presents detailed methods of the suc-

ceeding results chapters.

• Chapter 4, 4D In-Situ Microscopy of Aerosol Filtration in a Wall Flow Filter (Jones

et al., 2020). In this chapter we correlated data from backpressure readings to

changes in the porous microstructure of a particulate filter by resolving pore

scale deposition with XCT. This was the first time that deep bed filtration had

been studied this way.

• Chapter 5, Multiscale Time Resolved Microscopy of Aerosol Filtration in GPFs. We

demonstrated the capability of the time lapse filter imaging technique to bridge

the length scales between pore scale imaging and channel scale imaging of

these devices.



32 Chapter 1. Introduction

• Chapter 6, X-ray Ptychotomography and XRF-CT of Automotive Ash. In this chap-

ter results are presented on high resolution 3D microscopy of ash agglomer-

ates. From these micrographs we are able to determine internal porosity, ex-

ternal porosity, and particle size distribution of ash. We also correlate the XPT

to chemical fluorescence data.

• Chapter 7, Conclusions.
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Chapter 2

Scientific Background and

Literature Review

In section 2.1 we provide the scientific background behind x-ray computed tomography

(XCT) and the workflow typically used by the experimentalist to extract meaningful results

from the technique. In section 2.2 we review applications of XCT in Materials Science, specif-

ically looking at applications of time lapse x-ray computed tomography. In section 2.3 and

2.4 we discuss x-ray ptychography and scanning electron microscopy repectively. Finally, in

section 2.5 we provide a review of the study of automotive wall flow filters.

2.1 X-ray Computed Tomography

2.1.1 X-ray Imaging

X-ray microscopy can trace it’s origins to the work of Wilhelm Röntgen who in

1895 produced and detected electromagnetic radiation in the wavelength range now

referred to as X-rays. Röntgen, whilst working with cathode ray tubes, had no-

ticed that a piece of cardboard covered in a fluorescent material, that had been

placed away from the cathode ray discharge tube, would fluoresce despite the dis-

charge tube being covered in cardboard to prevent light escaping (Nusslin, 2020). He

quickly convinced himself that the fluorescence was caused by an invisible radiation

that could penetrate the cardboard covering, as well as thin sheets of metal. That the

"x radiation" (x referring to the unknown nature of the radiation) propagated in a

straight line. That the source of the radiation was the point where the cathode ray
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FIGURE 2.1: A Radiograph of Anna Bertha Ludwig’s Hand. The first
medical radiograph. Source: Wikipedia Commons.

struck the glass of the discharge tube and that metal targets produced even stronger

rays. That the absorption of "x radiation" depended on the density and thickness of

the materials the radiation passed through and that every material when subjected

to the radiation emitted secondary radiation (Nusslin, 2020). These discoveries lay

the ground work for X-ray microscopy as a discipline and allowed Röntgen to take

the first medical radiograph with a photographic plate, see Figure 2.1, an image of

his wife Anna Bertha’s hand. Röntgen’s dicovery won the inaugural Nobel Prize in

Physics in 1901.

X-ray imaging has advanced in the proceeding 120 years. For example, it could take

days for Röntgen to create a single radiograph, this was largely due to difficulty

developing effective vacuums (Nusslin, 2020). By comparison modern users of syn-

chrotron light sources are able to image with sufficient time resolution to observe the

rapidly changing structure of fluids during cavitation with ultra-high speed imag-

ing by acquiring radiographs from 500 ns pulses (Zhang et al., 2020). Furthermore,

the resolution of modern x-ray imaging has been extended into the micro-scale and

nano-scale at both laboratory and synchrotron x-ray sources. For example, XM-1 at

the Advanced Light Source in Berkeley, California, has achieved 15nm spatial reso-

lution with Fresnel zone plates (Chao et al., 2005). Whilst laboratory sources, such

as the commercially available Zeiss Xradia 810 Ultra, are able to achieve spatial res-

olutions of 50nm. However, the underlying physical principles for the interaction

of x-rays with matter still hold today as they did in 1895, these are discussed in the

next section.
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2.1.2 Attenuation Theory

As x-rays travel through matter they can interact with the constituent atoms and

attenuate. Thus, by placing a detector downstream of the sample we can form a 2D

shadow image of the sample, i.e. a radiograph. As can be seen in Figure 2.1, the

high density bone and metal ring, black in the radiograph, are resolved because the

x-rays are absorbed by the dense matter and do not reach the photographic plate

behind Anna’s hand. In contrast the soft tissues appear gray, and the surrounding

air appears white as x-rays more easily pass through lower density materials. The

Lambert-Beer law describes the attenuation of a beam interacting with matter. For

the case of a monochromatic beam traveling through a homogenous material:

I = I0e−µx (2.1)

Where I is the attenuated intensity after the X-rays pass through the object of thick-

ness x, I0 is the original X-ray intensity, and µ is the attenuation coefficient of the

material, which is defined as:

µ(x) =
N

∑
i=1

σini(x) (2.2)

Where N is the number of species in the homogeneous material, where σi is the

attenuation cross section of the ith species, and ni is the number density of ith species

atoms in x thickness of material. Thus, from Equation 2.1 we can see that I is related

to the density of the material. However, actually determining the σi term is more

complex. It can be estimated as the total of different cross section contributions

caused by specific x-ray matter interactions, such as:

σi = τpe + σR + σC + kn + ke (2.3)
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FIGURE 2.2: Plots of attenuation coefficients, µ, for a carbon, b alu-
minium and c tungsten, against photon energy, E, showing contribu-
tions to the total attenuation value. Values of attenuation coefficients
were obtained from the National Institute of Standards and Technol-

ogy (NIST) online database. Source: Thompson and Leach, 2017.

Where τpe is the contribution of the photoelectric effect to the attenuation cross sec-

tion, σR is the Rayleigh scattering contribution, σC is the Compton scattering contri-

bution, and kn + ke is the electron-positron pair production contribution. The mag-

nitude of these effects change depending on the atomic number, Z, see Table 2.1,

and the energy of the photon beam, E, see Figure 2.2. As shown in figure 2.2 the at-

tenuation profiles are dominated by the photoelectric contribution in electron dense

metals such as tungsten, and at energies below 10 keV and 12 keV in carbon and alu-

minium respectively. Above these energies Compton scattering dominates. Figure

2.2 also shows that as photon energies increase one can observe ’jumps’ in the pho-

toelectric contribution to µ. This is because at these energies the x-ray photons have

enough energy to overcome the work function of electrons in certain electron shells,

exciting the electrons to a higher state and attenuating the photon. For aluminium

in figure 2.2.b the ’jump’ is due to the aluminium k-edge. This energy (1.55 keV) is

just above the binding energy of the k-shell electrons in aluminium, hence removing

the electron from the atom. Famously, the observation that electrons are not excited

by light below a critical energy, or work function, lead to Albert Einstein’s famous

postulation about the quantum nature of light in the last paper he published in his

legendary ’Annus Mirabilis’ (Einstein, 1905).
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TABLE 2.1: Shows different physical mechanisms for the interaction
of X-rays and matter. The top row lists x-ray matter interaction types
and the left column lists interaction sites. For each specific interac-
tion it’s cross-section contribution to σtot, see Equation 2.3, is stated in

terms of atomic number, Z. Source: Adapted from Hubbel, 1969.

Absorption Elastic
Scattering

Inelastic
Scattering

Multi-
photon
effects

Atomic
Electrons

Photoelectric ef-
fect, τ ∼ Z4 or
τ ∼ Z5⋆

Rayleigh
Scattering,
σR ∼ Z2

Compton
Scattering,
σC ∼ Z

Two-
photon
Compton
scattering,
σCC ∼ Z

Nucleons Photonuclear re-
actions, σph.n ∼
Z(E ≥ 10MeV)

Electric
Field of
Nucleus

Electron-Positron
Pair Production,
kn ∼ Z2(E ≥
1.02MeV)

Electric
Field of
Electrons

Electron-Positron
Pair Production,
ke ∼ Z(E ≥
2.04MeV)

In equation 2.1 we gave the monochromatic form of the Lambert-Beer law. However,

the case of a monochromatic beam and homogenous material is rare in real world

applications of x-ray microscopy. Below in Equation 2.5 is the Lambert-Beer law

modified for a polychromatic x-ray beam and a heterogeneous material:

I(L) =
∫ Emax

0
I0(E).e−

∫ L
0 µ(x).dx.dE (2.4)

Where I is the intensity of the beam, and E is the energy distribution of the beam.

Where L, the distance through which the beam travelled in the material, is a line

integral along which the attenuation coefficient µ changes with x (a point in space

along L). Since attenuation is also proportional to energy this is an important dis-

tinction to make, as seen later, the choice of mean spectrum energy is important in

applications of x-ray imaging.
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FIGURE 2.3: Schematic of the process of acquiring 3D images with
XCT from a cone beam laboratory x-ray source; from the imaging set-
up, to acquisition of projections, and reconstruction into a 3D volume.

Source: Adapted from Landis and Keane, 2010.

FIGURE 2.4: Schematic of the process of aquiring 3D images with XCT
from a parallel beam synchrotron x-ray source; from the imaging set-
up, to acquisition of projections, and reconstruction into a 3D volume.

Source: Adapted from Landis and Keane, 2010.
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2.1.3 X-ray Computed Tomography Fundamentals

X-ray Computed Tomography (XCT) is a non-destructive volume imaging technique

that acquires ’projections’, x-ray radiographs taken from a range of angles, that can

be reconstructed by a computer algorithm into a 3D image. The technique was first

developed for medical imaging by Hounsfield and Cormack, who won the Nobel

prize in physiology in 1979. By considering attenuation theory, section 2.1.2, we can

see that tomograms are fundamentally 3D maps of x-ray absorption. In figure 2.3

we illustrate a cone beam set-up which is common in lab-based sources, however

recent models often have different beam geometries. For example the Xradia Ultra

is a transmission x-ray microscope (TXM) that focuses the x-rays onto the sample

position. Generally, in lab-based sources, a three-dimensional digital volume of a

sample is produced by XCT by the steps shown in Figure 2.3. First a polychromatic

x-ray beam passes through the object, the signal is enlarged through geometric mag-

nification due to the ’cone’ shaped beam and is converted to visible light at the scin-

tillator. The detector captures the visible light and converts it into electrical signals,

which are then saved in memory. This information is then read as one 2D image,

i.e. a radiograph. In attenuation contrast set-ups each pixel in the radiograph can be

thought of as a measure of the intensity, I, see Equation 2.5, of the beam at the detec-

tor position after travelling through the sample. In order to improve this measure,

imaging artefacts caused by a false image on the x-ray detector (a baseline charge

in certain pixels of the detector independent of photons striking it) are removed by

flat field correction. Projections are captured at different angles by the same process

as the sample rotates. The projections are then reconstructed into a 3D image by a

computer algorithm.

Alternatively at synchrotron sources a parallel beam set-up is usually used, see Fig-

ure 2.4. In this case a parallel beam illuminates the sample and is converted to visible

light at the scintillator. The visible light is then magnified through an objective lens

where it then illuminates the detector. The remainder of the process is similar to that

for a cone beam set-up. The use of synchrotron radiation can have many advantages

for XCT experiments, mostly due to its superior brilliance. A brief and generalised

summary of the advantages and disadvantages of laboratory vs. synchrotron XCT
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FIGURE 2.5: A schematic of the operating principle of an x-ray tube.

is presented below in table 2.2.

2.1.4 X-ray Sources

There are two common ways to generate x-rays for XCT experiments. First is the

x-ray tube, found in most laboratory XCT machines. An x-ray tube consists of a

anode and cathode in an enclosed evacuated enclosure. The cathode, which is usu-

ally made of tungsten, is heated by the joule effect until enough energy has been

input to overcome the work function of the metal and liberate electrons from the

tungsten filament of the cathode (Thompson and Leach, 2017). A voltage across

the anode/cathode then causes these liberated electrons to accelerate towards the

anode. The accelerated electrons will then interact with the matter of the anode, of-

ten made of molybdenum or tungsten (Thompson and Leach, 2017), although many

other targets are available. The high speed electrons then interact with the matter

and produce x-rays which escape from the surface of the target anode, forming a

cone beam of x-rays, as shown in figure 2.5. X-rays are produced from three electron

- matter interaction events (Thompson and Leach, 2017):

1. The electrons are decelerated by the nucleus of an atom, this deceleration will

emit an x-ray photon with energy proportional to the momentum lost by the

electron. This is termed ’bremsstrahlung’ radiation (from the Germen words

for breaking and radiation). Typically, one electron will emit several photons
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TABLE 2.2: A generalised comparison of the advantages and disad-
vantages of Laboratory XCT and Synchrotron XCT.

Laboratory XCT Synchrotron XCT
Resolutions from 100 µm to
50 nm. Easier to image sam-
ples of different sizes due
to the cone beam. Sam-
ple sizes from 300 mm to
50 µm. Magnification deter-
mined from cone beam ge-
ometry.

Resolutions from 20 µm to
30 nm. The smaller parallel
beam illuminates small area,
thus sample size is limited by
beam size. Sample sizes from
50 mm to 20 µm. Magnifica-
tion determined by objective
lenses after the scintillators.

Acquisitions from minutes to
many hours. Therefore well
suited to longer timescale
experiments such as (slow)
fluid drainage in tight rock
samples.

High flux, high brightness
enabling up to 20 tomograms
per second. Therefore ideal
for fast experiments.

Limited number of machines
are capable of phase contrast.
Broader spectrum at higher
energies mean high contrast
systems are preferable.

Excellent phase contrast,
no beam hardening (with
monochromatic beam), high
signal to noise (greater flux).
Therefore ideally suited to
low contrast systems, such as
soft tissue samples.

The sample needs to be very
close to the source to achieve
high resolutions making
the accommodation of rigs
around the region of interest
problematic.

Typically appropriate for in-
situ experiment as the rigs
can easily fit in the hutch
without compromising mag-
nification due to beam geom-
etry. Large source to sample
and sample to detector work-
ing distances.

Easy access to large num-
ber of commercially available
machines. Ideal for routine
scanning in metrology and
quality assurance.

Limited access to a few be-
spoke beamlines worldwide.
Only appropriate for one off
experiments where lab-CT is
insufficient.
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FIGURE 2.6: A schematic of the layout of a synchrotron. N.B. elec-
trons do not in reality travel in a true circle, rather a polygon due
to bending magnets and insertion devices that direct the path of the

electrons.

in a series of decelerations. This cascade of decelerations creates a continuous

spectrum of x-rays and constitutes the majority of x-rays in a typical x-ray tube

spectrum.

2. Characteristic x-rays are emitted when an electron ’knocks out’ an electron

from an orbital of an atom. An electron from an outer orbital will then fill this

vacancy, in doing so it loses energy, emitted in the form of a x-ray photon with

a characteristic energy.

3. The electron directly collides with the nucleus of the atom, all the energy of the

collision is transferred to a high energy bremsstrahlung photon. This is a low

probability event.

The second method is using synchrotron radiation. A simplified schematic of a syn-

chrotron is shown in figure 2.6. It consists of an electron gun which fires electrons

into a linear accelerator. The line accelerator accelerates the electrons to high (rel-

ativistic) speeds into the booster ring which in turn ’tops-up’ the electron beam in

the storage ring (Willmott, 2019). A 3rd generation synchrotron can typically store a

beam of a 1 - 8 GeV (Bilderback, Elleaume, and Weckert, 2005). A vacuum is main-

tained to prevent electrons scattering from air molecules and magnets maintain the
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motion of the electrons around the synchrotron (Willmott, 2019). Tangential from

the storage ring are beamlines, at the end of which are beamline endstations where

synchrotron users can perform different experiments depending on the radiation de-

veloped at any given beamline around the ring. X-rays are developed by bending

magnets or Insertion Devices (ID), installed at the opening of each beamline (Will-

mott, 2019).

Bending Magnets (Willmott, 2019): Synchrotrons consist of a series of straight sec-

tions with bending magnets directing the electron beam into each section. At each

bending magnet the beam accelerates in a transverse direction with respect to the

path of the beam, induced by the Lorentz Forces applied to electrons as they travel

through the magnetic field. Acceleration of charged particles emits electromagnetic

radiation, as discussed in regard to ’bremsstralung’ radiation above. This radiation

propagates along a beamline where it can be used in a beamline endstation by users.

Insertion Devices (ID) (Willmott, 2019): There are two types of ID, wigglers and un-

dulators. Both operate by a mechanically analogous method. Effectively, the ID can

be considered as a series of bending magnets at a straight section of the ring that

are concatenated such that a alternating magnetic field is created which directs the

electron beam along a sinusoidal path. The construction of the ID consists of two

banks of alternating permanent or electro-magnets set directly opposite each over

such that north pole is opposite south pole, followed by south pole opposite north

pole, et cetera. The associated acceleration of travelling this path causes the particles

to emit synchrotron radiation. At undulators the radiation from each bend in the

trajectory constructively interfere with one another. The effect of this is to form one

or multiple spectral peaks. These peaks are called harmonic peaks. Moreover, the

beam is highly collimated and has high spectral brightness. On the other hand, wrig-

glers create a broad continuous spectrum of collimated (but less so) bright radiation

without harmonic peaks.



44 Chapter 2. Scientific Background and Literature Review

2.1.5 Signal Detection

Once x-rays have been generated and propagated through the sample volume, the

resultant signal, which contains information on the structure of interest, must be de-

tected. Solid state x-ray detectors, and solid state scintillators coupled to CCD/CMOS

detectors, have effectively entirely replaced gas ionisation detectors in modern ap-

plications of XCT (Thompson and Leach, 2017). Indeed, advances in detector tech-

nology have been a boon to 4D XCT experiments as increased temporal resolution

requires detectors with good quantum efficiency. As already described above, the

detector will consist of a paired scintillator and a photodetector, and in the case of

parallel beam set-ups an objective between them for magnifying the visible light

signal from the scintillator. Scintillators fluoresce light through the process of scin-

tillation and ideally do so rapidly with a high light yield (Leo, 1994). Scintillator

materials used in XCT applications are usually inorganic single crystals or trans-

parent ceramics. The structure of this material will determine the quantum effi-

ciency of the scintillator at a particular energy, some examples for x-rays include;

sodium iodide doped with caesium (single crystal), zinc sulphide (single crystal),

and Lutetium Aluminium Garnet (LuAG, both as single crystal and transparent ce-

ramic) (Leo, 1994; Thompson and Leach, 2017; Fuchs, Kachelriess, and Kalender,

2000; Li et al., 2017; Yanagida and Fujimoto, 2014).

During scintillation the incident x-rays will interact with the matter of the scintil-

lator by exciting electrons from the valance band of the scintillator crystal into the

conduction band, thereby creating a loosely bound electron-hole pair (Leo, 1994).

The electron-hole pair will then drift through the lattice until it reaches an inhomo-

geneity site induced by a dopant or impurity. Here the inhomogeneity has electron

bands in the ’forbidden’ region between the valence and conduction bands of the

scintillator crystal, thereby allowing the electron to rapidly de-excite, hence emitting

light (Leo, 1994). The dopants are chosen so that the wavelength is in the visible

light range (Leo, 1994). Other less rapid scintillation mechanisms will also occur

due to meta-stable states in the material (Leo, 1994). The scintillation light is then

directed to a photodetector, often a photomultiplier tube (Leo, 1994; Thompson and

Leach, 2017). Here the incident light will release electrons on the photocathode via
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the photoelectric effect. The electrons will then cascade through a series of dynodes

held at different potentials in order to create a robust output signal (Thompson and

Leach, 2017).

The quality of a XCT detector is determined by characteristics such as; detector

efficiency, light yield, energy resolution, dynamic range and temporal characteris-

tics such as stability (ability to respond consistently after prolonged irradiation),

response time and after-glow (Thompson and Leach, 2017). Detector efficiency is

determined by a composite of quantum efficiency, i.e. the ratio of absorbed x-rays

to those contributing to the output signal, and fill factor, i.e. the ratio of x-ray sen-

sitive area to non-detecting area (Thompson and Leach, 2017). For example, solid

state detectors are very advantageous compared to xenon gas ionisation detectors

due to their higher quantum efficiency due to their higher z, see Section 2.1.2 (on

attenuation theory). Moreover, they are much denser, hence they have much higher

volume specific photon yields. Response time is the ability of the detector to detect

an event and then recover to detect a second independent event, it is determined

by the speed of the scintillation mechanism described above (Leo, 1994), and can

be slowed by issues such as after-glow (where the previous image erroneously per-

sists on the detector) causing detector ’pile-up’ due to slower secondary scintillation

events(Thompson and Leach, 2017; Li et al., 2017). For example, in the case of LuAg

transparent ceramic scintillator from Li et al., 2017, it was found that the fast com-

ponent of the scintillation response occurred at 59 ns whilst the slower response

occurred at 620 ns.

2.1.6 Reconstruction

Once the projections have been acquired by the detector they can be ’reconstructed’

into a 3D model of the sample using a computer algorithm. As discussed in section

2.1.2, the x-rays are attenuated according to the Lambert-Beer law. This states that

the intensity value, I, of every pixel at the detector position is a function of the atten-

uation coefficient, µ, and the path, L, of the x-rays. The line integral, ρL, of a x-ray
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traveling through a sample along the line L can be written as:

ρL = ln(I0/I) =
∫ L

0
µ(x)dx (2.5)

This is the same line integral as the exponent in Equation 2.5. Every voxel’s attenua-

tion coefficient, µi, contributes to the total attenuation as the beam travels along the

path L. Thus, every pixel in a projection describes the line integral of the distribution

of attenuation coefficients along L. We can now see that the problem reconstruction

solves is to assign a value of µ to discrete volumes of space from ρL values, where ρL

is calculated from the pixel intensity values of the projections, for a range of orienta-

tions of L corresponding to different angular positions as the sample rotates (Landis

and Keane, 2010).

There are a many types of reconstruction algorithms. The most commonly applied

methods are analytical techniques such as Filtered Back Projection (FBP) algorithms

and the Feldkamp, Davis & Kress (FDK) algorithm (Thompson and Leach, 2017).

Descriptions of how such backprojection algorithms work can be found in Grangeat,

1991 & Hsieh et al., 2013. Typically back projection algorithms quickly come to good

solutions if the quality of the data is high. That is if there are enough projections

(see Nyquist criterion, equation 2.8) and good signal-to-noise (Coban et al., 2015).

However, Coban et al., 2015, demonstrate how analytical techniques perform poorly

as the number of projections is reduced. Iterative algebraic methods such as Conju-

gate Gradient Least Squares and Simultaneous Algebraic Reconstruction Technique

(SART) often output higher quality results when reconstructing challenging datasets

(Coban et al., 2015; Jørgensen et al., 2021).

2.1.7 Artefacts

Many factors can determine the fidelity of a reconstructed image with respect to real

structure. Negative factors will cause artefacts in the reconstructed image. Examples

of artefacts include beam hardening artefacts, ring artefacts, and motion artefacts

(Davis and Elliott, 2006). These are shown in figure 2.7. Beam hardening occurs

because low energy, or ’soft’, x-rays are attenuated more readily than high energy

x-rays. As a result, as x-rays travel along a path through a material the beam will be
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FIGURE 2.7: Typical artefacts in a cylindrical sample with geometric
voids; (a) high fidelity reconstruction, (b) beam hardening artefacts,
(c) ring artefacts, (d) motion artefacts. Source: Davis and Elliott, 2006.

constituted of a larger fraction of higher energy photons at positions further along

the path compared to the original beam. Therefore, at a position b, further along the

line path, the µ value from the reconstruction appears lower compared to position

a, at the beginning of the line path (Ahmed and Song, 2018). Due to the rotation

of the sample during the acquisition this leads to a cupping artefact where pixels

appear brighter at the edges of the image compared to the centre (Davis and Elliott,

2006), see figure 2.7.b. Ring artefacts are caused when a pixel in the detector is de-

fective or poorly calibrated. As the sample rotates this pixel will trace a ring in the

reconstructed image (Vo, Atwood, and Drakopoulos, 2018), see figure 2.7.c. Motion

artefacts are caused by unwanted motion of the sample during the acquisition of the

tomogram and will result in double edges and streaking (Davis and Elliott, 2006),

see figure 2.7.d. In general these artefacts should be reduced by steps taken during

acquisition, for example; filtering the beam to reduce beam hardening (Ahmed and

Song, 2018), carefully calibrating the detector before imaging to reduce ring artefacts,

and improving the stability of the sample during acquisition in the case of motion

artefacts. Moreover, in many cases specific image post-processing algorithms exist

in order to reduce the effect of artefacts (Dremel et al., 2014; Ahmed and Song, 2018;

Vo, Atwood, and Drakopoulos, 2018).
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FIGURE 2.8: Typical image processing steps

2.1.8 Image Processing

Projections and reconstructed 3D images or slices are saved as digital images. In

absorption contrast XCT the images will have one colour channel. This means each

pixel can be represented by a single element in a array rather than, for example,

three elements in a three channel Red-Green-Blue (RGB) image, and is typically ren-

dered in grayscale. The intensity of each pixel is described by a binary number. For

example, in an 8-bit image (where bit depth = 8) each pixel is described by an 8-bit

binary number from 0 to 11111111 (255 in decimal). Therefore, each pixel in a 8-bit

single channel image array can have 256 possible values (shades of gray if rendered

in grayscale). Understanding this, we can calculate the size of an image:

size = X × Y × Z × (2k)C (2.6)

Where X, Y, Z is the length of the x, y, z axis in pixels, where k is the bit depth, and

where C is the number of colour channels. Clearly, for a 2D image we can simply

make Z = 1 and for a 4D image (3D + Time) we can add another axis, T, to equation

2.6, where T is the number of time points in a 4D data set composed of images of

equal size and bit depth.



2.1. X-ray Computed Tomography 49

Image Processing, Projections: One of the key aspects to image processing for XCT

is eventually being able to quantitatively interpret the data. A typical workflow

to get to this point is illustrated in figure 2.8. It is useful to develop a programmatic

data processing pipeline so that the steps leading to quantitative results are well doc-

umented, repeatable and modifiable. For this reason, for complex data pipelines, it

is often best practice to use scriptable languages like python and Matlab so that each

step is well documented rather than analysis being spread out on disperse software

packages. That being said, software packages like Avizo™ and IPSDK™ make it rel-

atively simple to track each step in a pipeline, however the onus is still on the practi-

tioner to keep accurate up-to-date documentation detailing each step of a workflow.

Finally, python has a active community that creates a number of powerful open-

source tools for image processing. Open-source software makes workflows verifi-

able and repeatable for everyone, without having to pay for expensive industrial or

academic software licenses.

Once the projections are saved as digital images they should be enhanced by remov-

ing artefacts. A key step in most XCT workflows is to apply dark-flat-field correc-

tion. This is a necessary step due to degradation of the detector and variations in the

beam overtime, for example; charging, dust and scratches can build up on the de-

tector overtime leading to ring artefacts, and beam inhomogeneity can occur during

beam top-up. By normalising each projection with a flat field image and a dark field

image, as in equation 2.7, such artefacts can be significantly reduced. A flat field

image is an image taken under the same conditions (spectrum, magnification, filter-

ing etc.) as the projection but with sample removed from the field of view. A dark

field image is acquired whilst the beam is off, and can be considered the detectors

baseline image. The normalised projection, N, is calculated as so:

N =
P − D
F − D

(2.7)

Where P is the original projection, D is the dark field image and F is the flat field

image.
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Other corrections are also applied at this step in the workflow, that is, to projec-

tions, sinograms or during the reconstruction. An example is distortion correction,

often in parallel beam set-ups the optics after the sample position distort the beam

so that photon paths are no longer parallel to each over. This has the effect of ap-

plying radial stretching (’barrel’ like distortion), or compression (’pin-cushion’ like

distortion), to parts of the image (Vo, Atwood, and Drakopoulos, 2015). Distortion

correction from Vo, Atwood, and Drakopoulos, 2015 solves this rapidly in sinogram

space based on work from the Diamond Light Source I12 beamline. Moreover, ring

removal correction is applied in sinogram space since rings will appear as straight

lines across a sinogram, these are easily removed with convolutional image filters

(Vo, Atwood, and Drakopoulos, 2018).

Beam hardening correction can also be applied at this stage, a typical method would

be based on polynomial correction, a linearisation method. As discussed above

beam hardening is the result of non-linearity of the attenuation coefficient, µ, with

respect to line path length due to µ’s energy dependence. However, if for a range of

path lengths, the spectrum and the materials µ value is known it is possible to calcu-

late the intensity at each point along the line path. Therefore, by fitting a polynomial

function to the data points, a correction function can be obtained for a single material

only, and the projections can then be reconstructed using FBP (Dremel et al., 2014;

Ahmed and Song, 2018). This is a simple, fast and effective beam hardening correc-

tion method, however it is limited in it’s application to single material systems. A

range of other such linearisation methods exist that attempt to reconcile issues with

multi-material systems, such as algorithms from Man et al., 2001, Brabant et al., 2012

and Segel et al., 1987 to name a few. Linearisation methods remain the most used in

practical applications of industrial CT (Ahmed and Song, 2018).

Image Processing, 3D images & Slices: Once the projections are processed and re-

constructed the next step is to process the resulting 3D images, or slices, so that they

can be easily segmented. This will initially include steps such as cropping (reduces

X, Y, Z in Eqn. 2.6) and converting to a lower bit depth (reduce k in Eqn. 2.6) so that

processing and segmentation tasks are less computationally intensive due to the size

of the image.
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Global denoising filters are often applied. Global filters work by convolving a kernel

through the entire image with the aim of reducing noise in the image. Noise can be

considered random fluctuations in the intensity values of pixels. Denoising is par-

ticularly important with a view to segmentation because if the noise range overlaps

with a threshold then some noise will be erroneously included in the segmentation.

Two local convolutional global denoising filters that are commonly applied are the

local mean filter and the Gaussian filter (Heinzl, Amirkhanov, and Kastner, 2018).

The local mean filter is the most basic and operates by moving a kernel of a prede-

fined size, often a square much smaller than the image, through the image pixel by

pixel. The mean intensity within the kernel is calculated and output as the smoothed

value of the pixel. Different applications of the local mean filter are shown in figure

2.9 where we varied the kernel size using python’s scikit-image module (Walt et

al., 2014). The figure shows how as the kernel size is increased the intensity of the

smoothing/blurring effect increases. The gaussian filter works similarly. However,

the values are weighted by a gaussian distribution such that pixels near the pixel of

interest are favoured compared to those at the edge of the kernel, further away from

the pixel of interest.

Figure 2.9 shows the blurring effect of local filters, this is problematic for XCT image

processing as it will blur edges in the image. Sharp edges are important for creat-

ing accurate segmentations of the interfaces of phases of interest. Edge-preserving

filters, such as the non local mean (NLM) filter, are therefore useful tools in image

processing. NLM filtering replaces the value of the pixel of interest by the weighted

mean of pixel values in small patches centred on other pixels distributed through the

whole image, with the mean calculated so that pixels that have patches with similar

grey level neighbourhoods to the current patch centred on the pixel of interest are

weighted favourably (Buades, Coll, and Morel, 2005). In practical applications, par-

ticularly in XCT where NLM is applied to large images, the quadratic relationship

between computational complexity and number of pixels can be limiting. In these

cases the algorithms will often reduce the area from which patches are taken, from

the whole image to a smaller subsection around the pixel of interest, as well as tak-

ing other measures to reduce computation (Karnati, Uliyar, and Dey, 2009). In figure
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FIGURE 2.9: The effect of local mean smoothing on a noisy image
of astronaut Eileen Collins. Four different square kernels were used,

with edge lengths of 4, 9, 16, & 25 pixels.

FIGURE 2.10: The effect of non local mean smoothing on a noisy im-
age of astronaut Eileen Collins. Four different square kernels were
used, with edge lengths of 3, 7, 10, & 15 pixels within a search area of

40 × 40 pixels.
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2.10 we show the effect of applying NLM smoothing to a noisy image with varying

patch (a.k.a. kernel) sizes using scikit-image (Walt et al., 2014). Comparing figure

2.9 & 2.10 one can clearly see the comparatively good edge-preserving properties of

the NLM example.

Segmentation: Once the images have been sufficiently enhanced, the next step in

the data analysis pipeline (fig 2.8) is to segment the image. The aim of segmenta-

tion methods is to select the pixels in an image which represent a particular region

or phase of interest, and then to assign these a particular pixel intensity in the out-

put image. Typically the phase of interest will be assigned an intensity equal to 1,

with all other (background) pixels being assigned 0, thereby creating a simple bi-

nary image or boolean array. This can be repeated for each segment in the original

image, eventually combining the set of binary images as so: Segmented Image =

1∗Binary1 + 2∗Binary2 ... + n∗Binaryn. With each segment being assigned pixel

intensities of 1, 2, 3 etc. and the unassigned background having an intensity of 0,

in a single fully segmented image. Segmentation is necessary for quantification of

the volume fraction of phases of interest, voids, pores, inclusions or fibres (Heinzl,

Amirkhanov, and Kastner, 2018). Furthermore, the segmentation result is needed for

further calculations such as the computation of lengths, diameters, or shape factors

in metrology applications (Heinzl, Amirkhanov, and Kastner, 2018).

The most fundamental segmentation techniques are the global histogram or thresh-

old based techniques. These are useful when it is possible to segment the entire

image based on the grayscale ranges of the phases of interest. For the case of seg-

menting bimodal histograms into a binary image that separates a phase of interest

from the background, several methods exist. In an ideal case where the bimodal

histogram has two clear peaks and a trough, see figure 2.11, simple methods such

as simply choosing the low point between the two peaks or choosing the mid-point

between the two peaks (ISO50 method) can be effective. A classic and widely used

method is Otsu’s method (Otsu, 1979). Otsu, 1979, selects an optimal threshold via

the discriminant criterion; that is, by maximizing the discriminant measure, .i.e. the

measure of separability of resultant classes in gray levels. Otsu’s method is quite
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FIGURE 2.11: The application of global threshold based segmentation
using scikit image (Walt et al., 2014), to a macrophotography image

of asphalt.
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FIGURE 2.12: The application of binary opening and closing to a mag-
nified binary image of asphalt. Binarisation was performed via Otsu’s
method as in figure 2.11 and zoomed into a 200×200 pixel area. Bi-
nary opening and closing was performed with a 4×4 square kernel.

robust and works even where there is no clear bimodal histogram, due to, for exam-

ple, the trough low-point being obscured by noise or one of the peaks being much

smaller than the other. Local thresholding methods are also a useful technique, here

the threshold is adjusted for each voxel depending on its surrounding grey level

neighbourhood (Heinzl, Amirkhanov, and Kastner, 2018).

Alternative effective techniques for segmentation include the watershed method,

such as that provided by openCV (Bradski, 2000). The watershed method is named

after the geological concept of a line that separates neighbouring catchment or drainage

basins in a landscape. The watershed algorithm will assign the height of pixels based

on their intensity so that bright pixels are considered high points in a topological

map of the image. The local minima (like valleys in a landscape) are then flood filled

by different labels (different coloured water). As the water level rises, the different

labels would start to merge, this is prevented by building ’barriers’ to prevent label

mixing. Eventually all the labels have reached the same topological height as the

local maxima (peaks). Where the different labels met (the barriers) is the watershed

that divides neighbouring catchment basins. This is a useful technique when neigh-

bouring areas with continuous and similar grey levels need to be separated. Areas

of research where this may be useful include separating pores, particles and cells

that share edges in a micrograph.

Once the segmentation has been applied it is frequently necessary to remove noise
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from the segmentation. If there is sufficient noise in the original image this can easily

lead to noise in the segmentation. Morphological operations provide a powerful tool

to further improve the fidelity of a segmentation. The two most common are binary

erosion and binary dilation. The first removes, or ’erodes’, pixels from all edges of a

binary segment by a structuring element and the second achieves the opposite effect.

Performing erosion followed by dilation successively with the same element is called

a ’binary opening’, this will remove all binary noise from the image smaller than the

structuring element. The opposite, a ’binary closing’, a dilation followed by erosion,

will remove all binary holes in the image smaller than the structuring element. An

example of this process is shown in figure 2.12 using scikit image (Walt et al., 2014).

Once a clean segmentation has been achieved one completes the experiment by ex-

tracting useful quantitative information from the binary images depending on the

objectives of the experiment.
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2.2 Time Resolved XCT in Materials Science

In this project we use time resolved XCT to study filter materials. In this section we discuss

key experimental considerations when using time resolved 4D XCT methods in Materials

Science, with case examples.

XCT was originally exclusively a medical diagnostic tool however it soon became

an important technique in a range of disciplines. Geo-scientists use XCT to quantify

the internal structure of rocks in order to understand the porosity, grain structure

and fluid flows within them (Cnudde and Boone, 2013; Kyle and Ketcham, 2015;

Tang et al., 2019), forensic science has analysed tool marks on bone in order to de-

termine likely cause of injury (Alsop et al., 2021; Baiker-Sørensen et al., 2020; Rutty

et al., 2013), and cultrual heritage and natural history specimens can be probed and

conserved with digital twins using XCT (Albertin et al., 2019; Wilson et al., 2017).

Materials scientists are concerned with the effect of microstructure on the perfor-

mance of engineering materials and often make use of XCT. Some areas of research

in materials science that often make use of XCT include; metrology of additively

manufactured parts, corrosion, and fibre analysis in polymer composites, to name

a few (du Plessis, Yadroitsava, and Yadroitsev, 2020; Wu et al., 2019; Garcea, Wang,

and Withers, 2018). In materials science time resolved, time lapse, temporal, or 4D

(3D + time) XCT experiments are required when we need to investigate how internal

structures and volumes change with time, examples include; crack propagation in

mechanical testing (Gudla et al., 2020), fluid transport in porous materials (Dobson

et al., 2016), and lithiation in batteries during cycling (Paz-Garcia et al., 2016).

2.2.1 Acquisition Parameters for Time Lapse XCT.

There are a number of factors that will effect the quality of the time lapse data ac-

quired during such an experiment. These will include typical parameters considered

during XCT acquisition; voltage, power, spot size, magnification, filtering, number

of projections and other parameters (Zwanenburg, Williams, and Warnett, 2021).

However, in the case of time lapse XCT it is usually critical to consider the trade-off

of these parameters with respect to image quality and acquisition time. Furthermore
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acquisition parameters exist that are unique to time lapse experiments. Important

parameters and their implications for time lapse data are described below:

• Synchrotron vs. Laboratory XCT. As previously discussed, see Table 2.2, syn-

chrotron sources offer excellent brightness and the beamline hutch offers plenty

of room for setting up in-situ rigs. This brightness means that high flux at

low x-ray energies can be developed for fast imaging of low contrast sys-

tems. Similarly enough flux can be developed to achieve fast imaging with

monochromatic beams (Dobson et al., 2016). However, due to high demand at

synchrotron sources beamtime can be difficult to obtain, particularly for longer

experiments (> 1 week). Furthermore, synchrotron is not ideal for large sam-

ples as the FOV is limited in size by the diameter of the beam. Laboratory XCT

often offers a viable alternative for time resolved experiments but is compar-

itevely more limited by the trade off of acquisition speed and resolution due

to lower flux (Vavřík et al., 2017; Yang et al., 2015).

• Magnification. In parallel beam set-ups the choice of objective lens directly de-

termines the magnification, and consequently pixel size, of the image. In gen-

eral, assuming all other factors remain constant, as magnification increases less

flux will be incident on the objectives FOV, thus requiring longer acquisition

times for good signal-to-noise ratio.

In cone beam laboratory set-ups magnification is determined by the ratio of

source-to-detector distance and source-to-object distance. Thus, to optimise

magnification and minimise pixel size it is beneficial to put the sample as close

to the x-ray source as possible. Optimising acquisition time requires that the

entire beam illuminates the ROI, thus optimising flux. However, the ROI is

often too small to optimise the latter, meaning longer acquisition times are

needed for good signal-to-noise at high magnifications. Furthermore, these

experiments often require specific sample environments or test rigs that create

the conditions necessary for in-situ or in-operando experiments. These set-

ups need to be able to rotate so that projections can be acquired from multiple

angles for tomographic reconstruction. The environments and rigs often take
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up significant room around the ROI in the laboratory machine, thereby lim-

iting the source-to-object distance, thereby lowering maximum magnification

allowed by the set-up and further increasing acquisition times at high magni-

fications.

• Spectrum. The choice of beam energy is important for both lab and synchrotron

applications, controlled by installation of optical components (mirrors, filters,

monochromators) and the spectrum developed from the ID gap at synchrotron

sources, and the accelerating voltage in lab sources. Higher maximum energy

will result in more penetrating x-rays that may be needed for highly attenuat-

ing samples. High maximum energies can also lower acquisition time as more

x-rays reach the detector, however with detriment to contrast and increased

beam hardening artefacts if unfiltered. High energy can also create more scat-

tering and zinger artefacts. Filtering can be used to remove unwanted low en-

ergy x-rays to make a more penetrating beam with a high mean energy that

prevents beam hardening artefacts. However, including a filter will lower

the total flux and therefore increase acquisition time. Lower beam energy is

preferred for low contrast systems. However, higher mean energy is usually

needed from lab sources in order to develop enough flux, particularly in the

case of fast time resolved XCT, this can make imaging low contrast samples

more challenging.

• Beam flux. At synchroton sources the choice of a white beam, pink beam, or

a broader distribution of beam energies compared to a monochromatic beam

will decrease acquisition times, due to higher beam fluxes at the ROI, but can

introduce more artefacts and noise from beam hardening and scattering ef-

fects. These can lower the image quality and spatial resolution.

Higher beam fluxes are achieved in lab sources by increasing the current (and

therefore power assuming voltage is constant). This will have the knock-on ef-

fect of increasing the spot size and lowering image quality due to the Penum-

bra effect (Zwanenburg, Williams, and Warnett, 2021). Flux can be further

maximised by removing filters, once again with a trade-off with respect to im-

age quality.
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• Exposure Time. Exposure time is proportional to the flux that reaches the de-

tector per projection, greater exposure results in brighter projections, better

signal-to-noise, but longer acquisition times. When trying to maximise speed

and image quality simultaneously it is important to find the minimum expo-

sure that results in acceptable image quality within the aims of the experiment.

• Number of Projections. Under sampling with fewer projections will directly

favour time resolution at the detriment of image quality (Villarraga-Gómez

and Smith, 2020; Zwanenburg, Williams, and Warnett, 2021). The theoretical

minimum number of projections for a faithful reconstruction is found using

the Nyquist sampling criterion (Herman., 1980), stated below.

N =
π

2
d (2.8)

Where N is the minimum number of projections and d is the diameter of the

detector in pixels. Although undersmapling with respect to the Nyquist sam-

pling criterion will have a negative effect on image quality, Villarraga-Gómez

and Smith, 2020, found it will not neccesarily effect accuracy for dimensional

analysis. Once agian finding the minimum number of projections that results

in acceptable image quality within the aims of the experiment is important.

• In-situ Test Rig & Sample Environment Design. Time lapse in-situ experiments

often require rigs or environments to produce the experimental conditions un-

derstudy. It is important to try to optimise sample design, and sample environ-

ment or test rig design, to optimise the flux that can reach the ROI. This means

using materials that are more x-ray transparent and using as little material as

possible along the beam path to prevent attenuation. In the case of lab CT the

rig or environment should be designed such that the sample can be placed as

close to the source as possible (if high magnification is required).

• Rotation Stage Operation. Continuous rotation of the stage whilst projections

are procured over a 0.1 − 0.5◦ arc in a ’fly scan’ will increase acquisition speed

by a factor of approximately 1.7 times compared to stopping rotation for each

projection (Zwanenburg, Williams, and Warnett, 2021). Furthermore, for fast
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tomogram acquisition rates, the time between fly scans should be minimised

by using a rotation stage that can rotate continuously, or, for stages with limited

degrees of freedom, by making sure that acquisition occurs from 0◦ → 180◦

and from 180◦ → 0◦. This reduces time spent waiting for the stage to return to

the ’starting’ position of the subsequent scan.

• Dark and Flat Field Imaging. Time between scans can be reduced by procuring

fewer dark and flat field images. Often a set of dark and flat field images is

procured for every tomogram. This means moving the sample out of the beam

for acquisition of the dark and flat field images and then moving the sample

back for the next tomogram. By reducing the number of dark and flat fields

acquired the acquisition time can be reduced. However, if significant detector

charging or damage occurs between dark-flat field acquisitions image quality

will be worse.

2.2.2 Literature Examples of Time Resolved XCT in Materials Science

One of the fields of materials research which requires fast time resolved XCT imag-

ing is mechanical testing. In these experiments it is often desired to image inter-

nal cracks as they propagate through the material. For example, Gudla et al., 2020

study environment induced cracking (EIC) of an aluminium alloy that has been

pre-exposed to a corrosive environment for 250 hrs. The in-situ experiment was

performed in humid air (50–70 %) by fitting a tensile test rig (Deben CT5000) with

wet sponges at its base. In this case study synchrotron XCT was performed whilst

the sample was strained at the Diamond Light Source I13-2 imaging beamline. A

CMOS detector (PCO Edge 5.5) coupled with 4× magnification through the objec-

tive gave 1.6µm3 voxels. Each tomogram was reconstructed from 1200 projections

with each projection having an exposure time of 0.035 seconds, thus it took 90 sec-

onds to acquire each tomogram. Gudla et al., 2020 performed the experiment both

continuously, where the sample was strained at a constant displacement rate and

tomograms were acquired at regular intervals, and using a stepped method, where

the sample would be strained incrementally and then ’held’ (i.e. strain rate is kept

as close to 0 as possible) whilst the tomogram is acquired. During this experiment
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20+ tomograms were acquired per sample.

Synchrotron radiation is typically needed for this type of time resolved study. Firstly,

the high brilliance of synchrotron radiation is required to illuminate the sample with

enough flux to obtain sufficient signal to noise with short exposure times, 0.035 sec-

onds, to resolve small 5µm depth cracks in a dense metallic sample. As discussed

above, high flux through the ROI is very important when trying to optimise both

time and spatial resolution. Secondly, it is advantageous to have a parallel beam

set-up, rather than a cone beam set-up, for experiments with mechanical testing rigs

or large sample environments. This is due to the geometric limitations inherent with

the cone beam set-up, i.e. the practitioner wants to place the region of interest as

close as possible to the cone beam source to maximise magnification. However, test

rigs often prevent the sample from being placed as close to the source as would be

ideal. Parallel beam set-ups at synchrotron sources circumvent this issue by using an

objective lens after the scintillator, see Figure 2.4. In general synchrotron beamline

hutches offer more space for straight-forward installation of rigs and environments

compared to typical lab sources.

Another area of materials engineering research that widely utilises time resolved

synchrotron XCT is the study of fluid transport in porous media. In these experi-

ments the porous material is placed in a flow cell and fluids are injected through

the cell. Transport of fluids in porous media is critical in applications as diverse as

the transport of ions in redox flow batteries, soil permeability, and carbon seques-

tration in geological reservoirs (Tariq et al., 2018; Ferreira, Archilha, and Pires, 2022;

Giammar et al., 2018). A case example of this comes from Dobson et al., 2016, who

study flow in a gravel bed. Dobson et al., 2016, use cylindrical perspex flow cells

of 6 and 25mm internal diameter filled with sandstone gravel. This created a pore

matrix inside the cell with pore diameters of 10 − 150µm. A 6M solution of KI(aq)

was flowed at 40 − 100µL/s through the cell during the experiment. Using this set-

up at the JEEP I12 beamline, Dobson et al. were able to demonstrate ’ultra-fast’ (up

to 0.05s per tomogram) time resolved imaging of flow, see Figure 2.13, this required

optimising the imaging set-up. A Vision Research Phantom Miro™ 310 M camera

was used for the experiment, this can capture upto 5000 fps. The fastest acquisition
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FIGURE 2.13: The first six frames from Dobson et al. showing the
wetting of the sandstone gravel. The pore scale structure changed
rapidly at the start of the wetting. Tomograms were acquired at a
rate of 14 Hz (0.07s per tomogram). This region is a small 3.5mm ×

3.5mm × 2.0mm subvolume. Source: Dobson et al., 2016.

rate of 20Hz (0.05s per tomogram) was determined by the top speed of the rotation

stage. In order to acquire tomograms at this rate the data was deliberately under

sampled such that only 250 projections were acquired per tomogram with projec-

tion exposure times of 200µs in the lower magnification (3.8µm pixels) for the larger

flow cell, and 550 projections with exposures of 90µs in the higher magnification

(2.5µm pixels) for the smaller flow cell. Different magnifications were used so that

the different internal diameters of the cells fitted within the field of view. Dobson

et al. tested both white beam and monochromatic beam (selectable energy range

from 53 - 150 kV) for their experiment and found that although white beam could

reduce scan times by 30 - 40% and produce negligible beam hardening, it produced

worse contrast between low density phases, more x-ray scattering, and more noise

(Dobson et al., 2016). Thus, the monochromatic beam was used.

We have now looked at cases of fast time resolved synchrotron XCT experiments

with sub-second time steps (Dobson et al., 2016), and longer time steps in the order

of 1 minute (Gudla et al., 2020). However, time resolved 4D experiments often do
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FIGURE 2.14: 16-bit grayscale tomogram vetical slices of (a) the first
frame from the experiment of Paz-Garcia et al. (2016) at 0% lithiation,
(b) the fifth frame at ∼ 24.1% lithiation, (c) the last frame (eleventh)

at ∼ 64.5% lithiation. Source: Dobson et al., 2016.

not necessarily require fast imaging methods. For example, in applications where

the material of interest can be easily cycled through evolutions and then can easily

be stopped from evolving during the image acquisition, or when the the time scale of

evolution process is slow. An example of the former is the discharge of battery mate-

rials. Paz-Garcia et al., 2016 study the degradation of silicon based anode materials

that could be a potential candidate to replace graphite materials in Li-ion batteries.

However, the lithiation and delithiation of material that occurs during use is asso-

ciated with large deformations due to volume changes. XCT, being an inherently

volumetric technique, is a useful tool for analysing this process (Paz-Garcia et al.,

2016).

Figure 2.14 shows the microstructural changes in a Li-ion cell with a theroretical

capacity of ∼ 7.45mAh as it was discharged at 25µA (Paz-Garcia et al., 2016). Dis-

charge was performed in 10 steps, the first being for 10 h. The electrode was lithiated

to 3.36%. The remainder of the discharges were 20 h long. The cell was lithiated by
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∼ 6.72% each time. XCT was performed using commercially available laboratory-

CT apparatus, specifically the Xradia Versa MicroXCT-520 (Paz-Garcia et al., 2016).

This used a duel magnification approach that is a combination of a typical cone beam

and parallel beam set-up, see Figures 2.3 & 2.4. Essentially, a more columnated cone

beam shape is developed than in conventional laboratory-XCT, and this is incident

on an objective lens. Paz-Garcia et al. place the sample 15mm from both the source

and detector and use a 4× objective lens, this produced 1.7µm pixels using a 30s

exposure at a tube voltage of 45kV. In figure 2.14 the top layer with the darkest

grayscale values is the Li metal. The intermediate layer is the glass fibre separator,

and the bottom layer shows Si particles and lithiated silicon (Li3.75Si). Paz-Garcia

et al. showed with their 4D XCT experiment that the lithiation caused significant

expansion in the Si-based electrode. At 64.5% lithiation the electrode is ∼ 3× the

volume of the initial state. This was caused by the expansion of active particles (this

was also accompanied by a drop in attenuation) (Paz-Garcia et al., 2016).

In summary, 4D XCT is powerful technique for observing volumetric change with

time. 4D XCT has diverse applications that cover many time and length scales, from

the fast sub-second imaging of porous flow (Dobson et al., 2016) and observing rapid

microstructural changes in combustion processes (Parker et al., 2021), to slower pro-

cesses such as discharging a battery over many hours (Paz-Garcia et al., 2016). In

each case the key consideration is the trade-off between temporal and spatial reso-

lutions, with faster experiments having to sacrifice spatial resolution and vice versa.

As a result, although lab CT is useful for long experiments, this method is most op-

timised with synchrotron radiation due to the brilliance of synchrotron x-ray beams.

Further considerations arise from the large sample environments and test rigs often

required for these experiments, and the choice between ’stepped’ and continuous

scanning methods.

2.3 X-ray Ptychography

N.B. CDI and Ptychography is applied in EM and OM, however here we are referring to the

x-ray methods unless stated otherwise.
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The Abbe diffraction limit describes the resolution limit of an idealised optical sys-

tem.

d =
λ

2n sin(θ)
(2.9)

Where λ is wavelength, n is the refractive index of the objective/medium, and θ is

the maximal half angle of the cone of light that can be accepted by the objective.

The n sin θ term is called the numerical aperture. For transmission x-ray and trans-

mission electron microscopes the numerical aperture rather than λ determines the

maximum achievable resolution of the technique in practice (Guizar-Sicairos and

Thibault, 2021). Because of this, moving forward, the upper limit for spatial resolu-

tion in x-ray microscopy is determined by improving the manufacturing tolerances

of Fresnel zone plates (Pfeiffer, 2018). In order to work around this technological

bottleneck in x-ray microscopy lensless techniques have been developed; Coherent

Diffraction Imaging (CDI) and Ptychography.

The basic conception of these lensless techniques is to replace a physical lens with

an algorithmic ’lens’ that reconstructs a real space image of the sample from the re-

ciprocal space diffraction patterns at the detector. In order to create such diffraction

patterns spatially and temporally coherent light is required to produce discernible

interference patterns. Furthermore, coherence is required so that enough a priori in-

formation is available for later reconstructions. In theory this allows for wavelength-

limited resolution (Pfeiffer, 2018). However, reconstructing an image from a diffrac-

tion pattern is problematic, this is because the detector only resolves the amplitude

of the signal not the phase. This is the ’phase problem’ (Pfeiffer, 2018; Guizar-Sicairos

and Thibault, 2021).

Modern ptychography developed from CDI. In CDI reconstruction and phase re-

trieval is achieved using a Hybrid Input-Output algorithm that iteratively recon-

structs the object from the magnitude of its Fourier transform and iteratively ap-

plies constraints in real and reciprocal space. This CDI reconstruction algorithm

was developed by Miao et al., 1999, and based of work from Fienup, 1978. Faulkner

and Rodenburg, 2004, demonstrated that ptychographic reconstructions could be

obtained with a similar iterative phase retrieval method from CDI. This was termed
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FIGURE 2.15: (a) A simple ptychography set-up; aperture shapes the
beam onto the sample so that far field diffraction patterns can be ob-
tained whilst the probe scans across the sample. (b) Pre-focused pty-
chography set-up; due to recent algorithms that reconstruct the il-
lumination function a pre-focued beam can be used. (c) When the
probe is scanned across the sample the illuminated regions overlap,
here we have 50% overlap in vertical and horizontal directions. (a),

(b) adapted from Guizar-Sicairos and Thibault, 2021.

the Ptychographic Iterative Engine (PIE). Iterative reconstruction brought ptychog-

raphy into it’s modern form.

In ptychography experiments coherent far-field diffraction patterns are obtained by

scanning a spatially bound probe through the object such that diffraction patterns

overlap significantly, see figure 2.15. In fact ptychography can be seen as a scan-

ning version of CDI, however, unlike CDI, ptychography uses a probe that has both

significant spatial structure and spectrum (Guizar-Sicairos and Thibault, 2021). Pty-

chography has a number of advantages compared to CDI, firstly it does not require

an isolated sample, as a result it is possible to scout and zoom in a large extended

sample. This is because ptychographic reconstructions benefit from simultaneous
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constraints from multiple diffraction patterns, meaning that other constraints, such

as isolation, are not needed for reconstruction. Ptychographic reconstruction al-

gorithms force consistency between overlapping illuminated areas during recon-

struction. This provides the additional information, and the high degree of over-

determination, required to resolve ambiguities and help the phase retrieval process

come to a fast and efficient convergence (Guizar-Sicairos and Thibault, 2021; Pfeif-

fer, 2018). Furthermore, ptychography as a technique is more robust against noise

(Guizar-Sicairos and Thibault, 2021).

A review of the basic principles and algorithms relevant to ptychography, includ-

ing PIE, is given in Pfeiffer, 2018. The PIE algorithm, developed by Faulkner and

Rodenburg, 2004, works through all of the diffraction patterns at different scan po-

sitions one-by-one. The current best guess of the exit wave for a diffraction pattern

at position r, is calculated from the multiplication of P(r), the illumination function,

with O(r), the current object transmission function. The exit wave, ψj(r), describes

the intensity and phase of the wave after interacting with the sample, is then up-

dated so that the real measured diffraction intensities, Ij(q), replace the current best

guess intensities, whilst keeping the phases from the guess (because these were lost

due to the phase problem). From this updated exit wave the O(r) is recalculated in

the region of the diffraction pattern. The algorithm then moves to the next region.

This is repeated for all the diffraction patterns in the ptychography scan, once done

a single generation of the iteration algorithm has been completed. This process is

then repeated until the object function converges. Simply stated, the algorithm iter-

atively finds the complex O(r) values where Ij(q), the measured intensities at recip-

rocal space coordinate q, are equal to squared Fourier transform of the complex exit

wave, ψj(r). ψj(r) itself is found from the multiplication of the complex illumination

function translated by the scan position rj, P(r - rj), and O(r). This is mathematically

expressed by the Fourier constraint in equation 2.10 below:

Ij(q) = |F{ψj(r)}|2 = |F{O(r)P(r − rj)}|2 (2.10)

Although PIE works well with optical ptychography and in simulation, issues can
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arise in x-ray ptychography due to the illumination function not being accurately

known a priori for x-rays. Improvements on PIE for x-ray ptychography also it-

eratively reconstruct the illumination function rather than assuming it is known

(Thibault et al., 2009; Guizar-Sicairos and Fienup, 2008; Maiden and Rodenburg,

2009; Thibault and Guizar-Sicairos, 2012). This lead to an immediate improvement

in image quality, furthermore, this concept meant focused X-ray beams could be

used without having to model the wave-field. Although the use of focusing optics

means the technique is not strictly lensless, it is important to note that the technique

is not limited in resolution by this focusing optic. The resolution of the technique

is much smaller than the probe diameter (Pfeiffer, 2018). The focusing optic means

that the probe size can be more easily and precisely controlled. This brings us to the

state-of-the-art for x-ray ptychography.

In the x-ray regime ptychography has promising applications where acquiring high-

resolution images with quantifiable contrast is needed. Furthermore, by precisely

rotating the sample many ptychographs can be acquired from multiple angles which

can then be reconstructed into a 3D volume as with XCT. This combination of x-ray

ptychography and computed tomography is often termed X-ray Ptychotomography

(XPT). XPT can extend the spatial resolution of XCT into the sub 100 nm range, this is

also achievable with larger fields of view than in XCT (Guizar-Sicairos and Thibault,

2021). The limiting factor to the experimentalist in regards to field of view is the re-

construction time, since, unlike in XCT, each projection has to be reconstructed. Re-

constructing a well sampled ptychograph of a large field of view requires consider-

able computing resources and time. In XPT several such ptychographs are required

at a range of angles for computed tomography, further increasing data processing re-

quirements. Another advantage of ptychography is that the scanning probe makes

ptychography set-ups synergetic with X-ray Fluorescence (XRF) experiments. In

these XRF experiments a probe is scanned across the sample whilst characteristic x-

rays are measured at each probe position, this can be achieved simultaneously with

ptychography on the same set-up. Again, this XRF data, if procured from a range of

angles, can be reconstructed into 3D to make complimentary elemental maps of the

sample. These qualities have seen researchers from the materials sciences make use
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of x-ray ptychography (Holler et al., 2019; Chen et al., 2013; Zhu et al., 2016).

2.4 Scanning Electron Microscopy

During EM experiments a high energy beam of electrons is directed onto a sample

resulting in a number of different electron-matter interactions that can provide use-

ful information about the sample. These phenomenon are shown in figure 2.16. SEM

is concerned with detecting electrons and photons emitted from the top surface of

the sample as a result of the sample interacting with the beam, these are; secondary

electrons, characteristic x-rays, backscattered electrons and Auger electrons, see fig-

ure 2.16. In SEM experiments the electron beam is rastered across the surface of the

sample in order to create an image. Secondary Electron (SE) imaging is carried out

when high resolution imaging of the surface of a sample is required. SEs are low en-

ergy excited electrons generated from atoms in the sample due to inelastic scattering

of the primary electrons. Due to their low energy they are absorbed by the bulk of

the sample if they come from too deep. As a result the only SEs detected come from

the surface, usually the top 5 -10 nm in metals. At very high accelerating voltages

a second kind of SE is generated, these are SEs that have been formed from atoms

in the sample due to inelastic scattering with backscattered electrons. These SE will

lower the quality of SE image obtained. Backscattered Electrons (BSE) are generated

by the elastic scattering of electrons. Due to their higher energy they come from

deeper in the sample. BSEs are used to produce images that reveal information of

the composition and topology of the sample.

SEM can also procure chemical information through Energy Dispersive X-ray Spec-

troscopy (EDX). An EDX spectrum is generated from the characteristic x-rays emit-

ted when electrons from constituent atoms are removed by the electron beam. Re-

moving an electron creates an electron hole. Electrons from higher energy shells then

fill these holes, when they do so the energy difference is preserved by the emission

of a characteristic x-ray photon with energy equal to the difference between the ener-

gies of the two shells. This energy is characteristic of specific elements. The analysis

volume is hundreds of nm to several mm (vertically and horizontally), see figure

2.16. The volume is much larger compared to the spot size of the electron beam on
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FIGURE 2.16: Schematic of phenomena resulting due to the interac-
tion of a high energy electron beam and matter. Source; Wikicom-

mons.
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the sample and the analysis volume in SE mode. This is because the incident elec-

trons scatter in the specimen forming a large bell shaped region. This is because,

unlike in SE mode, characteristic x-rays are able escape from a greater depth where

they are detected by the detector. By rastering through the sample a map of elemen-

tal distribution can be produced by this method. However, EDX has lower spatial

resolution compared to SE mode imaging due to a larger escape depth. Furthermore,

elemental analysis in SEM EDX is limited by low intensity peaks that are often ob-

scured by background radiation caused by bremsstrahlung radiation and the energy

resolution of the detector ( approximately 125 eV with a typical silicon drift detector).

This can be a useful method for qualitatively observing the elemental distribution in

a sample. For ideal, flat and conductive (or coated) samples quantitative analysis of

the elements present is also possible.

During this project we have used a JEOL JSM-6610LV to acquire SE images and EDX

maps of particulates, ash and other filter structures, both in-situ and ex-situ. The

microscope is an analytical SEM capable, in idealised conditions, of 3nm point-to-

point resolution at a 30 keV accelerating voltage. The electron beam is developed

from a thermionic-emission tungsten filament electron gun. Thermionic emission

guns work by heating the filament (cathode) to high temperatures (approximately

2800 K) to emit thermoelectrons which are then accelerated by a potential difference

between the filament cathode and anode into a electron beam with a designated en-

ergy. The brightness of the image generated from SEM is determined by the beam

current, amongst other factors. The number of thermoelectrons developed by the

filament partly determines the beam current. The beam then passes through a con-

denser lens and aperture. Beam current is modified by focusing the beam such that

only a certain fraction passes through the aperture. The beam is then rastered across

the sample by the scan-coils, and focused to a spot on the surface of the sample by the

objective and final aperture. Interaction of the beam with the sample produces dif-

ferent detectable events that can be used to analyse the sample, as discussed above,

see figure 2.16.

The SE detector used in this project is an Everhart-Thornley detector, see figure 2.17.

The detector consists of a collector electrode that is held at 100V in order to maintain
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an electric field that directs the SEs to the scintillator. The scintillator is typically

coated with an Al film, once the electrons collide with this film they are accelerated

to the scintillator crystal. This results in the emission of visible light, which is then

amplified through a photo-multiplier tube before being detected by a camera. A

number of factors will effect the resolution and quality of the image obtained from

this method. As previously eluded to the beam current will determine the bright-

ness and amount of signal because more primary electrons in the beam will result

in more scattering events and hence more SEs. Similarly increasing the accelerating

voltage will increase brightness and signal because higher energy primary electrons

result in higher energy SEs which can escape the sample from a larger analysis vol-

ume to reach the detector. The amount signal is also dependant on the working

distance (WD), which is the distance from the objective to the focus when the sam-

ple is in focus. At shorter working distance more SEs are detected. Finally, spot size

will also effect the amount of signal. Spot size is the size of the focus diameter on

the sample. Larger spot sizes will result in more oversampling (when analysis vol-

umes from neighbouring points during the raster overlap) and larger beam current,

therefore large spot sizes obtain more signal. However this is with detriment to res-

olution. Smaller spot sizes will improve the resolution of the image due to the finer

probe size, allowing for the separation of small objects. Similarly, low voltages will

improve resolution. This is because lower energy electrons scatter less in the sample

meaning SEs are collected from a smaller volume. Finally small WD is required for

high resolution imaging, this is because of the trade-off in SE imaging between spa-

tial resolution and signal. For high resolution imaging low voltages and spot sizes

are required, thus in order to acquire a quality image a small WD is needed to ob-

tain enough signal from the ROI. However, small WD will also result in a shallower

depth of field.

It is important to carefully consider sample preparation for SEM. When preparing

electrically insulating materials such as the ceramic filter materials and particulate

materials of this project it is important to consider the charging phenomenon. When

the beam interacts with insulating materials it can leave areas charged if those areas

do not form a charge balance with the primary electron beam. Charge balance is
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FIGURE 2.17: Schematic showing the operating principle of a
Everhart-Thornley detector. Source: Jeol, 2022

observed when the sample, or ROI within the sample, emits electrons at the same

rate as they gain electrons from the beam. This can be achieved by coating the insu-

lating sample in a thin sputter-coated conductive layer. This will conduct electrons

away from charged areas achieving the balance. Reducing the dwell time and low-

ering the accelerating voltage can also reduce charging artefacts. Finally, operating

the SEM in low vacuum mode can also reduce charging artefacts, this is because the

air molecules will help dissipate the charge from the surface. Charging artefacts are

observed as; low topological contrast, locally anomalously bright and dark regions,

image distortion and sample movement or breakage.

The EDS detector used for this project is an Oxford Instruments Xmax 80 silicon

drift detector (SDD). SDDs work by creating electron-hole pairs when an x-ray col-

lides with a Si single crystal. The energy required to create an electron-hole pair is 3.6

eV, thus a single Mn Kα (5.9 keV) characteristic x-ray generates approximately 1640

electron-hole pairs. These electrons and holes are separated across a capacitor. The

potential difference across the capacitor can then be used to determine the number

of electron-hole pairs developed from which the element of the characteristic x-ray

can be determined. Typically larger spot size, accelerating voltages and acquisition



2.5. Multi-scale and Correlative Approaches 75

times are required for SEM EDX compared to SE imaging in order to obtain suffi-

cient signal. Furthermore an overvoltage should be chosen such the the primary

electrons have an energy approximately 1.7 times that of the highest energy peak to

be observed, however lower voltages of 10 keV is desirable if low energy x-rays are

of interest (Willis and Conner, 2003). Sample preparation should be as flat as possi-

ble and coated with metal or carbon if the sample is insulating. It it is important to

choose a coating that does not overlap with elements of interest, thereby obscuring

the peak.

2.5 Multi-scale and Correlative Approaches

Researchers are often looking to combine insights across multiple length scales, and

to bring together different perspectives on the same region of interest, by combin-

ing multiple different methods. An example of the later is that it is very common

for SEM SEI and EDX maps to be combined so that the practitioner can observe

how small structures resolved in the SEI are represented in the EDX map, thereby

inferring the chemical speciation of the small structures. In order to achieve this

the images have to be spatially registered. This workflow whereby two techniques

are combined via registration to observe the same region of interest is often termed

’correlative microscopy’. This concept was extended into 3D by Burnett et al., 2014,

when studying pitting and corrosion in a stainless steel sample, terming it ’correla-

tive tomography’. In the same work, Burnett et al. were also able to combine insights

across multiple length scales using various methods with different spatial resolu-

tions and fields of view. They started with medium resolution (3.4 µm3 voxel size)

XCT in a larger region of a steel rod that had been subjected to corrosion and pitting.

This non-invasive imaging of the rod in 3D allowed the distribution of pit volumes

to be measured. This was repeated in-situ for multiple cycles of corrosion and pit-

ting. Next a high resolution XCT scan was applied (0.8 µm3 voxel size) to observe a

single pit selected from the medium resolution image. This allowed the finer struc-

tures in the pit, such as a network of corroded boundaries and surface breaching

features, to be resolved. Next, by matching surface features in the high resolution

XCT to those observed with SEM, Focused Ion Beam (FIB) SEM serial sectioning was
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applied to a sub-volume within the volume studied by the high resolution XCT. This

had 50 nm thick slices, 8.3 nm × 10.8 nm pixel size. Such high resolution imaging

showed corrosion fronts that grew beneath the surface from the pit had a morphol-

ogy suggestive of grain boundary corrosion (Burnett et al., 2014). Correlated EBSD

was then carried out on the final FIB slice, providing crystallographic information,

and scanning-TEM (STEM) and STEM EDX was also applied to this final FIB slice

(Burnett et al., 2014).

Such correlative tomography workflows can provide access to a range of length

scales for the same region with each preceding length scale providing context to the

current region of interest. XCT can be applied at multiple scales from microscales

of 100-1 µm to nanoscales of 1000-50 nm. As demonstrated by Burnett et al., 2014,

FIB SEM can be incorporated into the correlated tomography workflow for > 5 nm

resolution and in some cases even extended as far as > 0.2 nm resolution with TEM

techniques. Utilising a range of techniques with different resolutions can be useful

when examining how nanoscale and microscale features effect device level perfor-

mance in applications such as batteries and particulate filters (Ziesche et al., 2020;

Varambhia et al., 2022). In this project we have used a range of complimentary tech-

niques (such as XCT, XPT, SEM), in order to understand particulate filters at different

scales.
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2.6 Filtration

Filtration as a technology for solid-fluid separation has been used throughout his-

tory, from ancient Egypt (ca. 200 BC), where inscriptions revealed its use in water

purification (Tien and Brenner, 2013), through to its ubiquitous use in modern man-

ufacturing and pollution abatement (Johnson et al., 2021; Jacobson, 2012). Indeed,

it’s relevance in recent years has been highlighted by increased awareness of how

Particulate Matter (PM) emitted by modern automobiles is damaging public health

worldwide (UN, 2017; Raaschou-Nielsen et al., 2013), and by the use of PPE respira-

tors in healthcare settings to filter virally loaded aerosol during the ongoing COVID

19 pandemic (Du et al., 2021).

Filtration inherently occurs in an unsteady state (Tien and Brenner, 2013). During

filtration particles continually accumulate in the filter. As these particles accumu-

late, they change the filter structure. As a result of this structural change the filter’s

efficiency (i.e., ability to collect particles) and the pressure drop needed to maintain

steady flow across the filter also continually changes. Thus, the filter quality factor,

a function of filtration efficiency and pressure drop that optimises for high efficiency

and low pressure drop, also changes with time. This is stated below, where n is the

filtration efficiency (fraction of particles captured by mass or number) and δP is the

pressure drop across the filter.

Q f =
−ln(1 − n)

∆P
(2.11)

Therefore, when making studies of filtration accurate models of the particle deposit

concentrations and pressure gradient over time are of interest from both theoretical

and practical standpoints (Tien and Brenner, 2013). This is certainly true for auto-

motive particulate filters. High filtration efficiency in automotive filters is necessary

for filtering out particles to meet tightening emission regulations. However, filtra-

tion efficiency must not come at too high a backpressure cost, if the total exhaust

backpressure is too high it will prevent the cylinder from being able to blow out

combustion products into the exhaust, lowering the fuel efficiency of the engine. In

automotive filters ash and soot deposit in the interior pores of the filter and on the
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inlet surface over time, these deposits change the porous filter structure and there-

fore effect the filtration efficiency and pressure drop, and thus quality factor, of the

particulate filter during operation.

Deposition of the suspended particulates onto a filter can occur via six mechanisms.

The relative importance of each depends on the specific conditions within the filter,

such as flow rate, pore size, and particle radius. These are discussed below and

illustrated in Figure 2.18:

1. Direct Interception - When the aerosol normal path passes within one particle

radius, rp, of the filter surface it will be intercepted, thus being deposited. In

other words, any particles that travel along the same trajectory as the fluid but

still impacts the collector are consider to have been directly intercepted. This

process slightly favours large particles but is independent of particle velocity.

See streamlines A, B in figure 2.18.

2. Inertial Impaction - Another key mechanism for deposition for aerosol par-

ticles with diameters greater than 1 µm is inertial impaction (Tien and Bren-

ner, 2013). By considering an aerosol flowing over collecting body (such as a

filter wall, grain, or fibre) we know intuitively both PM and gas flow move

rectilinearly at a remote distance from the filter section. That is to say, in a

non-disturbed flow the particle and gas trajectories are the same. However,

as the aerosol approaches the collector the gas streamlines change direction.

They bend around the filter section, obeying the no-slip condition at the filter

surface. However, the PM, having considerable inertia, changes trajectories

slower than the fluid. Their deviation from the gas streamlines will cause the

particles to come within one rp of the collector surface, thereby depositing on

the filter. This mechanism favours relatively large, massive, high velocity par-

ticles. The mechanism is illustrated as the dashed line ejected from trajectory

D in figure 2.18.

3. Diffusion - For particles < 1µm in size without other external forces applied

to them (a.k.a. electrostatic forces), Brownian diffusion is the dominant mech-

anism that determines the deposition rate in a filter (Tien and Brenner, 2013).
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FIGURE 2.18: Filtration mechanisms for aerosol particle deposition:
Particles will travel along the flow paths (solid lines) unless they have
enough inertia or Brownian motion to move from these paths to new
trajectories (dotted line). Particles traveling along paths A or B with
r ≤ rp will be intercepted by the fibre. Particles with enough momen-
tum on paths C or D may impact the filter by inertial impact, whilst
small slow particles may do so by diffusion. They do so by mov-
ing from the gas flow paths to new trajectories (dotted line). Source;

Overton, 1973.

Brownian motion allows particles to cross between streamlines and thus con-

tact the filter. This is favoured for small particles and low velocities.

4. Electrostatic - Aerosol particles and filters carry electric charges, forces of at-

traction between them may cause particles to move towards the filter and im-

pact upon it (Tien and Brenner, 2013). Furthermore, forces of repulsion be-

tween aerosol particles with the same charge may also cause deposition.

5. Sedimentation - If the density of the particles in an aerosol is different from

that of the gas (assumed greater), then the particles move in the direction of

the gravitational force and settle out (Tien and Brenner, 2013).

6. Sieving - Sieving is the direct interception of a particle due to it’s diameter

being larger than the pore throat diameter the aerosol moves through. Just like

peas in a kitchen sieve.
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2.6.1 Macroscopic Description of Filtration

The macroscopic equations describe the relationships between important character-

istics of a filter based on the particle conservation principle, an expression for as-

sumed filtration rate, and mechanics for flow in porous media. In this section we

work closely from Tien and Brenner, 2013, "Granular Filtration of Aerosols and Hy-

drosols", Chapter 2. If the reader wants more detailed derivations this text should

be the first port of call.

1. Consider monodisperse particles in an aerosol flowing over a collecting sur-

face. As the fluid flows past the collector some of the aerosol particles will

travel from the fluid to the surface of the collector via the mechanism described

above. For a fluid moving with a superficial velocity, us, along the axial direc-

tion, z, and assuming a filter with a relatively large ratio of filter diameter to

pore diameter we can model the flow to be one dimensional in the direction

of the superficial velocity. Therefore, from the conservation principle we can

state that:

us
δc
δz

+
δ(ϵc)

δt
+

δσ

δt
= 0 (2.12)

Where; c is the concentration of particles in the fluid, ϵ, is porosity, t, is time,

and σ is specific deposit (volume of deposit per unit volume of filter). Equation

2.12 can be simplified to equation 2.13 by substituting in a corrected time term,

θ, see equation 2.14:

us
δc
δz

+
δσ

δθ
= 0 (2.13)

Where:

θ = t −
∫ z

0

ϵ

us
dz (2.14)

2. Now consider filtration rate, N. If we approach the problem from a volumetric

view then N is given as the volume of deposit collected per unit filter vol-

ume per unit time. By introducing σ, the specific deposit (volume of deposit

per unit volume of filter, a local function that changes with time), the relation-

ship between N and σ is simply expressed as the rate of change of the specific
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deposit σ with time. Moreover, it is reasonable to simply assume that the filtra-

tion rate depends on the state of the filter, which may be described by σ, and

is therefore also a time dependant and local function, and that N depends on

c, the concentration of particles in the fluid. Therefore, N can be stated as:

N =
δσ

δt
= N(α, c, σ) (2.15)

Where α is a parameter vector for the filtration process.

3. As the particles are separated from the fluid and deposit in the filter they will

continuously change the filter structure, this can be described as a change in

porosity as shown in equation 2.16:

ϵ = ϵ0 −
σ

1 − ϵd
(2.16)

Where ϵ0 is the initial porosity and ϵd is the porosity of the deposits.

4. Finally, the pressure drop, ∆P, during filtration can be obtained by integrating

through the axial pressure gradient. Such as:

−∆P = −
∫ L

0

δP
δz

dz (2.17)

= −δP
δz

∫ L

0
G(β, σ)dz (2.18)

Where:

G(β, σ) =
δP/δz

(δP/δz)0
(2.19)

Since in most applications the pressure drop relative to the initial clean condi-

tion is of most relevance it is useful to put pressure drop in terms of this initial

term, see equation 2.19.

In summation, in most applications the dynamic behaviour of a filter can be obtained

from solutions to these macroscopic equations (i.e. equations 2.13, 2.15, 2.18) with
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the following initial and boundary conditions.

c = 0, σ = 0 f or z ≥ 0, θ ≤ 0 (2.20)

c = cin at z = 0, θ > 0 (2.21)

2.6.2 Wall Flow Filters

Automotive particulate filters are placed in the exhaust of modern vehicles in or-

der to filter PM from the exhaust stream. These filters are constructed as ’wall flow

filters’. Wall flow filters consist of channels that run parallel to exhaust gas flow,

channels are blocked alternately at the inlet then outlet of neighbouring channels in

a ’honeycomb’ monolith, often made of a cordierite or SiC substrate. The blocked

channel ends force the exhaust gas to flow through the connected pores in the walls

of the particulate filter, from an inlet channel to an outlet channel, filtering out parti-

cles, as shown in figure 2.19. However, installing a filter increases exhaust backpres-

sure which lowers engine fuel efficiency. Achieving acceptable filtration efficiency

and backpressure is the critical optimisation problem at the heart of automotive par-

ticulate filter design.

OEMs install particulate filters in order to adhere to regulations pertaining to the

amount of emissions that can be emitted from the exhaust during testing. For ex-

ample, in Europe the particulate number emitted is regulated to 6 × 1011 km−1 as

of Euro 6 (Joshi, 2017). These challenging regulations have lead to historic cheat-

ing scandals when OEMs installed ’cheat devices’ to output less emissions when a

test cycle was detected by the onboard computer. However, this just lead to further

pressure on OEMs to develop effective exhaust technology since, in the aftermath

of these scandals, testing procedures moved to the ’Worldwide Light-vehicles Test

Procedure’ and ’Real Driving Emission’ tests (Joshi, 2017). These tests are harder to

beat.

These most recent regulations in the form of Euro 5/6 (2009/2014) have increased

fuel efficiency regulations whilst simultaneously imposing PM regulations on gaso-

line vehicles. Gasoline Direct Injection (GDI) engines now offer a favourable trade-

off to OEMs between fuel efficiency and emissions. Less pumping loss, more precise
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fuel volume and timing control, higher compression ratios, more charge cooling and

higher combustion efficiency, all improve fuel efficiency compared to port fuel in-

jection (PFI) gasoline vehicles (Alkidas, 2007). O’Driscoll et al., 2018, find that GDI

delivered approximately a 17% improvement in mileage compared to PFI. Further-

more, GDI emmits less NOx and PM compared to diesel engines, thus requiring

less costly aftertreament systems (Alkidas, 2007; Amirante et al., 2017; O’Driscoll

et al., 2018). O’Driscoll et al., 2018, find that GDI offers a 86 -96% reduction in NOx

emissions compared to Diesel vehicles. However, GDI emits higher PM emissions

compared to PFI, due to fuel impingement on the piston and cylinder walls, incom-

plete fuel evaporation, and the inhomogeneity of the air fuel mixture (Amirante et

al., 2017). Thus GDI often requires a GPF to comply with Euro 6 PM regulations.

Gasoline Particulate Filters. A GPF is a wall flow filter. GPFs are also often coated

in a catalyst washcoat, typically a three-way catalyst (uncoated filters are also used).

The washcoat is applied as a slurry of particles which then dries during the manufac-

turing process into a solid layer, the washcoat contains; large micron sized alumina

support particles, ceria and zirconia nanoparticles (which act as oxygen donors), and

platinum group metal catalyst nanoparticles (Pt, Pa, Rh). The catalyst will remove

harmful pollutants from the exhaust, such as nitrous oxides (NOx), carbon monox-

ide and unburnt hydrocarbons (HC) by catalysing: (1) The oxidation of unburnt HC

to form CO2 and water, (2) The oxidation CO to CO2 and, (3) the reduction of NO to

N2 and O2. Kočí et al., 2019, show that the flow through the wall in coated filters pre-

dominantly occurs at cracks in the washcoat or uncoated zones due to the washcoat

having a permeability orders of magnitude lower than the porous substrate.

The PM in the exhaust deposits into the pores and onto the walls of the filter. These

particles (in the GDI/GPF system) are dominated by elemental carbon, or soot, with

only a small fraction of organic carbon (Maricq, Szente, and Jahr, 2012). The GDI PM

is also predominantly below 100nm as shown by several studies (Harris and Maricq,

2001; Khalek, Bougher, and Jetter, 2010; Maricq et al., 2000).

Filtration in GPFs inherently occurs in an unsteady state. During filtration parti-

cles in a wall flow filter continually accumulate, as these particles accumulate they
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FIGURE 2.19: Illustration of the operating principle of a wall flow fil-
ter: In a wall flow filter aerosol flows into the inlet unblocked channel,
flow is then forced through the porous walls of the filter into the out-

let channels causing the particles to filter out of the aerosol

change the filter structure, as described by the macroscopic equations. As a result

of this structural change the filter’s efficiency (i.e. ability to collect particles) and

the pressure drop needed to maintain steady flow across the filter also continually

changes (Tien and Brenner, 2013), see equation 2.18. The dominant filtration mech-

anism in automotive wall flow filters is Brownian diffusion for soot particles and

smaller agglomerates (< 200 nm), for larger agglomerates interception dominates,

whilst gravitational settling and inertial impact are believed to have negligible effect

during the ’deep bed filtration’ that occurs inside the porous walls of the filter (Kon-

standopoulos et al., 2000; Vlachos and Konstandopoulos, 2006; Joshi and Johnson,

2018).

Initially soot particles are captured in the internal filter pores which are much larger

than the particle diameters, this part of the filtration is classified as deep bed filtra-

tion. During deep bed filtration the backpressure increases rapidly as deposit builds

up in the internal flow paths of the filter, see point 2 in the pressure drop curve in

figure 2.21. Filtration efficiency (the fraction of particles removed from a fluid by

a filter) depends on pore size, pore shape, and porosity during deep bed filtration.

Typical filtration efficiency for a fresh filter is around 50 - 70%. After enough soot

and PM, dependant on filtration conditions, has been loaded into the filter the PM

stops depositing in the pores and starts depositing in a layer on the wall surface, this

is called a ‘soot cake’ in the literature. Direct interception and inertial deposition are

favoured during the soot cake filtration (Konstandopoulos et al., 2000). During this

phase the back pressure increases linearly at a relatively slow rate compared to deep
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FIGURE 2.20: (a) XCT Volume Rendering of the catalysed coated inlet
channel of a GPF which has been aged such that ashy PM has de-
posited on the surface. (b) XCT volume rendering of the wall surface,
ashy PM agglomerates are outlined in red, (c) a correlated SEM image
showing the same ashy PM agglomerates outlined in red, (d) higher
magnification SEM image of a PM agglomerate on the wall surface.
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bed filtration, see point 3 & 4 in figure 2.21. Filtration efficiency can be as high as

98% during the soot caking phase.

The porosity, mean pore size and wall thickness needs to be optimized by OEMs

to provide both acceptably high filtration efficiency and low pressure drop. This

needs to be done on a case by case basis for each engine/exhaust system. Small

pores and low porosities will offer high filtration efficiency but with a high back-

pressure penalty, whilst large pores and high porosities will result in lower filtration

efficiency but lower backpressures. The pore size distribution is also a critical factor,

large outliers can ’leak’ aerosol through the filter material, whilst small outliers can

become easily blocked during the filtration and increase backpressure. Thick walls

also increase filtration efficiency with detriment to backpressure and the opposite for

thin walls. Ito et al., 2015, demonstrate an increase in filtration efficiency from 78%

to 86% for an increase in wall thickness from 0.22 to 0.30 mm. Broadly, porosities

of 45–55% provide the best filtration performance for uncoated applications, whilst

porosities of 60% are typical for washcoated GPFs (Joshi and Johnson, 2018). Mean

pore size is typically 13–15 µm for bare and 15–20 µm for washcoated GPFs (Joshi

and Johnson, 2018).

Once the soot cake has formed it is necessary to regenerate the soot as backpres-

sure will continue to increase linearly with concentration of deposit, this would

eventually lead to unacceptably high backpressure. In DPFs soot regeneration was

achieved through the reduction NO2. However, there is little NO2 available in the

GPF hence regeneration is unlikely by that route. Instead, excess oxygen and the

high temperatures needed to oxidize the soot is available during fuel-cut events

(e.g. decelerations). Therefore regeneration occurs through the full oxidation of soot

(C + O2 → CO2) and partial oxidation of soot (C + 1
2O2 → CO) in uncoated filters,

and the full oxidation of soot in coated filters (Joshi and Johnson, 2018). Soot regen-

eration is more efficient in coated filters due to oxygen donors, ceria and zirconia,

in the washcoat. Furthermore, the washcoat traps heat in the GPF more effectively

compared to bare GPFs.

Non-combustible ash particles also build-up in filters during use, however these

cannot be regenerated. As a result the ash layer will build up in the filter until the
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filter eventually needs to be cleaned. Automotive ash consists of sulphates, phos-

phates and other oxides of zinc, calcium, magnesium, iron and other metals (Lam-

bert et al., 2016; Joshi and Johnson, 2018). Ash is primarily formed by burning inor-

ganic additives in lubricating oil, but also by metal components from engine wear

that are transported to the piston by the lubricating oil, and by the corrosion of the

exhaust components upstream of the filter (Joshi and Johnson, 2018). The accumula-

tion increases backpressure and therefore worsens fuel efficiency. Figure 2.20 shows

a loading of 20g/l of ash deposited in the inlet of a GPF, it shows how a thick layer

of ash builds up on the walls of the GPF. This is opposed to observations of DPFs,

where ash predominantly formed a plug at the back of the filter (Joshi and Johnson,

2018). However, it has been well established that small amounts of ash, approxi-

mately 2-3 g/L, can improve the filtration efficiency of the GPF, whilst only slightly

increasing backpressure, because the ash layer introduces a high quality filtration

layer (Shao et al., 2016; Lambert et al., 2017; Hua et al., 2018). Lambert et al., 2017,

demonstrated how contaminants that mimic lubricant oil ash build up in concen-

trations of up to 3 g/L improved filtration efficiency from 60% to 80%. Soot-loaded

pressure drop is also improved with ash, Shimoda et al., 2012, show that 10–20 g of

ash (at 1 g of soot loading) reduced pressure drop by 20%. This was because the ash

prevented the soot from depositing in the deep bed, where it has a greater effect on

backpressure.

However, ash build up also has a chemical effect on filter performance as it has been

shown that species in ash can act as catalyst poisons in coated DPFs and coated GPFs

(Seong et al., 2019; Moldovan et al., 2003; Twigg et al., 2004; Choi and Seong, 2016).

S, Zn, P are the primary elements that contribute to catalyst poisoning. Sulphur orig-

inates from the combustion of fuel constituents that contain sulphur. Whilst Zn and

P originate from Zinc dialkyldithiophosphate (ZDDP, an additive in lubricant oil)

that forms ash. Analysis from Seong et al., 2019, suggests that catalyst light-off point

and oxygen storage is worse in the presence of ash due to increased PGM catalyst

sintering and the reaction of P & ZDDP ash components with oxygen storage species

like Ceria. These will effect the coated GPFs ability to reduce gaseous emissions and

regenerate soot. However, another study from Choi and Seong, 2016, shows that Ca
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FIGURE 2.21: In-situ Optical Microscopy of Exhaust Filtration: Left, a
pressure drop curve for soot loading in a bare DPF filter. Numbers 1-4
represent different stages of the filtration and each corresponds to an
image of the surface of the filter (right). The Y-axis in pressure drop
due to soot (dPsoot) normalised by volumetric flow through the filter
(Q). The X-axis is soot loading concentration in g/L. Source: Adapted

from Choi and Lee, 2013.

species in ash can enhance soot regeneration.

Finally, the recent discovery of hydrated ash species has led to further interest in GPF

ash (Bagi and Kamp, 2022). Hydrated ash forms due to the humidity of the exhaust

acting as water of crystallisation. Hydrated ash forms a dense crystal structure that

is bonded to the GPF surface, this will contribute relatively more than dehydrated

ash to backpressure and filter blocking and is difficult to remove during GPF clean-

ing (Bagi and Kamp, 2022). The nature of ash and how ash can effect the GPF in

operation is particularly active area of research in GPF literature (Joshi and Johnson,

2018).

2.6.3 Microscopy of Particulate Filters

The transition from deep bed to soot cake formation was studied by Choi and Lee,

2013, who developed a combined desktop optical microscopy and pressure drop ap-

paratus to observe the surface of uncoated DPF channels as soot from a 1.9L direct in-

jection diesel engine flowed through the filter. Online pressure drop measurements

were performed alongside the optical microscopy and the soot mass was weighed

at the DPF inlet by a tapered element oscillating microbalance. Three sequential



2.6. Filtration 89

stages of soot filtration where identified; (1) deep-bed filtration, (2) transitional fil-

tration, and (3) soot cake formation, see figure 2.21 (Choi and Lee, 2013). Pressure

drop curves offer important insights into the performance of filters over time, in this

case in-situ optical microscopy of the surface of the filter provides insight into the

structural changes that cause the curve to have its characteristic shape, see figure

2.21 above. Deep bed filtration initially causes a sharp linear rise in pressure drop

and is linked by the second image to the blocking of effective ‘deep bed’ pores in

the wall interior, shown by the darkening of pore throats on the inlet wall surface

due to soot deposition, it is assumed that the interior pores are similarly blocked. In

this experiment the deep bed filtration occurs when soot deposit concentrations are

in the range of 0 – 0.24g/L. This then transitions to the soot cake formation where

a layer of soot is deposited on the surface of the filter, causing a steady increase in

the pressure drop until the filtration is ended at a soot deposit concentration of 2.12

g/L (Choi and Lee, 2013). Choi and Lee present a well-designed laboratory scale ex-

periment with realistic soot particles developed from a 1.9L direct injection engine

and with realistic operating temperature and pressure conditions (The filtration was

performed under the following conditions; soot concentration ∼ 15.8 mg/m3, final

soot mass load ∼ 1.8–2.1 g/L, DPF inlet temperature of 150–200 oC, mass flow rate

∼ 12.46 kg/h and average space velocity of ∼ 88,683 h−1). However, the optical

microscopy utilised does not resolve the extent of the soot deposit inside the filter

walls.

Vlachos and Konstandopoulos, 2006; Yang et al., 2009, perform SEM EDX on these

materials. Yang et al., 2009 map the position in the filter wall where the AS particles

become trapped for both SiC and Cordierite DPFs, to do this they use the sulphur

emission from EDX to map the deposited AS across the filter wall. Using standard

aerosol test bench techniques they show that the AS initially deposits in the deep

bed, increasing backpressure more than at higher loadings of AS when caking on

the inlet surface dominates deposition and improves the filtration efficiency. When

the filter is in its fully loaded state SEM provides a visualisation of the cake thickness
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FIGURE 2.22: SEM EDX of Deep Bed Deposits in a Filter: (a) SEM
micrograph cross section of the filter, the bottom part of image shows
the AS cake, arrows indicate that the total AS coated wall thickness
is 644µm, the substrate alone is 458µm thick. (b) EDX map of silicon
fluorescence from the cordierite substrate, the FOV, scale and orienta-

tion are the same as (a). Source: Adapted from Yang et al., 2009

and the EDX map a visualisation of deep bed pore blocking, see figure 2.22. Addi-

tionally, by plotting sulphur signal vs. distance from the inlet surface an experimen-

tal estimation of AS penetration depth into the deep bed pores is found. However,

EDX, without careful calibration, does not provide quantifiable information on the

amount of AS in deep bed pores. Furthermore the technique can only resolve AS

deposits in a small volume near the cut surface of the substrate rather than a statis-

tically representative sample volume. The acquisition of this EDX data also seems

poor as shown by the rough surface used to obtain the signal, figure 2.22. Yang et al.,

2009, found ‘moderate’ agreement between the experimental results for penetration

depth and their Lattice Boltzmann model of deep bed deposition. Model valida-

tion is important, but EDX is limited in its ability to validate models of automotive

filtration. The porous ceramics used in automotive filters will present too rough a

surface for EDX and resin impregnation and polishing is likely to affect the deposits

under study. Furthermore, dynamic validation of deposit locations during a filtra-

tion requires in-situ imaging which is impossible with this destructive technique as

it renders the sample in-operational.

Myriad studies have investigated ash particle size using SEM and light scattering

techniques, see table 2.3. The particle size distribution of ash and the porosity of
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FIGURE 2.23: SEM & FIB SEM of ash; (a) in-situ SEM of a DPF with
distinct ash and soot caking layers, (b) in-situ FIB SEM of an ash layer,
ash particle sintering is visible since the sample was subjected to mul-
tiple high temperature regeneration events, (c) in-situ FIB SEM of an
ash particle showing internal porosity, (d) ex-situ SEM of ash parti-

cles. Source; Adapted from Wang et al., 2020.
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TABLE 2.3: Literature Values for ash porosity, size (mean or distribu-
tion) and permeability. Source: Adapted from Wang et al., 2020.

Source Porosity Particle Size
(µm)

Permeability
(m2)

Konstandopoulos et al., 2000 - 0.5-10 2.8-7.4×10−14

Merkel, Cutler, and Warren,
2001

83% 0.1-0.5 -

Young et al., 2004 85% 2.4–37.6 5×10−12

McGeehan et al., 2005;
McGeehan et al., 2009

90% 0.1-10 -

Konstandopoulos et al., 2006 - 1 -
Sonntag and Eilts, 2016 - 0.3-30 -
Zarvalis, Lorentzou, and
Konstandopoulos, 2009

- 0.5-10 1.8-2.3×10−14

Chiou, 2013 91-95% 0.97 -
Sappok et al., 2009 90-95% - 2.8-7.7×10−14

agglomerated ash, or ash layers, are useful parameters since they are closely related

to the permeability of the ash agglomerate or layer, it’s filtration efficiency, and it’s

interaction with the catalyst (Wang et al., 2020). Figure 2.23 shows both in-situ and

ex-situ SEM and FIB SEM micrographs of ash particles and layers. Typically when

determining ash particle size distribution dispersed ex-situ ash is used since the par-

ticles are detached and easier to measure (Wang et al., 2020). In the studies in table

2.3 the porosity of the ash is estimated with in-situ ash packing density, which is de-

termined gravimetrically, the typical bulk densities of the compounds that form ash

(found in materials data tables), and by assuming spherical particles with size dis-

tributions equal to that determined by SEM (Sappok et al., 2009; Sappok, 2009). The

packing density in this estimation is determined gravimetrically from filter plugs

(where the entire filter channel is filled with ash). By cutting such a plugged section

from the filter, weighing it, then removing the ash and re-weighing the cut section

the in-situ packing density is determined. Using this porosity value the permeability

is then calculated using the Darcy equation (Sappok et al., 2009).

The chemical components that make up ash can be found with X-ray Diffraction

(XRD) and SEM & TEM EDX, see figure 2.24. From these techniques it was deter-

mined that ash contains metal oxides, metal sulphates, and phosphates. Further-

more, through SEM & TEM EDX it is possible to map the elemental distribution

within ash agglomerates as shown in figure 2.24.c. From analysis such as that shown
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in 2.24 it has been shown that the dominant metallic species are Ca and Zinc and el-

emental distribution is not homogeneous through agglomerates. The origins of ash

can be roughly determined with elemental tracing techniques such as EDX:

1. Lubricant oil Ash: Ca, Zn, and Mg are metallic additives in lubricant oil whose

function is to decrease friction, enhance heat transfer, inhibit corrosion and

deposit detergent (Wang et al., 2020). Zn and P are anti-wear additives. Ca and

Mg are typical oil detergent additives. These are by far the dominant fraction

of ash, at approximately 80 - 90% (Morcfos, Ayyappan, and Harris, 2011).

2. Abrasion and corrosion-related: Fe dominates this category of ash, other ele-

ments include Cu, Al, and Cr. It has been shown that ash from corrosion in-

creases with increasing engine speed and is much smaller than lubricant oil ash

at approximately 30nm when formed under normal engine conditions (Wang

et al., 2020).

3. Fuel and biodiesel fuel additives-related: Na and K are used as catalysts in

the production of bio-diesel. These alkaline metals readily form ash during

combustion (Wang et al., 2020).

Recent work from Varambhia et al., 2022, has examined the structure of GPF wash-

coats using multiscale FIB SEM and TEM. In this work a Zeiss Crossbeam 500 micro-

scope was used to collect FIB SEM tomograms with 3nm pixel size in the XY plane

and 9nm pixel size in Z (the direction of milling). Careful image preprocessing steps

were applied, namely histogram matching, where each slice’s histogram is matched

onto each over to ensure similar intensity ranges, and the removal of curtaining arte-

facts. Curtaining artefacts are the result of uneven sputtering during milling and will

produce alternating high-low intensity lines across the image, see 2.25.a. A Fourier

followed by median filtering regime was applied to remove the curtaining, as pro-

posed by Schwartz et al., 2019. The data was then segmented using a supervised

machine learning (ML) algorithm such as random forests into background, alumina

and Ceria-Zirconia phases, see figure 2.25.d. The FIB SEM data allowed Varambhia

et al., 2022, to quantify the volume percent of each phase in the structure of interest,

see figure 2.25.d, and to inform models of tortuosity for each phase. Varambhia et
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FIGURE 2.24: (a - b) Typical elemental composition of ash from two
different crankcase lubricating oils from McGeehan et al., 2005 as de-
termined by SEM EDX spectroscopy, (a) 1.5% sulphated oil, (b) 1%
sulphated oil. (c) TEM EDX map of an ash agglomerate particle from
Sappok and Wong, 2007. Figure 2.24.c adapted from Wang et al., 2020.
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FIGURE 2.25: (a) FIB SEM of GPF washcoat with visible curtaining
artefact, (b) TEM of a thin section of washcoat, ceria-zironia nanopar-
ticles are resolved on the left, (c) TEM EDX map showing alumina in
green, ceria-zirconia in magenta, and palladium in blue, (d) FIB SEM
of a slice through the washcoat showing the percentage of each phase.

Adapted from Varambhia et al., 2022.

al., 2022, show that the washcoat contained 24% alumina (which acts as a support

material) and 76% ceria-zirconia (oxygen donors). They found the best way to per-

form this phase analysis is to use backscatter mode SEM, using EDX to confirm the

graylevel intensity of each phase by its fluorescence, and then segmenting the image

using the backscatter data, see Figure 2.25.d. An in-situ FIB lift out technique was

then used and the lamella thinned until it was electron transparent for higher res-

olution imaging with TEM. This resolved the Ceria-Zirconia nanoparticles, whilst

EDX confirmed the presence of a Pd nanoparticle within the washcoat, see figure

2.25.b-c. The size of these particles is crucial to washcoat operation as it determines

the surface area available for heterogeneous catalysis and the packing density de-

termines the permeability of the washcoat layer, which in turn determines flow of

gaseous products to active sites (Varambhia et al., 2022). Again this was used to

inform tortuosity models of the washcoat layer.

Varambhia et al., 2022, also used XCT to place their FIB SEM & TEM work within
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the wider context of the filter channel and to better understand the microscale phe-

nomena that are critical to coated GPF operation. XCT was acquired on a channel

section cut into an area of a few square centimetres and embedded in resin for the

later correlated EM work described above. A Zeiss Xradia™ 520 Versa machine was

used to acquire the XCT data with 80kV acceleration voltage and 20s exposures, the

pixel size was 4.74µm (Varambhia et al., 2022). Varambhia et al., 2022, develop a

programmatic data processing pipeline so that the steps leading to quantitative re-

sults are well documented, repeatable and modifiable. After reconstruction the first

step of their workflow was rotation and cropping. Cropping reduced the excess size

of the dataset, making further computation faster. Rotation ensured that the square

cross-section of the channel aligned with vertical and horizontal axes. This reduced

the size of the image as it meant that horizontal and vertical cropping can be ap-

plied more efficiently. Next, histogram matching was applied to the images, this

ensured all slices had similar grayscale ranges and is an important step in situations

where pixel intensity varies from slice to slice in a volume (Varambhia et al., 2022).

A ML segmentation algorithm was then trained and applied to the dataset in order

to segment the data into substrate, catalyst and background/pore segments.

Model training was achieved within the Zeiss Zen Intellesis™ software module,

whilst data preprocessing (normalisation, rotation and cropping) was scripted in

python. A slice from the centre of the stack was taken for model training. This im-

age was manually in-painted in order to assign pixels in the training image to each

segment. The next step was to extract features from the original training image. Each

feature extraction output an altered image of the training data with certain features

having been ’extracted’. Intellesis™ offers two feature extraction options: ’Classical’

mode extracts around 30 features from the training data using CPU, these probably

included classical computer vision filters such as Gabor filters (edge & texture ex-

traction), Canny edge detection (edge extraction), and smoothing filters. ’Deep Fea-

ture Extraction’ mode extracts shapes and textures from the original image using the

first three convolutional layers of the VGG-19 algorithm using the GPU (Varambhia

et al., 2022). Each feature image was then flattened into 1D arrays and concatenated
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FIGURE 2.26: (a) fitting spheres to segmented XCT data of particulate
filters in order separate pores and measure pore diameter distribu-
tion, (b) CFD simulations of flow streamlines through a particulate
filter, data obtained from XCT. Source: Adapted from Varambhia et

al., 2022.

into feature vectors. Feature vectors associate a particular pixel in the original im-

age with the same pixel from each feature image. The feature vectors are then used

as inputs into a classifier, such as the random forests classifier. Conditional random

fields was then used to apply confidence intervals to the ouputs, this can be useful to

avoid over fitting the data. Finally, in post-processing, Gaussian filtering and binary

erosion where applied to the label image (Varambhia et al., 2022). XCT datasets of

particulate filter channels are a good application for ML segmentation algorithms.

The large datasets acquired by XCT, which contain many slice images of similar fil-

ter cross sections, means that training data from one slice (or a small volume) of an

image stack will generalise well to the whole dataset (or to multiple datasets). Fur-

thermore, for applications of ML segmentation where more training data is required,

this data is readily available. This is particularly true in time lapse applications of

XCT where large 4D datasets are acquired rapidly, producing many similar images

with similar histogram ranges and noise levels.

This XCT segmentation was then used for quantifying the structure of the sample
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on the length scales of 100 - 102µm. Varambhia et al., 2022, demonstrated uniform

pore, substrate and washcoat distribution along the length of the channel imaged

with XCT. This indicates good manufacturing process control and suggests that the

washcoating process can be finely controlled (Varambhia et al., 2022). Varambhia

et al., 2022, suggest that with iterative testing, fast analysis & processing pipelines,

and simulations, improved rational GPF designs can be achieved by fine tuning the

coating process. The pore size distribution is also studied using the XCT in this

study. By fitting spheres to the segmented data, see Figure 2.26, Varambhia et al.,

2022, were able to estimate the pore size distribution, they report; a minimum pore

diameter of 9.48 µm, mean pore diameter of 29.06 µm, and that approximately 30%

of pores are larger than the mean. These large outliers can lead to lower filtration

efficiency. Best practice for accurate metrology of pore size distribution with XCT

is to verify pore size distribution with physical methods, such as Mercury Intrusion

Porosimetry, and comparing the results as demonstrated by Václavík et al., 2017 and

Gong et al., 2018a. Varambhia et al., 2022 also study the flow through the major flow

channels that dictate flow through filter walls using CFD so that the major paths can

be qualitatively visualised, see figure 2.26.

A number of other studies use XCT to study study the structure of particulate filters.

Custer et al., 2016, Wang et al., 2020, and Price et al., 2022, use XCT to qualitatively

visualise the distribution of ash on the channel and filter monolith scale. Price et al.,

2022, are able to determine the distribution of different kinds of ash and their effect

on backpressure on a realistic sample at the filter monolith scale. Václavík et al.,

2017, Gong et al., 2018a and Nakayama et al., 2019, use XCT to measure the pore size

distribution in filter wall sections using similar methods to Varambhia et al., 2022.

Gong et al., 2018a, use the pore size distribution to inform a multiscale model of a

GPF, whilst Nakayama et al., 2019, correlate the effect of pore size distribution on

backpressure and filtration efficiency. Blažek et al., 2021, use synchrotron time lapse

XCT to study the washcoating process during GPF manufacturing. They observe

how washcoat shrinking and cracking depends on particle size distribution in the

washcoat, they determine the effect of washcoat structures on backpressure, and

they perform a statistical analysis on the washcoat distribution.
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High resolution XCT has also been used to determine the permeability of ash layers

(Kamp et al., 2017). In this study they use an XTEK 225 machine which has both a

transmission and reflection source. The transmission source was used to image ash

coating the top surface of a filter wall in-situ with a pixel size of 500 nm, whilst the

reflection source was used to image the entire filer wall and ash layer with a pixel

size of 1.2 µm. This data is then used in CFD simulations that implicitly solve the

Navier-Stokes equation at each pixel in order to calculate permeability of the ash

layer as well as the total permeability across the ash loaded filter. Kamp et al., 2017,

report ash layer permeability of 5.82 × 10−14 for a Mg-based ash layer. It seems

likely that this work from Kamp et al., 2017 is still very resolution limited as many

ash particles and structures are smaller than the pixel size of their XCT. For example,

McGeehan et al., 2005 and McGeehan et al., 2009 show that ash particles range from

0.1 to 10 µm.

2.6.4 Image Based Modelling & Simulation of Particulate Filters

Early modelling approaches utilised ‘unit-cell’ models (Konstandopoulos, Skaper-

das, and Masoudi, 2002), the porous filter wall is assumed to act as a group of unit

cells, with each containing within it a simple geometric shape that acts as a collector

of deposit (spheres for granular filters and cylinders for fibrous filters). Thus, the

DPF filter is simply modelled as a granular filter, where a set of collector particles

is evenly distributed in space and the ratio of collector size to the total unit cell size

in each unit cell matches the macroscopic porosity of the filter. A transient filtration

model is then derived by continuously re-computing the evolving unit-cell geome-

try due to PM deposition on each unit cells collector (Konstandopoulos, Skaperdas,

and Masoudi, 2002). By applying the transient filtration unit-cell model Konstan-

dopoulos and co-workers can calculate the amount of soot deposited as a function

of superficial filtration velocity, pore size, porosity and wall thickness. The mass

of PM deposited at different wall depths (or normalised wall thickness) at different

loadings during deep-bed filtration can be modelled this way. This can be thought

of as a idealised model based off the macroscopic equations defined above, and al-

though a very simple model, it shows agreement with experimental SEM EDX re-

sults for deposit depth in filters with both showing a similar sharp decay in deposit
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concentration with increasing wall depth. However, the lack of realistic porous mi-

crostructure in these models limits their application.

Vlachos and Konstandopoulos, 2006, have also used so-called ‘digital materials’ to

model the micro-scale performance of DPFs from relevant 3D reconstructions of DPF

pore structures. In order to create the digital materials sectioned SEM micrographs

are captured from resin filled DPF substrates. Micrographs of DPFs are then re-

constructed into a 3D volume using stochastic methods which reconstruct the 3D

volume based on the specified statistical behaviour of correlation functions derived

from the 2D micrographs (Vlachos and Konstandopoulos, 2006). These reconstruc-

tions are unreliable relative to modern XCT techniques, however at the time micro-

CT with resolution high enough to resolve the porous microstructure was limited

to synchrotron sources. The DPF digital materials are then used in filtration CFD

models that apply the LB method for solving the 3D flow field for the first time in

automotive filter literature. Suspended soot particles are treated as a separate phase

with soot mass transport via convection and diffusion modelled by a suitable Eu-

ler formulation (Vlachos and Konstandopoulos, 2006). The model is run as a cyclic

calculation and recalculation of flow field, particle transport and deposit shape evo-

lution. Thus, the model simulates the extent of the deposition of soot in the deep

bed and soot cake in micro-structured digital DPF materials. Vlachos and Konstan-

dopoulos show that at the loading where the model gains 100% filtration efficiency

and predicts a large drop in permeability is the same loading at which bridging

between adjacent deposits occurs leading to the formation of the soot cake phase.

Furthermore, by modelling the deposit distribution overtime the amount of soot un-

der the influence of the catalyst in catalysed automotive filters can be calculated, an

important factor in passive soot regeneration (Vlachos and Konstandopoulos, 2006).

A number of other papers employ similar methods to this, i.e. using stochastic re-

construction of 2D micrographs, solving LB for the flow field and using Eulerian

particle fields to model deposition (Stewart and Rector, 2004; Yang et al., 2009)

The last decade has seen Yamamoto and Yamauchi, 2013, Belot et al., 2020, Kamp

et al., 2017 and Kočí et al., 2019, improve upon this state-of-the-art by employing

micro-CT rather than stochastic reconstructions to create the filter domain for pore
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scale modelling. Previously Yamamoto et al., 2006, had modelled the soot accumu-

lation process but only very coarsely with 11µm/px XCT. More recently Yamamoto

and Yamauchi, 2013, apply micro-CT to the NOx-soot regeneration process for a sta-

tionary non-transient soot deposit, Kamp et al., 2017, model the effect of ash build-

up on permeability and pressure drop, and Kočí et al., 2019, model CO(g) oxidation.

Plachá et al., 2020 and Belot et al., 2020 both model filtration efficiency. These studies

all apply lab based micro-CT to create 3D volumes of the pore space and solve LB

which allows for the calculation of the 3D distribution of local velocity and pressure

on the pore scale for filter walls.

In a recent 2020 article, Plachá et al., 2020, model the filtration process. The micro-

CT for this modelling is reported in a paper from the same group (Václavík et al.,

2017). Václavík et al., 2017, use micro-CT and Mercury Intrusion Porosimetry (MIP)

to study the pore scale of their catalysed SCRF samples before applying the tech-

nique to their CO oxidation model (Kočí et al., 2019) and filtration model (Plachá

et al., 2020). Their results show that their application of the micro-CT technique,

using an Xradia MicroXCT 400, does not resolve all the pores in their samples at a

reported resolution of 1.14µm/px. The smallest pores in the SCR alumina washcoat

are missed. However, it is important to note that non-SCR catalyst wash-coatings

are much less porous than those reported on by Václavík et al. and in industrially

relevant Three Way Catalyst samples the pores tend to be smaller, disconnected,

and with lower overall porosity. Here they are able to segment the SCR washcoat

phase from the cordierite filter phase due to the different x-ray attenuation of the

two materials. They apply their micro-CT workflow to samples with different cata-

lyst coating configurations. Thus, Kočí et al., 2019, are able to incorporate the effect

of different 3D distributions of the catalyst phase on their CO-oxidation model and

Plachá et al., 2020, are able to model the effect of this varying 3D distribution on

the clean filtration efficiency . Placha et al. calculate the fresh filtration efficiency by

first solving the velocity flow field in the microstructure of the catalytic filter wall in

Open-FOAM by the LB method. Then, a Lagrangian solver is used to calculate the

movement of individual soot particles in the velocity field and statistical filtration

efficiency is calculated. However, the results of filtration models are not validated
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by experimental observations of filtration (Plachá et al., 2020; Belot et al., 2020).

2.7 Outlook

GPFs are installed in contemporary GDI vehicles and will be installed in future GDI

vehicles too. They are now the main focus of particulate filter research. GDI engines

are more sensitive to backpressure changes. As a result an improved understanding

of how to develop highly filtration efficient GPFs at low backpressure costs over the

entire filter operational lifetime is needed. Additionally, ash effects the filter perfor-

mance as it builds up as a layer on the filter wall. As a result physical properties of

ash; porosity, particle size distribution, and permeability, will all directly effect the

performance of the filter overtime in a way that is not well understood. Developing

methods for characterising these ash properties is important for this area of partic-

ulate filter research. Finally, another important step in this research area will be to

develop physics models such as those from Kočí et al., 2019, Plachá et al., 2020 and

Belot et al., 2020. Working models such as these would allow OEMs to test new filter

designs at specific working conditions on-chip without expensive testing. However,

improved confidence in such models from experimental validation is needed to re-

duce the burden on testing.

In this project we have deployed a range of imaging techniques in order to better un-

derstand the research gaps mentioned above. We have used time resolved XCT with

voxel size of 1.625 µm3 to resolve how nanopowders with similar physical proper-

ties to soot deposit in the pores of particulate filters. This allowed us to observe how

the microstructure of the filter deep bed changed during filtration in sections of a

filter wall. This method was then extended so that the entire length of a 3 cm chan-

nel section could be imaged (by stitching together multiple tomograms). Such work

can improve understanding of filtration and potentially validate physics models of

filtration. Additionally, we also use XPT with correlated XRF tomography to image

the fine microstructure of automotive ash with < 50 nm voxels, including interior

pores and particle size distribution. These images were compared to complimentary

SEM EDX, and FIB SEM images of ash. XPT of ash structures allows for improved

understanding of the physical properties of the ash that effects filter performance
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TABLE 2.4: Table of complimentary imaging techniques as used in
this project, including for each the resolution, field of view, acquisi-

tion time and samples studied.

Resolution Field of View Acquisition
Time

Samples Notes

Synchrotron XCT 1.625 µm3

voxel size
4.2 × 3.5 mm 1 - 20 mins 3 cm long ’mini

channels’, see
section 3.1.1, cut
from DPF, GPF,
and aged GPF.

Time resolved synchrotron XCT was
used in this project to study the
build up of nano-particles that were
flowed through operational filter
samples in-situ. This was achieved
with continuous imaging and flow
(section 3.1.5) and also with stop-
start imaging and flow (section
3.2.4).

Lab XCT > 10 µm3 res-
olution

∼ 6mm2 −
10cm2

20 mins - 2
hrs

Wall sections,
channel sections,
and monolith
sections (cores)
from DPF, GPF,
and aged GPF.

Lab XCT was used for preliminary
investigations and pre-scanning of
beamtime samples. Lab XCT al-
lowed us to observe the structure of
particulate filters at a range of differ-
ent scales (single walls up to mono-
lith scale) and resolutions. Prelimi-
nary scans allowed us to check beam-
time samples were not defective.

X-ray
Fluorescence
Tomography

0.25 − 0.5
µm3 voxel
size

25 × 13.75 µm
- 50 × 25 µm

∼ 10 hrs Ash removed
from aged GPF
on pinhead and
membrane, see
section 3.3.2.

XRF-CT was used in a correlative
workflow with XPT. Chemical imag-
ing allowed us to resolve the chem-
istry of ash particles. However the
method is limited by long scan times
which can be costly in synchrotron
beamtimes.

XPT 22.6 − 45.3
nm3 voxel
size

25 × 13.75 µm
- 50 × 20 µm

1 - 2 hrs Ash removed
from aged GPF
on pinhead and
membrane, see
section 3.3.2.

XPT provides 3D high resolution
imaging of automotive ash at com-
parable resolution and field of view
to FIB SEM. However, the technique
is non-destructive (although the ash
has to be removed from the filter).

SEM > 50 nm res-
olution

∼ 3 µm2 - 20
mm2

< 1 min Wall sections
from DPF, GPF,
and aged GPF.
Also ash removed
from aged GPF
on membrane
samples.

SEM was used for preliminary inves-
tigation of particulate filter samples,
including the aged samples because
as the ash was well resolved. SEM is
also complimentary to XPT in terms
of resolution.

SEM EDX 35 nm pixel 36 × 27 µm 45 mins Ash removed
from aged GPF
on membrane
samples.

EDX was used as a complimentary
method to X-ray Fluorescence To-
mography.

FIB SEM
(Serial Section-
ing)

3 nm pixel (X,
Y) and 20 nm
pixel (Z)

36 × 9 × 17
µm

∼ 12 hrs Inlet surface of
aged GPF wall
section.

FIB SEM serial sectioning was used
as a complimentary method to XPT
and to verify the structure of internal
pores in ash (as observed by XPT in
similar samples).
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in use. In table 2.4 we summarise the imaging techniques used, including for each

the resolution, field of view, acquisition time and what samples the technique was

applied to. The scientific background of these techniques is includes in sections 2.1

- 2.4. Details of the experimental methods used are included in the following chap-

ter (chapter 3) and further discussion of the methods is also included in the results

chapters (chapters 4, 5, 6).
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Chapter 3

Experimental

Each section in this chapter links directly to the work presented in the following results

chapters of the same name; section 3.1 links to chapter 4, section 3.2 links to chapter 5, and

section 3.3 links to chapter 6.

3.1 4D In-situ Microscopy of Aerosol Filtration in a Wall Flow

Filter

We used the pink beam modality at I13-2 to continuously image deposits of TiO2 in

4D as they built up in the pores of an automotive filter over time. We achieved this

by flowing aerosol through operational filter samples and continuously rotating the

samples for tomography. We studied SiC filters as a proof of concept. We present

our results pertaining to a continuous in-situ experiment with an uncoated DPF in

the paper Jones et al., 2020, and in Chapter 4 of this thesis. In this section we describe

the experimental methods pertaining to these results.

3.1.1 Sample Preparation

Samples were cut from whole SiC DPF monoliths using a scalpel to remove a large

section. This large section was then sanded down using a fine grade sand paper

to a 3 × 3 channel cross section 3 cm long in the flow direction, see figure 3.1. The

eight outer channels at the upstream end of the sample were blocked using a quick

set epoxy resin, as was the inlet channel at the downstream end of the sample. This

forces flow through the porous walls of the wall flow filters and is more realistic
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FIGURE 3.1: (a) An XCT slice and (b) a XCt volume rendering show-
ing a typical wall flow filter sample. The samples were 2–3 cm long,
with 3×3 channels, as shown in (a). Aerosol flowed into the filter
through the centre channel, indicated by a red arrow, and was pre-
vented from entering the exterior channels which were plugged with
epoxy resin, shown in yellow. The central channel was blocked in the
same way at the back end of the sample. Scale bar = 4 mm. Source:

Jones et al., 2020

FIGURE 3.2: Schematic of the components used for the aerosol flow
rig set-up at I13-2 during MG23490. Source: Jones et al., 2020.
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than studying flow normal to a single filter wall (Jones et al., 2020), furthermore

the extra material surrounding the inlet channel protects it from damage during

sample preparation compared to removing a single filter wall (Jones et al., 2020). A

rendering of a sample is shown in figure 3.1.

3.1.2 Solid Aerosol Generator (SAG 410/U)

The Topas SAG410/U was procured for this project in-order flow particles into filter

samples for time-resolved in-situ imaging of particle filtration. We wanted a set-

up that would allow for constant, reproducible, and adjustable powder mass flow

rates. We also wanted a set-up that would be flexible and would aerosolise a range

of powders of different sizes and flowabilities. The SAG410/U meets these require-

ments. The solid aerosol generator (SAG) consists of a rotating powder reservoir

that is filled with a solid dry powder, see figure 3.3.b. During this project we have

aerosolised test powders of different sizes (< 100 nm diameter to < 5µm diameter)

successfully. The rotation of the reservoir prevents clumping and improved the rate

at which powder travelled up the feeder, see figure 3.3.b, this is important for low

flowability powders. An Archimedes screw in the feeder draws the powder from

the reservoir to the top of the feeder were it is drizzled onto a rotating ’dosing ring’

at the ’filling zone’, see figure 3.3.b. The powder settles into a layer on top of the

dosing ring and is shaped into a consistent shape. A scraper above the ring scrapes

off particles above a certain height which was set by the operator. The width of the

powder layer that settles on the dosing ring is determined by the width of the dosing

ring used. In this way powder dose is consistent across the dosing ring’s circumfer-

ence. The dosing ring, which is constantly rotating during operation, transports this

powder layer to the extraction site, see figure 3.3.b. Here a nozzle sucks the pow-

der from the extraction site into the air flow, thereby aerosolising the powder. The

aerosol then flows to the rest of the experimental flow rig. The flow rate through the

SAG is determined by a pressure regulator, this inlet pressure must remain above 1

bar. Finally, it is possible to keep the SAG at an under-pressure. This means that the

pressure inside the perspex box around the powder dosing ring and feeding mech-

anism is kept at a low pressure (< 1 bar), see figure 3.3.a. This means that air flows
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FIGURE 3.3: (a) SAG410/U Solid Aerosol Generator, (b) Schematic
showing the operating principle of the SAG. Adapted from

SAG410/U user manual.

from the atmosphere into the unit, rather than the other way around. This prevents

contamination of the environment with powder or aerosol.

3.1.3 Aerosol Flow

A bespoke aerosol flow rig was designed and built for this experiment. A schematic

of the aerosol flow rig used is shown in figure 3.2. A 5 bar head pressure was

developed from an air compressor. The compressed air flowed through flexible

polyurethane tubing that connected components in the aerosol flow rig. The pres-

sure regulator at the front of the SAG was used to regulate the volumetric flow rate

through the the aerosol rig. During these experiments it was important to run the

SAG at an underpressure, where the pressure inside the SAG is less than the hutch

environment, so that air flow from the hutch into the SAG, preventing the leakage of

aerosol from the SAG into the hutch environment. The aerosol mass flow rate gener-

ated by the SAG was controlled by varying the height of powder on the dosing ring

and the speed of the dosing ring. By keeping these constant and flowing aerosol into

a clean HEPA filter of known mass and then re-weighing the filter the mass flow rate

of the experimental set-up was determined.

The aerosol then flows to a bespoke 3D printed sample holder, shown in figure 3.4.

The sample holder was printed in 5 mm thick Acrylonitrile Butadiene Styrene. The

sample holder was stiff enough to avoid deflection during rotation, whilst also thin

enough to minimize unnecessary beam attenuation. The sample is glued into place
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FIGURE 3.4: Diagram of the imaging set-up at I13-2. Source: Jones
et al., 2020.

within the sample holder, this prevents sample movement during the experiment.

The sample holder reduced in width so that a 1 mm × 1 mm opening directed flow

through the central channel. The design also included outlets perpendicular to flow

allowing for simultaneous pressure measurement before and after the sample posi-

tion, see P1 & P2 in figure 3.4. This allowed for in-line measurement of the pressure

drop through the filter during the filtration experiment. The RS PRO series manome-

ter used had a plotting function so that the data could be saved as a spreadsheet. The

manometer had an accuracy of ±0.005 kPa. Finally the aerosol flows through to the

HEPA filter (Pall HEPA Capsule; 99.97% 0.3 µm particle retention). The HEPA filter

removes the nanoparticles from the flow in order to protect equipment in the hutch

environment and to prevent inhalation of the nanoparticles.

3.1.4 Diamond I13-2 beamline

The I13-2 Diamond - Manchester Beamline was used for this experiment. I13-2 fo-

cuses on absorption and in-line phase contrast micro tomography in the 6 - 30 keV
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energy range and can switch to full field microscopy with up to 50 nm spatial reso-

lution (Rau et al., 2016). The radiation source is the 2 m long U23 undulator which

produces x-rays with harmonic peaks that can be tuned depending on experimental

requirements. The flux at a typical energy of 20 keV from the undulator is approxi-

mately 1014 ph/s at 0.1% band width, with a beam size of 400 µm × 13 µm and x-ray

beam divergence of 60 µrad x 25 µrad (horizontal x vertical; all Full Width Half Max-

imum) (Fanis et al., 2013). The layout of the imaging branchline is shown in Figure

3.23.

Inside the first optical hutch (OH1) are the first set of shutters, slits and filters. The

shutters open and close to prevent the beam reaching the endstation. The slits define

the size and shape of the beam. The filters, which are made of various elements and

are of variable thickness, will filter out low energy x-rays that are undesirable in

many imaging experiments and reduce the heat load on more sensitive downstream

components (Fanis et al., 2013). OH1 also contains a mirror to deflect the beam from

its parallel coherent path, to filter harder x-rays from the beam, and to introduce

a degree of focusing (Fanis et al., 2013). A second set of silts in OH2 is followed

by the third pair of slits and the monochromator that are housed outside the main

synchrotron ring in OH3. The monochromator narrows the bandwidth of the beam

from 10−2 to 10−4 (∆E/E) (Fanis et al., 2013). By setting the double crystals of the

monochromator parallel to the beam it will not effect the beam, resulting in the ’pink’

beam, i.e. polychromatic, which is ideal for fast experiments (Rau et al., 2016). This

pink beam spectrum will be determined by the undulators ID gap, filter, mirrors

and windows. At the sample position the pink beam is ∼ 100 times more intense

compared to the highest flux from the monochromator of approximately 1013 ph/s

(Fanis et al., 2013). The beam then enters the experimental hutch through a 300 µm

diamond window, a final set of slits, more filters, and finally a set of fast shutters

(Fanis et al., 2013).

The experimental set-up in the experimental hutch is constructed on a vibration iso-

lated table. Installed on the table is a high precision rotation stage (about 25 nm run

out) for tomography and a detector stage which can be translated over a distance of

2 m for in line phase contrast (Rau et al., 2016). The scintillators and objectives are
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fixed on to a revolver system so that they can easily be interchanged for multiscale

imaging experiments. The different combinations of scintillators and objectives span

spatial resolutions from 5 to 1 µm and field of views of ∼ 9 × 6 mm2 to 1 × 1 mm2 by

using 2×, 4× or 10× objectives (Fanis et al., 2013; Rau et al., 2016). The visible light

from the scintillator is reflected through a mirror through one of these objectives to

either a PCO Dimax, PCO Edge or PCO 4000 camera (Fanis et al., 2013). These offer

a trade off with the Dimax offering the highest acquisition rates (up to 1279 fps), the

4000 offering highest spatial resolutions, and the Edge offering intermediate quali-

ties (Fanis et al., 2013). This data is then saved via EPICS IOC in the HDF5 file format

onto Diamond Light Source central storage where it can be processed by users (Fanis

et al., 2013; Bodey and Rau, 2017).

3.1.5 Imaging

The continuous workflow consisted of aerosol being flowed through the sample con-

tinuously whilst the sample was illuminated with X-rays and rotated for tomogra-

phy at I13-2. For the continuous in-situ imaging the projections were acquired from

the centre of the sample filter. A radiographic projection was acquired every 0.18°

in an 180° fly scan (1000 projections) with exposure times of 0.01 s. Once one to-

mogram was acquired from 0◦ −→ 180◦ the next was immediately initialised from

180◦ −→ 0◦. We obtained flat and dark field images before and after each in-situ

run (i.e. after all time steps have been acquired) rather than after each tomogram

acquisition in order to reduce the time taken per projection. We utilised the ‘pink

beam’ configuration at I13-2 with several harmonic peaks. The ID gap was set at

5 mm, and a 3.2 mm Al filter was installed before the sample to filter the beam.

Thus, the spectrum reaching the sample ranged from 6 to 35 keV, the peak flux was

25 keV and the integrated photon yield was approximately 3.72 × 1012 ph/s at the

sample position. The 2× objective was used for this continuous workflow coupled

to a LuAg scintillator. This 2× lens resulted in a total 4× magnification with pixel

size of 1.625 µm. The continuous workflow was thus able to acquire tomograms

that resolved the deposits in 3D at a rate of 1 tomogram/minute. The in-situ run

lasted 20 min, the run was stopped once caking layer was observed on the surface

of the filter wall. The ’zeroth’ scan was procured before the aerosol flow was turned
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on. The first ’loaded’ scan was acquired after 2 min, after which a new scan was

acquired every minute. Between in-situ runs a CdWO3 scintillator was used with a

1.25× objective for larger overviews of the sample. The 4× objective was also used

for more detailed imaging and was coupled to a LuAg scintillator. At the start of the

beamtime the spectrum was optimised such that sufficient brightness and contrast

was observed in the radiographs.

3.1.6 4D Data Processing

Projections were reconstructed with filtered back projection in 16 bit grayscale using

the Savu platform where a distortion correction algorithm was also applied to un-

warp the images (Atwood et al., 2015; Vo, Atwood, and Drakopoulos, 2015). Each

volume in in-situ sequence is then cropped to 1410 × 1410 × 2110 voxels. This pixel

volume represents a real volume of 2256 × 2256 × 3376 µm. The volumes were then

stacked as a time sequence. Resulting in a array of dimensions 18 × 1410 × 1410 ×

2110 (t, x, y, z).

In order to quantitatively interpret the dataset the volumes needed to be segmented

into pore/background, filter and deposit. The volumes were first converted to 8

bit to reduce dataset size. The volumes were then smoothed with non-local means

filtering. A mask was created of the filter in the ’zeroth’ volume in the time series,

when there has been no aerosol deposition, using a global threshold (volume > 120).

This was then eroded and subsequently dilated, thereby removing noise and filling

holes in the segmentation. This was then applied to the subsequent volumes in

the times series to mask out the filter phase in the image. Deposit segments and

background segments for each volume in the time series are then obtained through

another global threshold (volume > 112). This resulted in binary volumes of the

deposit segment. Noise in the segmentation was removed by smoothing and then

re-segmenting the deposit segment consistently across the entire data series. These

are combined for fully labelled volumes with filter, TiO2 deposit, and background

segments. This data can then be quantitatively interpreted, see chapter 4.
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3.2 Multiscale Time Resolved Microscopy of Aerosol Filtra-

tion in Gasoline Particulate Filters.

We used the pink beam modality at I13-2 to image deposits of ZnO nanoparticles

(ZNP) in 4D as they built up along the entire length of a sample channel and in the

pores over time. We achieved this by flowing aerosol through operational filter sam-

ples, pausing flow, and then rotating the samples for tomography. We studied coated

and uncoated GPFs as provided by our industrial partners Johnson Matthey. We

present our results pertaining to the multi-scale time resolved experiment in Chap-

ter 5 of this thesis. In this section we describe the experimental methods pertaining to

these results. This method aimed to improve on the ’4D in-situ microscopy’ method

described in section 3.1 by using volumetric flow rates that are equivalent to flow

rates in operational conditions, improving characterisation of the aerosol developed

with DMS analysis, and extending analysis to the entire sample channel.

3.2.1 Sample Preparation

Sample preparation is as described in section 3.1 but samples are removed from

coated and uncoated cordierite GPF monoliths. In the case of the coated samples

they were pre-scanned in a Nikon 225 lab CT machine in order to confirm the pres-

ence of a coating layer in the central channel of the filter.

3.2.2 Aerosol Flow

A bespoke aerosol flow rig was built for this experiment by updating the rig de-

scribed in section 3.1. The updates are put into place to allow for improved control

and measurement of volumetric flow rate at low flow. The typical volumetric flow

rate used with this rig was 20 ml/min. A schematic of the aerosol flow rig used is

shown in figure 3.5. A 5 bar head pressure is generated by the air compressor. The

SAG operates as described in section 3.1.2 & 3.1. After the SAG, the line forks to

the main line and bypass line. The bypass line is required to make sure that there

is enough flow through the SAG to ensure proper suction at the extraction site so

that all powder from the dosing ring is removed, ensuring a consistent aerosol mass

flow rate whilst also allowing for low flow rates through the main line by splitting
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FIGURE 3.5: Schematic of the components used for the aerosol flow
rig set-up at I13-2 during MG29110.

FIGURE 3.6: Photograph of the 3D printed sample holder used during
MG29110.
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FIGURE 3.7: Schematic showing the operating principle of particle
size distribution measurement in a DMS500 particle sizer. Adapted

from Cambustion DMS500 user manual.

the flow. The relative amount of flow in each line is controlled by a flow controller

on the bypass line. This flow controller valve can be opened and closed such that

the flow meter on the main line reads the intended flow rate. Once again a HEPA

filter is placed at the back of the lines to act as an exhaust filter, filtering ZNP from

the aerosol in order to keep the hutch environment safe. Finally, the design of the

sample holder was also updated. The dumbbell shaped sample holder, rendered in

purple in figure 3.4, is replaced with a straight pipe design, see figure 3.6.

3.2.3 Aerosol Size Distribution Measurement

The DMS500 was used to measure aerodynamic diameter of the ZnO aerosol de-

veloped for in-situ time resolved imaging of filtration. The particle sizer provides

a number/ aerodynamic diameter spectrum for particles between 5 nm and 1 µm.

In other words it counts the number of particles in a aerosol that have aerodynamic

diameters within certain binned sizes. The aerodynamic diameter of a particle is

defined as that of a sphere, which has a density of 1 g.cm−3 (unit density, equal to

density of water), which settles in air at the same velocity as the particle understudy,

defined below.

DP =

√
18µυs

ρ0g
(3.1)
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Where µ is the viscosity of air, υs is the settling velocity of the particle , ρ0 is unit

density, and g is acceleration due to gravity.

Once aerosol has been flowed into the DMS system dilution and separation steps

take place before the size measurements can occur. The dilution steps reduce mois-

ture in the aerosol and prevent further agglomeration or nucleation of the aerosol.

The aerosol can be diluted to between 12:1 to 500:1, in our application a dilution

of 50:1 is used. A cyclone separator then removes particles larger the 1 µm from

the aerosol, this simply prevents the build-up of heavy particles at the back of the

system reducing the need for maintenance. Figure 3.7 shows the operating prin-

ciple of the particle size measurement. An aerosol charger that uses a fine corona

wire at high voltages produces positive ions that collide with the aerosol particles

thereby charging them as they flow into the classifier column, see figure 3.7. Once

in the classifier column a second particle-free laminar flow of air carries the aerosol

through the column, see figure 3.7, this means that the particles flow in a predictable

manner. A high voltage rod in the centre of the column repels the charged particles

towards the wall of the column whereupon they yield their charge to the grounded

electrode rings placed along the length of the column. Their point of contact along

the length of the column is a function of their charge and aerodynamic mobility.

Each charge detected yields a separate particle count with time resolution of 200 ms,

the ring from which the charge was detected determines which size bin the charge

is counted into. Each bin is calibrated empirically to an aerodynamic particle size.

During the aerosol sizing experiment ZNP aerosol was developed by the SAG and

was flowed into the DMS through identical lengths of tubing at similar humidity

and temperature conditions (lab conditions) to the beamtime experiment previously

performed. This is so that the ZNP aerosol size distribution and concentration mea-

sured by the DMS is a good measure for the aerosol generated during the in-situ

imaging experiment performed separately (this was not an in-line measurement).

This developed an aerosol concentration of 14 × 107 n/cc with an aerosol size distri-

bution as shown in figure 3.8.
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FIGURE 3.8: Aerosol Size Distribution; (a) Aerosol size distribution
over 200 s of flow. The aerosol flow rig develops a consistent concen-
tration and size distribution over test, (b) averaged distribution over

the same period. The peak particle size is at 100nm
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FIGURE 3.9: Schematic showing how the entire length of a GPF
sample was scanned by stitching together vertically aligned ROI as

shown.

3.2.4 Imaging

The imaging was performed at I13-2, the beamline is described in section 3.1.4. The

multiscale and time resolved workflow consisted of aerosol being flowed through

the sample at 20 ml/min, the flow being paused, and then a sequence of 8 vertically

aligned tomograms that covered the entire length of the sample filter channel being

acquired, see figure 3.9. These were acquired so that neighbouring tomograms over-

lapped by approximately 100 px. The flow would then be resumed, paused again

after a set amount of time, and the vertically aligned tomograms re-acquired. This

was repeated for 6 time steps. Thus a tomogram was acquired after 10 s, 20 s, 30 s, 40

s, 70 s, and 100 s of loading. Additionaly, when the sample was in a clean state (i.e.

before any aerosol flow) another set of vertically aligned tomograms were acquired

(0 s).

For these tomograms a radiographic projection was acquired every 0.1° in an 180°

fly scan (1800 projections) with exposure times of 0.03 s. We obtained flat and dark

field images before and after each set of vertically aligned tomograms. We utilised

the ‘pink beam’ configuration at I13-2 with several harmonic peaks. The ID gap was

set at 5 mm, and the Pt mirror was used, this already filtered the beam sufficiently

so no extra filter was installed. Thus, the spectrum reaching the sample ranged

from 6 to 29 keV, the peak flux was at 17 keV. The 2× objective was used for this

continuous workflow coupled to a LuAg scintillator. This 2× lens resulted in a total
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4× magnification with pixel size of 1.625 µm. Data was also acquired with the 4×

objective for more detailed imaging. At the start of the beamtime the spectrum was

optimised such that sufficient brightness and contrast between the deposit phase

and background was observed in the radiographs.

3.2.5 Multiscale & Time Lapse Image Processing

The method described in section 3.2 resulted in a large dataset that traversed length

scales from the pore scale (10’s of µm) to the sample length scale or channel scale (3

cm). In order to quantify the dataset it needed to be segmented into background/pore,

filter, deposit, and catalyst coating (in the case of the coated samples) segments.

However, due to the overlapping gray level values of the phases of interest, and low

contrast between deposits and background due to the low density of the deposits

(lower density due to lower flow rates compared to the section 3.1 method), this

was a challenge to segment. Because of this size and complexity a robust scripted

methodology was applied in order to process the images and eventually segment the

dataset. This was completed using open source python packages such as numpy,

scikit image, OpenCV, SimpleITK, and Tensorflow. This was achieved for a ’bare’

uncoated GPF dataset as well as a ’coated’ dataset. These datasets are processed in

a very similar manner, where there are differences in the image processing method

these are stated. The workflow is outlined in figure 3.10.

Data Reduction and Cleaning

The first steps are to reconstruct the data in Savu using the Filtered Back projection

algorithm from Astra (Atwood et al., 2015). We also apply ring removal, distortion

correction, and dark-flat field correction at this stage (Vo, Atwood, and Drakopou-

los, 2018; Vo, Atwood, and Drakopoulos, 2015). The data is then converted into 8bit

in order reduce the size of the dataset. In 8 bit each tomogram of 1470×1470×2160

(x ,y, z) has a size of 4.7 GB. Thus, each data set for a multiscale time resolved sam-

ple (which included 8 vertically aligned tomograms and 7 time steps) had a size of

4.7GB × 8 × 7 = 263.2 GB.
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FIGURE 3.10: An outline of the workflow used to process the time
lapse and multiscale data set.

FIGURE 3.11: Schematic showing the operating principle of the his-
togram matching applied to the dataset; because the histogram max-
imum of a slice is always the background peak we can simply ’trans-
late’ the histogram so that this peak aligns with, or matches, the

global average position of that peak.
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We then apply histogram matching. Histogram matching was achieved by finding

gray value of the global histogram maximum and matching the maximum in each

slice of the dataset to the global value through histogram translation (i.e. addition or

subtraction of an integer from every pixel value in a slice so that the histogram max-

imum in the output slice is at the same value as the global maximum value). This

is only possible because of the prism-like structure of the sample, where each slice

in the z-direction is of a very similar cross section and where there is a robust max-

imum due background pixels, see figure 3.11. Thus this method essentially makes

the background values in each slice the same value. Histogram matching is an im-

portant step as it means thresholds and other pixel value sensitive processing steps

can be applied consistently across the dataset.

The images, which until this point had been saved as a stack of 2D slices, were then

converted into 3D tiff files of each tomogram. The images are then rotated such that

the walls of the filter channels run parallel to the axes of the image. After rotation

any excess space around the volume is cropped away so that each tomogram has a

size of 1150×1150×2160 for the bare sample dataset and 1240×1240×2160 for the

coated dataset.

Image Filters

The next step is to apply non-local means (NLM) smoothing to the entire dataset.

This is a very resource intensive operation since NLM computation scales quadrat-

ically with increasing number of pixels. For this reason the NLM filter was applied

slice-wise in parallel using multiple cores of the CPU (typically 20 cores). We use

python’s concurrent.futures module to launch parallel tasks of scikit image’s NLM

filter algorithm. However, we did not apply the filter consistently across the entire

dataset. We found that noise peaked in the centre of each tomogram. This was due

to detector ’browning’ that occurred over time as x-rays damaged the detector. The

effect of browning on noise is shown in figure 3.12. Therefore adaptive smoothing

was applied to the zeroth volume by different NLM filters depending on the noise

level in a region-by-region basis. Where noise was high a set of pre-defined NLM

filters were applied until the SD reached an acceptable level. Where noise was low
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FIGURE 3.12: Standard Deviation along the entire length of a filter
sample; here the peaks in standard deviation align roughly with the

centre of each tomogram in the vertically aligned set of 8.

no filter, or fewer filters, were applied. After NLM smoothing of the zeroth volume

we applied adaptive smoothing to the rest of the dataset (i.e. the deposit loaded

volumes) by applying NLM smoothing to the deposit loaded volume until the peak

signal to noise ratio (PSNR) between the equivalent zeroth volume and the deposit

loaded volume no longer improved. Thereby effectively applying smoothing until

the noise level in the deposit loaded volume was at a similar level as in the equiv-

alent zeroth volume. We calculated the PSNR from a mask of the solid filter phase

so that deposit in the deposit loaded volumes did not effect the PSNR calculation.

It was important that the deposit loaded volumes were not over or under smoothed

with respect to the zeroth volume as this lead to erroneous segmentation of pixels

later in the workflow. After the adaptive NLM filtering (applied slice-by-slice) a 1D

Gaussian filter was applied to smooth in the z-axis.

Image Registration

Image registration has two important roles in this workflow. The first was volume

’stitching’, here we register the overlapping volumes between the eight vertically

aligned tomograms onto each over so that we can create one continuous image of
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FIGURE 3.13: High resolution image of a cross sectional XCT slice
after the ’stitching’ registration of the eight vertically aligned tomo-
grams, resulting in a continuous volume of the sample channel. Here
we show the clean (0 s loading) tomogram. Because the flow was
stopped at each time step we were able to procure this set of eight
tomograms with the cumulative loading time being the same in each

tomogram, see section 3.2.4. Scale bar = 750 µm
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the sample channel, see figure 3.13. The second is ’temporal’ registration. Here

we registered volumes that represent the same space but at different times of the

experiment onto each other.

Volume stitching registration is applied only to the ’zeroth’ tomograms, these are the

tomograms acquired before any aerosol flow. The subsequent loaded tomograms are

then registered onto these zeroth tomograms during the temporal registration step.

Stitching in this workflow was was achieved with exhaustively optimised registra-

tions in SimpleITK.

During registration the image that is being registered is called the ’moving image’,

and the image that is being registered to is the ’fixed image’. During the stitching

process the ’moving image’ was the tomogram further along the z-axis, i.e. further

downstream, and the ’fixed image’ was the tomogram above it. Exhaustive optimi-

sation works by transforming the moving image to each point on a grid and evalu-

ating a similarity metric at that point. A similarity metric describes the similarity of

the two images, examples include mean square error and Mattes mutual informa-

tion. In exhaustive optimisation the point on the grid with the best similarity metric

is the optimal transformation for registering the two images.

We utilised a series of three such exhaustive optimisations each with successively

finer grids to find the best 3d translation transform. The first exhaustive search was

centred around the transform that superimposed the centres of the two images, in

this case an identity transform, and coarsely searched a large volume for the best

transform. The second was centred on the best registration found during the previ-

ous coarse optimisation and searched a finer grid of transforms. Similarly the third

and final grid was centred on the best registration from the previous optimisation

and had the finest search grid, defined by a step size of 1 px and a 10×10×10 grid.

We used the output best transform, as determined by the Mattes mutual informa-

tion optimiser, as the transform that registers the two images. This transform is

then applied to the moving image. We can then ’stitch together’ the tomograms to

make a continuous section of channel, see figure 3.13. Some efficiencies are gained

by only processing the overlapping portions of both tomograms, reducing memory

requirements. Furthermore, when calculating the similarity metric there is no need
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to calculate it at every pixel, in fact a very small fraction of pixels suffice. We sam-

pled only 0.02% of pixels (45000 pixels) which were sampled randomly. Thus this

exhaustive optimiser based method was sufficient, since; very accurate registration

was not critical to later analysis, the overlapping volumes were relatively small, and

we were only required 3D translation transforms.

The temporal registration is very important to the later segmentation because the

segmentation is very sensitive to registration error. For this registration the deposit

loaded tomograms were the moving images and the corresponding zeroth tomo-

grams were the fixed images. Again, the registration was achieved using SimpleITK.

Similarly to the ’stitching’ registration the first step was to apply a coarse exhaustive

optimisation. This was centered around the transform that superimposed centres of

the two images, in this case a unit transform. The metric was Mattes mutual infor-

mation. Unlike in the stitching registration we also included rotations in radians in

the transforms. This exhaustive optimisation was slow but it was important to find

a good initial transform for the next step of the workflow so that the registration was

robust and could be applied in a script to the entire dataset.

This next step was to apply a simple gradient decent optimiser. Gradient decent

optimisation in image registration works by sampling the space around the initial

transform by calculating the similarity metric for each point (where each point is a

transform). The best transform is then selected as the new starting point and every

point around that is sampled with the best point being chosen as the next point.

This is repeated until the similarity metric converges at a minimum value. This is

a good method for accurately finding the best registration with less computational

cost compared to the exhaustive method above. However, it is important that the

images are relatively well registered at the outset otherwise it is likely that the gra-

dient decent optimiser method will ’fall’ into a local minimum rather than finding

the global minimum. For this reason we applied the exhaustive method beforehand

in order to coarsely register the image first. By applying this workflow we found the

optimal 3D Euler transform (a rigid 3D transform with rotation in radians around

a fixed center with translation), using the mean squares metric. This transform was

then applied to the moving image, thereby registering it onto the zeroth image. Since
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the fixed image had already been transformed into a continuous channel volume

during the stitching registration, this registration also aligns these moving images

into a continuous set without the need to run another registration.

Filter & Deposit Segmentation

Once the the data was registered we had a data set of seven stitched together contin-

uous filter channels (see figure 3.13), one in a clean state, referred to as the ’zeroth’

volume, and six at increasing loads of deposit (10s, 20s, 30s, 40s, 70s and 100s of load-

ing). In order to segment the data we first segment the filter and background/pore

phases in the zeroth volume. A simple global threshold can be applied in order to

achieve this. For the bare sample the threshold is where volume ≥ 97, and for the

coated sample, where volume ≥ 96. We then apply binary dilation and erosion to

this segmentation to smooth and fill holes in the filter segment.

We then created utility masks that helped with the remainder of the workflow. These

were a ’walls’ mask and a ’channel’ mask, see figure 3.14. The walls mask was cre-

ated by aggressively dilating and eroding the filter segmentation 2D wise with a

square kernel of width 50. This was parallelised using concurrent.futures to launch

parallel tasks of the scikit image erosion/dilation function. The channel mask was

made by flooding the central region bound by the walls in the walls mask using the

scikit image function. These are useful masks as they allowed us to select and pro-

cess pixels based on their location in the image. For example, using the walls mask

we can process data that lies only inside the walls by applying the inverse of the

mask used in figure 3.14.b. The channel mask allowed us to select only pixels that

are in the central channel, this is particularly useful for selecting on-wall deposit.

We then segmented the deposit. In order to do so the filter mask from the zeroth

volume was applied to the data, see figure 3.15. Because of the registration step

the zeroth filter mask would ideally mask out the filter in the subsequent deposit

loaded volumes so that all the remaining high graylevel pixels belonged to the de-

posit segment. In figure 3.15.c we show the application of the zeroth mask to a

deposit loaded volume (100s loading). However, the remaining high value pixels

are from two sources, the deposit (as desired), but also from filter pixels at the edges
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FIGURE 3.14: Utility masks used during segmentation; (a) grayscale
data of a coated GPF slice, (b) the grayscale data with the ’walls’ mask
applied, (c) the grayscale data with the ’channel’ mask applied to it.

Scale bar = 300µm

FIGURE 3.15: Applying the zeroth filter mask to deposit loaded vol-
umes; (a) grayscale slice of the zeroth volume, (b) the same region af-
ter 100 s of loading, (c) the grayscale data with the zeroth filter mask

applied to it. Scale bar = 230µm
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FIGURE 3.16: 3D render of the structuring elements for dilation, (a)
used to dilate the filter mask, (b) used to dilate the deposit segmenta-

tion.

of the filter that are missed by the mask. These missed edge pixels were present

in similar amounts even at low loads. The structuring element in figure 3.16.a was

therefore used to dilate the mask. This structuring element will include any pixel

that shares a face or edge with an input label pixel at a distance of 1 pixel (i.e. 18-

connected at 1 pixel distance), and any pixel that shares a face at a distance of 2

pixels (6-connected at 2 pixel distance). This is done in order to remove these edge

pixels from the segmentation.

The masked volume is then segmented. Pixels that were greater than or equal to

the graylevel of the equivalent pixel in the zeroth volume plus eight, i.e. where

volume ≥ zeroth + 8, and also had a gray level greater than or equal to 98, i.e. where

volume ≥ 98, were included in the initial segmentation. Any connected regions of

this initial segmentation that were smaller than 27 pixels were then removed from

the segmentation. This is to exclude noise from the segmentation and effectively

defined the resolution of the segmentation. The segmentation is then dilated by a

cube of width = 9 px, see 3.16.b. This means that high graylevel pixels lying on the

edge of the filter, that were excluded by the dilation of the mask, are now included

in the segmentation if they were connected to a larger high gray level region. Finally,

this segmentation is re-thresholded (as pixels included in the segmentation during

dilation may be < 98) and the filter mask (without the dilation) is re-applied. An ex-

ample of this deposit segmentation is shown in figure 3.17. This workflow is applied

to all the loaded volumes.
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FIGURE 3.17: Result of deposit segmentation (a) grayscale slice of ze-
roth volume (b) grayscale slice of loaded volume (c) grayscale slice of
loaded volume with deposit highlighted in red using the segmenta-

tion. Scale bar = 230 µm

Coating Segmentation

There was no consistent graylevel contrast between the catalyst coating and the fil-

ter substrate in this dataset, see figure 3.18. This makes the segmentation of the

coating challenging. However, we can estimate the coating distribution by using a

machine learning algorithm trained on manually segmented data. This is because

machine learning algorithms can separate pixels based on image features (e.g. tex-

tures, edges, corners, gradients) at different scales of the image, thereby not solely

relying on individual pixel graylevels for segmentation. A popular algorithm for

semantic segmentation is the U-net algorithm developed by Ronneberger, Fischer,

and Brox, 2015, primarily for biomedical image segmentation, however, it has also

seen significant use across imaging applications in remote sensing, materials science

and geology (Shamsolmoali et al., 2019; Ghosh et al., 2021; Liu et al., 2020). U-net

is a convolutional neural network (CNN) with both maxpooling and upsampling

layers with concatenation. Maxpooling is the process of reducing the size of the fea-

ture maps in each layer by a convolution that replaces the pixels in a patch with

the maximum value of the patch, this effectively downsamples the feature maps so
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FIGURE 3.18: Cropped grayscale slice of a coated sample. The arrows
point to regions that show a large range of graylevels within the coat-
ing phase. The lower graylevel coating pixels overlap with the filter

substrate.

that higher level information can be extracted. Upsampling is the opposite of max-

pooling. Each pixel in a feature map is replaced by a patch of pixels via nearest

neighbour, hence upsampling the data. The upsampled data is then concatenated

with feature maps that were not downsampled, these provide local high resolution

information, whilst the upsampled data preserves the context of the higher level in-

formation achieved by downsampling. The key idea of U-net is to replace the typical

contracting path of a CNN with a contracting path that is followed by a subsequent

expansive path. By doing this high level, low resolution information propagates up

the expansive path providing contextual information to low level, high resolution

layers. This has proven beneficial for semantic segmentation.

In this workflow we have used a simple U-net to segment the catalyst coating in the

coated dataset. The architecture of the U-Net we built for this workflow is shown

in figure 3.19. This model was built in Keras and Tensorflow. The input was a

grayscale 1240x1240 slice. Each layer in the contraction path (the left half of the

symmetrical U-net architecture) has two convolutional layers, a dropout layer, and a

maxpooling layers. The first layer in the contraction path had a convolutional layer

that convolved 16 filters (of 3×3 kernels with ) through the image, resulting in a

1240×1240×16 array of filters. Then there was a dropout layer that dropped 10%



3.2. Multiscale Time Resolved Microscopy of Aerosol Filtration in Gasoline

Particulate Filters.
131

FIGURE 3.19: The U-net architecture used to segment the coating;
Blue arrows show convolutional steps, red arrows are maxpooling
steps and green arrows are upsampling steps. The long horizontal ar-
rows show where the output convolutional layers were concatenated
to the data in the expansion path. The concatenation steps are labelled
C1, C2, C3 etc., where the dimensions of the feature map arrays are
specified. Similarly, the maxpooling layers are labelled P1, P2, P3,
etc., and the upsampling layers U1, U2, U3, etc.. The dimensions are

also specified.
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FIGURE 3.20: Training Data; (a) grayscale slice masked by the filter
mask, (b) the hand labelled coating segmentation. Scale bar = 900µm

of the input values randomly during training, this prevented overfitting the data.

A second convolutional layer was then applied, again resulting in a 1240×1240×16

array of filters. This was then maxpooled with a 2×2 kernel and stride of 2. Max-

pooling outputs the maximum value inside the kernel as it convolves along an im-

age, thereby downsampling it. The output of the maxpooling step, a 620×620×16

array, was then used as the input to the next layer, see ’P1’ in figure 3.19. A similar

process to this was then repeated three more times in the contraction path, however

as we moved down the contraction path the resolution was lowered by maxpooling

and the number of features increased, furthermore we used higher dropout rates

for layers with high number of features. On the expansion path we have a similar

architecture to the contraction path however with an extra concatenation step and

upsampling instead of maxpooling. The concatenation provides local information

to the upsampled layer from the contraction path of the U-net. Therefore, when

moving up the expansion path the resolution increases and the number of features

reduces, the reverse of the contraction path.

The training dataset consisted of 30 grayscale and hand labelled slices taken from

the zeroth volume of the coated dataset. The slices were distributed along the entire

length of the filter and included a range of different coating thickness. In order to
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FIGURE 3.21: Model segmentation for coating; (a) grayscale slice, (b)
U-net segmentation. Scale bar = 900µm

enforce consistency with the rest of the segmented data set the input images were

always masked by the filter mask so that catalyst labels in the training data always

came from within the filter segment. We also had a test data set that consisted of

5 similar images. These were reserved from training in order to later test the accu-

racy of the model on data it was not trained on. Examples of the images from these

datasets are shown in figure 3.20. As a CNN the U-net model’s 1,940,817 trainable

parameters were trained by backpropagation using a stochastic gradient descent op-

timiser. Evaluation of the trained model with the test data set showed that the model

had a binary cross-entropy loss = 0.174 and an accuracy = 91.1% when compared to

the unseen hand labelled test data. This was acceptable accuracy for estimating the

coating thickness along the walls of the filter channel. Figure 3.21 shows an example

of the model’s segmentation.

3.3 X-ray Ptychotomography and XRF-CT of Automotive Ash

This beamtime took place at the Diamond Light Source (DLS) I13-1 beamline. The

experiment aimed to use ptychotomography (XPT) to investigate the structure of

automotive ash agglomerates from pre-aged GPFs in 3D at high resolution. We also
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wanted to perform correlated fluorescence tomography so that we could match el-

ements, and by extension chemical species, to particular structures resolved by the

XPT. We also used SEM and SEM EDX to validate findings.

3.3.1 Particulate Filter Ageing

The pre-aged samples were aged by our industrial partners Johnson Matthey (JM)

before the start of this project. The pre-aged samples where all coated cordierite

GPF monoliths. The process of accelerated ageing is supposed to mimic the age-

ing of real GPFs over operational lifetime in an exhaust by realistically loading the

GPFs with ash. The system consisted of a furnace burner modified to burn propane,

the flame was sustained by spark plugs providing continuous ignition. The burner

flame was directed into the combustion chamber where an air assisted oil injection

nozzle located on the cover of the combustion chamber injected lubricant oil into the

chamber. The oil (zinc dialkyldithiophosphate (ZDDP) with calcium additive) was

burned in the chamber releasing lubricant derived ash into the exhaust stream. A

rich-lean ageing process was followed where temperature was ramped up to 950o

at 5o per minute, once this temperature was reached it was held for 16 hours. The

gas flow was such that in rich-lean conditions propane moved from 1010 ppm to

1002 ppm respectively, O2 from 0.80% to 0.27% and NO from 995 ppm to 986 ppm.

H2O was held at approximately 10% and CO was held at approximately 0.5%. The

reactor moved between the different conditions so that rich conditions were held for

5 minutes then 10 s off, then 5 minutes lean. Cool down occurred under oxygenated

conditions. In this experiment we used samples with 20 g/l ash loading, all these

aged samples were coated GPFs.

3.3.2 Sample Preparation

This beamtime followed on from previous attempts to image the structure of these

ash particle with high resolution nano-CT using ptychotomography. Previous at-

tempts had failed due to beamline faults. This meant we could not reconstruct

any ptychotomography data due to; (1) repeated failure of the rotational stage dur-

ing each scan, and (2) error outputting data files causing loss of projections and
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FIGURE 3.22: Overview SEM of the membrane sample loaded with
ash; (a) the membrane window, (b) ash agglomerates deposited on

the membrane.

data. However, we were able to learn lessons from this unsuccessful beamtime. We

found the ptychography phase reconstruction was more sensitive to low transmis-

sion through the sample than we had expected (projections from this unsuccessful

beamtime are presented in figure A.1). Therefore we changed our sample prepara-

tion in the following beamtime so that we no longer used ash particles adhered to

the cordierite filter (this sample design was necessarily larger due to constraints in

sample preparation). By doing this we expected to gain image quality but lose the

ability image the entire height of an ash layer. These less attenuating samples were

prepared on conductive SiN TEM membranes or on the head of wooden picks. The

ash was taken from a pre-aged sample that contained 20 g/l of ash, the aging pro-

cess was performed as described above in section 3.3.1. A section of GPF channel

was carefully cut from the monolith using a scalpel and fine grade sandpaper. One

of the walls was then removed with a scalpel to expose the ash inside the channel,

effort was made to try to do so in such a way that debris from the cutting process

did not contaminate the ash. To make the membrane samples the ash was gently

and carefully picked up on the tip of soft tweezers and moved onto the membrane

surface. The membrane was then examined with SEM to confirm the presence of

ash agglomerates and to find ROI before the beamtime, see figure 3.22. For the tooth

pick sample a small amount of epoxy glue was put onto the tip of the wooden pick

and allowed to dry. The pick was then used to gently pick-up ash from the surface

of a pre-aged GPF sample. An optical microscope was then used to confirm that the
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ash pile on the toothpick formed a sharp peak. This was important for tomography

because we needed to avoid self absorption from parts of the sample lying outside

the FOV. The wooden pick was preferred to a metallic pin to prevent fluorescence

from the pin head obscuring the XRF peaks of metallic elements of interest in the

sample.

3.3.3 Diamond I13-1 beamline

In this project we have used the I13-1 beamline at Diamond Light Source (DLS) to

perform XPT and XRF tomography on ex-situ automotive filter ash samples. The

250m long I13 beamline consists of independent branches, each branch has its own

undulator on a shared straight section of the ring (Rau et al., 2016). I13-1, the co-

herence branchline, discussed here, specialises in Ptychography and CDI, whilst the

I13-2 Diamond - Manchester Beamline, specialises in absorption and phase contrast

XCT and full-field transmission x-ray microscopy. The length of the 250 m long I13-1

beamline is useful for coherent x-ray experiments as a large source to sample dis-

tance make the source more point-like, hence improving the coherent properties of

the beam at the sample. The 3 m long I13-1 ’mini-beta’ layout undulator source pro-

duces 7× 1014 Ph/s at 0.1% band width (at 8 keV) and can produce a highly coherent

flux of 1010 Ph/s at 0.1% band width (at 8 keV), making it ideal for ptychography

(Rau et al., 2011). The beam divergence is 50mrad×25mrad and its minimal size is

approximately 400mm×13mm (horizontal×vertical; all Full Width Half Maximum

(FWHM)) (Rau et al., 2011).

Upstream of the beamline hutch are the front end slits, beam slits, the mirror, com-

pound refractive lenses (CRL), two further sets of slits and the monochromator, see

figure 3.23. The front end slits define the horizontal width of the beam. The mirror

is used to steer the beam while shielding downstream components from radiation

damage by filtering the beam, it also removes higher energy harmonics from the

source (Wagner et al., 2012). The mirror can use Pt, Rh, or Si stripes depending on

the energy regime required experimentally (Wagner et al., 2012; Rau et al., 2011).

Downstream of the mirror is the compound refractive lens which is installed to col-

limate the beam. Together with the next set of slits the lens defines a secondary
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FIGURE 3.23: Schematic of the layout of the I13 beamline. Source:
Rau et al., 2016

partially coherent source with adjustable horizontal and vertical coherence length

(Kuppili, 2019). Before entering the beamline hutch the beam passes through the

monochromator. This has a four bounce design and the choice is available between

Si(111) or Si(311) crystals in order to obtain a 10−4 (∆E/E) bandwidth (Rau et al.,

2011).

Inside the beamline hutch and before the sample position the optical components

are designed to define the shape and structure of the probe on the sample. The

important components are the Fresnel zone aperture, central stop, Fresnel zone plate

(FZP) and the order sorting aperture (OSA). The Fresnel zone aperture acts as a

simple mask that isolates the zone plate being used. The central stop attenuates the

beam that would be emitted from the centre of the FZP un-diffracted, this portion

of the beam would be much brighter than diffracted beam from the FZP and could

saturate or damage the detector. Furthermore, scattering with air of this portion of

the beam could introduce noise. The FZP acts as a lens that focuses the beam. Finally,

the OSA is a pinhole aperture that removes the higher order focused x-rays emitted

from the FZP by placing the OSA pinhole near the first order focus. This set-up is
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FIGURE 3.24: Schematic of pre-sample optics in the i13-1 beamline
hutch

shown schematically in figure 3.24.

For XRF detection the detector is placed near the sample position at 90◦ . In our

work a Hitachi Vortex single channel silicon drift detector is used for XRF mapping.

The Vortex detector has an energy resolution of <130 eV (FWHM) at Mn Kα and an

output count rate of 900 kcps is achievable. For ptychography the detector is placed

downstream of the the sample position as to acquire far field diffraction patterns. A

Dectris Eiger X 500k photon counting detector which has an energy range of 5 keV to

35keV was used. The detector has 75 µm pixel size, and 1030 pixel × 514 pixels, for

a total active area of approximately 3000 mm2 silicon diode array. The data from the

detector is then saved via the Experimental Physics and Industrial Control System

(EPICS) Input/Output Controller (IOC) so that it can be reconstructed by I13-1 in-

house reconstruction workflows. For XPT the ptychographs are then reconstructed

into 3D.

3.3.4 Ptychotomography (XPT)

The samples were mounted downstream of the OSA and 1st order focus, see figure

3.24. The beam from the Si 111 monochromator was monochromatic at 9.7 keV with

a bandwidth ∆E/E = 10−4 (about 1 eV at 9.7 keV). The Si mirror was installed and the
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front end slits were set a 50µm wide. The Eiger detector was used for ptychography

and XPT (for more details on the I13-1 set-up see section 3.3.3).

The first step of the imaging workflow was to search through the sample to find ROI.

This was achieved using the optical microscope mounted next to the sample stage at

45◦. For the membrane sample we searched through the membrane until we found

ash agglomerates using this optical scope, we then centred these agglomerates for

ptychography. Before a XPT scan of the membrane sample we first worked out the

maximum range of angles we could image over. Due to the membrane window

a full 180◦ scan was impossible. Therefore we acquired ptychography scans near

the extremes of the allowable range, increasing the range until we observed that

the beam had been obstructed by the window. We then started a XPT scan over

the maximum allowable range of angles. Similarly for the wooden pick mounted

sample, the optical scope was used to find the ROI. The ROI was then centred for

tomography, and a XPT scan was acquired over 180◦ of rotation.

The scan parameters used for the XPT on the membrane sample were; 100×55 (x,y)

steps with 0.25 µm step size for each angle, for 500 angles acquired over 146◦ in a fly

scan. The exposure times were 0.01 s per diffraction pattern. The scan parameters

for XPT on the wooden pick sample were; 100×50 (x,y) steps with 0.5 µm step size

for each angle, for 500 angles acquired over 180◦ in a fly scan. The exposure times

was 0.01 s per diffraction pattern. The ptychograph projections were reconstructed

using software developed at I13-1. These were then reconstructed into 3D using FBP

for the pin head sample and SART for the membrane samples, this is because the

limited range of projection angles leads to artefacts in FBP.

3.3.5 Fluorescence Tomography

Once an XPT tomogram had been acquired a correlated XRF tomogram was ac-

quired from the same region. The same beam characteristics were used however the

sample was moved further from the OSA and 1st order focus in order to reduce the

probe diameter during acquisition (thereby achieving more flux through the sam-

ple). Furthermore the slits were opened to 200 µm to increase flux at the sample,

which improved counts at the Vortex detector. The scan parameters used for the
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XRF tomography on the membrane sample were; 100×55 (x,y) steps with 0.25 µm

step size for each angle, for 70 angles acquired over 146◦ in a fly scan. The exposure

times were 0.1 s per acquisition. The scan parameters for XPT on the wooden pick

sample were; 100×40 (x,y) steps with 0.5 µm step size for each angle, for 70 angles

acquired over 180◦ in a fly scan. The exposure times was 0.06 s per acquisition. The

XRF projections were then reconstructed into tomograms using the SART algorithm

without self absorption correction. The SART algorithm performed comparably bet-

ter with a limited number of projections.

3.3.6 SEM EDX

To validate the XRF tomography results we also performed SEM EDX on the mem-

brane sample studied during the beamtime. We used the JEOL JSM-6610LV at an

accelerating voltage of 10 kV, at a working distance of 9 mm, with a spot size of

75 nm. We obtained each EDX map over approximately 30 minutes. For the SEM

EDX validation we simply wanted a qualitative elemental map of the sample. We

had hoped to image the same region with SEM as was imaged during the beamtime,

however the ash on the membrane moved between the beamtime and the SEM EDX

acquisition. Therefore we performed the SEM EDX on other similar ash agglomer-

ates.
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Chapter 4

4D In-situ Microscopy of Aerosol

Filtration in a Wall Flow Filter

In this chapter we present results that were included in a paper from this project (Jones et al.,

2020).

4.1 Introduction

Understanding the dynamic nature of wall flow filters during operation is important

for manufacturers. Central to this problem is the effect of PM on filter performance

as it deposits on walls and in pores overtime. Studies have used CFD methods to

study how particles deposit in the 3D microstructure of filters and how these effect

performance in coated and uncoated wall flow filters (Yang et al., 2009; Belot et al.,

2020; Plachá et al., 2020). However, experimental validation has been limited to 2D

qualitative inspection of loaded filters with optical microscopy and SEM. For exam-

ple, Yang et al., 2009, use SEM EDX to map the penetration depth of laboratory gen-

erated particles into a DPF, and Choi and Lee, 2013, use in-situ optical microscopy

to image the build up of soot on the surface of wall flow filters over time. How-

ever, these techniques exclude the possibility of quantitative 4D (3D + time) analysis

of the porous microstructure. In this chapter we present results on 4D in-situ mi-

croscopy of aerosol filtration in a wall flow filter. This was the first time filters had

been studied in this manner and acts a successful proof of concept for the method.
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4.1.1 Method

A detailed description of the method is given in section 3.1. In this work we flowed a TiO2

aerosol through operational filters sections continuously and imaged the build up

of deposit in the pores of the filter whilst simultaneously measuring pressure drop

across the filter. The aerosol flow apparatus consisted of a SAG410/U dust generator

(described in section 3.1.2) in a flow rig that flow the TiO2 aerosol through an intact

DPF channel section. The imaging was performed at the DLS I13-2 beamline (de-

scribed in section 3.1.4) such that a radiographic projection was acquired every 0.18◦

in an 180◦ fly scan (1000 projections) with exposure times of 0.01 s, thus acquiring

a tomogram every 1 minute. This was repeated for 18 tomograms in a continuous

time series that resolved the build of of deposit inside the filter section sample. The

2× objective was used, resulting in a total magnification of 4× and a pixel size of

1.625 µm.

4.2 Results

4.2.1 Visualisation

Figure 4.1 shows 2D segmented slices (right column) compared to grayscale slices

(left column) overtime as deposit builds-up. This allows for qualitative determina-

tion of the deposit segmentation accuracy. By tracking the pore circled in red in the

segmented image and comparing this region to the corresponding grayscale image

we can see that that we successfully segmented regions that increased in graylevel

compared to the zeroth (t = 0) image. This results in an accurate segmentation of

the deposit both in the deep bed, indicated by the red circle, and the wall surface,

indicated by the green arrow. The accuracy of the segmentation and the technique’s

inherent spatial and temporal resolution made it possible to observe pore scale fill-

ing and blocking phenomena in the micro-CT images. The pore indicated with a red

circle in figure 4.1 was being filled with TiO2 deposit during the first 12 minutes of

filtration. However, the green arrow shows that at 12 minutes a deposit cake formed

that blocked flow to the pore circled in red. Thus, after 12 minutes, no further depo-

sition occurred in the pore circled in red.
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FIGURE 4.1: Comparison of greyscale micro-CT virtual slices (left col-
umn) and corresponding segmented slices (right column). Slices are
8 mm from the top (upstream) inlet of the sample. TiO2 aerosol de-
posits are white, the filter segment is grey and the pore and back-
ground segments are black. The red circle tracks a pore filling event
that occurred during the time series. The green arrow indicates a pore
blocking event caused by the growing cake layer. The final image in-
dicates the position of the previous slices within the channel. Scale

bars = 500 µm.
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FIGURE 4.2: 480 × 480 × 295 µm (300 × 300 × 184 pixels) micro-CT
volume showing TiO2 deposits in the pore space at different times
during the filtration, the aerosol flow is from top to bottom. (a) t =
0 (showing the rendered filter phase only, shaded in grey), (b) 6 min

(green), (c) 10 min (red) and (d) 14 min (blue).
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This analysis was extended into 3D in figure 4.2. In figure 4.2 we show how the loca-

tion of deposition changed with time during the filtration. The volumes encompass

the inlet channel surface (top surface in figure 4.2) of the wall to the outlet channel

surface (bottom). From this volumetric perspective it becomes possible to visualise

the transition in filtration regimes, i.e. from deep bed filtration through to cake fil-

tration. In figure 4.2.b, after 6 minutes of loading, we see deposition occurring in

the deep bed of the filter (rendered in green) and that the deposit is yet to block all

the surface pores of the filter. Therefore in 4.2.c, after 10 minutes of loading, we see

that deposition continued in the deep bed (rendered in red), however, the surface

pores are now almost completely blocked by the deposit. As a result, in figure 4.2.d,

after 14 minutes of loading, no deep bed deposition has occurred and we have tran-

sitioned into the cake filtration regime with deposition (rendered in blue) only near

the surface. This qualitative analysis of visualisation is useful, however for a more

accurate understanding of the filtration quantification is required.

4.2.2 Quantifying Filtration

A Representative Elementary Volume (REV) is a volume large enough to be statis-

tically representative of a material property and is often used in porous materials

research (Costanza-Robinson, Estabrook, and Fouhey, 2011; Shah et al., 2017; Al-

Raoush and Willson, 2005; Ozelim Luan Carlos de and Cavalcante André, 2018). We

perform a REV analysis for porosity, this is shown in 4.3.b. In order to calculate REV

we use an edited version of the porespy (an open source python toolkit for quantita-

tive analysis of porous media images) REV function (Gostick et al., 2019). The pore-

spy function randomly samples cubic subvolumes from a volume and calculates the

porosity within each subvolume. However, because of the large aspect ratio of the

wall volume used, see figure 4.3.a, the largest cubic volume was 1843 px (2953 µm)

which was smaller than the REV. Therefore we edited the function to continue sam-

pling rectangular volumes once the maximum size in an axis had been hit by cubic

volumes, this is plotted in 4.3.b. In the preceding analysis we use 184×600×600 px

volumes, this volume is plotted on the figure 4.3.b as a green vertical line. At this

volume the calculated porosity in the subvolumes had converged to 0.60, meaning

this volume was an REV.
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FIGURE 4.3: REV analysis;(a) A micro-CT slice showing a the cross
section of a volume used for REV determination in red, (b) REV plot,

the REV used in the preceding analysis is shown in green.

N =
δσ

δt
=

V2 − V1

(t2 − t1).REV
(4.1)

We then calculated the REV porosity in all 18 time steps in the data set in order to

quantify the change in deep bed porosity due to TiO2 deposit in a statistically valid

manner. The REV changes from an initial clean porosity of 0.60 to a porosity of 0.56

after 20 minutes of loading. The REV can also be used to calculate the filtration rate

expressed as the rate of change of specific deposit volume with time, see equation

4.1; Where N is the filtration rate, σ is specific deposit volume, t is filtration time

(the time elapsed since the start of the filtration), V1,2 is the volume of deposit in a

representative volume at t1,2, and REV is the volume in a REV. The peak deep bed fil-

tration rate occurs between 5–6 min, this then decreases until 10 minutes after which

the deep bed filtration rate tends towards zero. This is indicative of the three filtra-

tion regimes; deep bed filtration, mixed or transition filtration, and cake filtration.

The maximum filtration rate of 4 µm3.mm−3.min−1 occurs between 5–6 minutes, this

is in-line with theory were we would have expected filtration rate to be highest at the

beginning of the filtration. However, there does appear to be lag between the start of

the filtration, measured as the time where the aerosol rig is turned on, and the start

of the filtration in the volume analysed. This is almost certainly due to apparatus

fault where the SAG was not properly aerosolising the powder on the dosing ring

at the start of the experiment. The deep bed filtration rate then decreases between
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FIGURE 4.4: Concentration of TiO2 deposits (y-axis) against penetra-
tion depth (x-axis) and time (z-axis) for porosity in a representative
volume during continuous filtration. The volume was divided into
16 µm wide sub-volumes along the width of the filter wall and TiO2
volumes calculated from within each of these sub-volumes in the time

series, these are expressed as volume percentages in the figure.

6–10 minutes, again this is in-line with theory where this is due to mixed behaviour

during the transition regime, i.e. some cake filtration occurs lowering the deep bed

filtration rate. This mixed behavior is observed in the 3D visualisation with this

technique, see figure 4.2.c, were we observe deep bed deposits but also the forma-

tion of a thick deposit layer on the surface pores. Finally, the deep bed filtration rate

tends towards zero after 10 minutes during the deep bed filtration regime (again in-

line with expectations) with the exception of a jump in filtration rate between 13–14

minutes. This may be due to the build up of pressure causing the re-entrainment of

deposit. After this jump the filtration rate returns to ∼ 0 µm3.mm−3.min−1 until the

end of the filtration. This pattern can be observed for different filter depths in figure

4.4 (where filtration rate is the gradient, δy
δz ).

We also quantify penetration depth from the REV. The 960 × 960 × 295 µm (600 ×

600 × 184 voxels) REV was divided into 18 sections, each with a shape of 960 ×

960 × 16 µm (600 × 600 × 10 voxels) width-wise. Thus, each sub-volume within the
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FIGURE 4.5: Plot of porosity and the pressure difference between the
filter sample inlet and outlet against time during an in-situ filtration.
Each porosity data plot represents the point in the time series where a
tomography scan was finished (∼1 per minute), each porosity value

is calculated from a representative volume as discussed above.

REV had a width of 16 µm (10 pixels) in the through wall flow direction (the final

subvolume, the outlet channel side, had a width of 14 pixels). We calculated the

volume percentage of TiO2 in each sub-volume with a pixel count of the deposit

segment and divided this by the volume of the sub-volume. This was done to all

the time steps in the dataset, as shown in figure 4.4. A depth of zero in figure 4.4 is

the inlet surface; therefore, we considered the build-up of deposit in the deep bed.

Figure 4.4 shows that the concentration of deposit decays with distance from the

inlet channel surface. This decaying profile with depth is similar throughout the

filtration. From figure 4.4 we can also see that filtration rate plateaus earlier deeper

in the filter wall. For example, filtration rate plateaus at 10 minutes for inlet surface

pores (penetration = 0 µm), 9 minutes at a depth of 16 µm, and 7 minutes at a depth

of 32 µm.

The pressure drop across the filter channel sample is plotted in figure 4.5. After 5

minutes of loading, the pressure drop through the filter increases sharply, from ∼

13.75 kPa to ∼ 13.93 kPa, correlating exactly with the start of the deep bed pore
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filling resolved by the time resolved XCT. Thus, in Figure 4.5, the representative vol-

ume porosity value drops just as the pressure loss spikes, showing good correlation

between the pressure reading and image-based porosity plot. A sensitivity analysis

was performed for the filter and deposit thresholds, plotted as error bars in figure

4.5. By applying a threshold one graylevel above and below the actual threshold val-

ues results in a porosity value that is higher (for thresholds +1 graylevel) or lower

(for thresholds −1 graylevel) than the calculated value, see figure 4.5.

4.3 Summary

This work demonstrated time resolved pore scale 4D microscopy of filtration for the

first time. Here we demonstrated the technique on a SiC DPF filter sample. These

filters are designed to carry higher loads of deposit compared to GPFs, both in the

deep bed and as a caking layer. This is because during in-operando DPF filtration

the high soot concentration in the exhaust quickly deposit in the filter, and the DPF

filtration then relies on the rapid build up of deposit to achieve high filtration effi-

ciency. The higher soot loads made the deposit easier to resolve and therefore ideal

for this proof of concept study.

The non-destructive nature of XCT means that operational samples can be used to

achieve time resolved imaging of filtration. This combined with sufficient resolu-

tion means that we were able to resolve specific pore filling and blocking events in

the filter as they occurred during the filtration. We demonstrated good agreement

with literature and theory (see Choi and Lee, 2013, & Tien and Brenner, 2013), by

clearly resolving the three filtration regimes with the technique; deep bed filtration,

transition or mixed filtration, and cake filtration. Furthermore, the imaging and

simultaneous pressure readings were in good agreement, as the images showed a

sharp decrease in porosity at the same time as an increase in pressure drop was mea-

sured. We demonstrated that this method can be used to measure filtration rates and

deposit profiles in statistically relevant sub-volumes of the filter. This method is an

improvement over literature experimental methods for particulate filtration in terms

of quantifiable results, statistical relevance, and its ability to achieve time resolved

studies.
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Chapter 5

Multiscale Time Resolved

Microscopy of Aerosol Filtration in

GPFs

5.1 Introduction

Backpressures across GPFs are higher compared to DPFs due to higher flow rates,

temperatures and lower filter permeability. Furthermore, GDI fuel efficiency is more

sensitive to backpressure than diesel engines (Awad et al., 2020). The lower perme-

ability of GPFs is in order to achieve higher clean filtration efficiency. This is be-

cause, unlike in DPFs which mostly operate at high soot loads (where high filtration

efficiency is achieved with cake filtration), GPFs operate at much lower loads and

rely on deep bed filtration. Understanding the distribution of deposits in the deep

bed pores along the length of a channel is useful for manufacturers so that they can

design better soot management strategies that will keep deposit levels at their op-

timum level for good filtration efficiency and backpressure. Studies have modelled

the deposition of soot along the channel of GPFs and DPFs with 1D and 3D CFD

models (Gong et al., 2018b; Lee and Lee, 2013; Hayashi and Kubo, 2008). For DPFs

the findings of these models in regard to soot deposition profiles along the channel

length have been validated experimentally by SEM (Bensaid et al., 2009; Bensaid,

Marchisio, and Fino, 2010). These studies axially cut filter samples along the length

of the channel and measure the soot cake thickness from channel cross sections at
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each cut with SEM. This method is effective for DPFs operating at relatively higher

loads which rely on soot cake filtration, however this method does not extend to

GPFs, which run at lower soot loads in the deep bed filtration regime. To measure

soot deposition profiles in GPFs a method that can resolve deep bed deposits is re-

quired.

5.1.1 Method

The experimental method and image processing method are described in detail in section 3.2

& 3.2.5. In this chapter we extend the ’4D In-situ Microscopy of Aerosol Filtration’

method, see section 3.1 and Chapter 4, to analyse GPF samples at the channel scale.

The method relied on ’stitching’ together tomograms that spanned the length of a 3

cm long channel sample in order to achieve channel scale resolution whilst still re-

solving the deposition on the pore scale and in the deep bed. During the experiment

a nanopowder was flowed through an operational filter, flow was stopped, the filter

was scanned with synchrotron XCT at I13-2, and then flow was resumed. This was

repeated thereby creating a time resolved dataset. This allowed us to experimentally

determine the deposition profile of a soot like nanopowder along a particulate filter

channel at different times during a filtration. ZnO nanoparticles (ZNP) at an aerosol

particle concentration of 14 × 107 n/cc, and with the aerosol size distribution shown

in figure 3.8, was developed to mimic engine soot which has similar particle and

aerodynamic size distributions (Harris and Maricq, 2001; Khalek, Bougher, and Jet-

ter, 2010; Maricq et al., 2000). Thus, the ZNP will have similar flow behaviour to soot

particles during filtration. It is important to note that the ZNP is not a good model

for ash particles which are much larger and heavier than both soot and the ZNP used

in this experiment. This experiment was carried out for coated and uncoated GPF

samples. By studying both samples with the same flow conditions we were able to

analyse the effect of washcoating on filtration performance.

A quantitative analysis required segmentation as achieved by the ’multiscale and

time lapse image processing’ workflow described in section 3.2.5. This workflow

included standard data reduction, cleaning, and filtering steps (see section 3.2.5). The

workflow then relied on two image registration steps. The first of these we call
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’stitching’. During stitching a series of overlapping tomograms that cover the entire

length of the 3 cm long GPF mini-channels were accurately stitched together into

one continuous image, see figures 3.9 & 3.13. This was achieved using the image

registration tools freely available in SimpleITK’s python image processing library.

We applied a series of three exhaustive optimisation to solve the registration on the

overlapping subvolumes of the tomograms. The first searches a large coarse 3D

grid for the best optimised registration according to the Mattes mutual information

metric. Starting from the best transform from the previous exhaustive optimisation,

the second then repeats the same method but searches a smaller and finer grid. Fi-

nally, the third optimisation can then search a very fine grid with 1 px steps to find

the ideal transform (3D translation transform) for the registration. Applying this

transform will ’stitch’ together two tomograms into a continuous volume. This is

repeated for all 8 vertically aligned tomograms in the ’zeroth’ or ’clean’ (acquired

before any ZNP deposition) time-step to create a continuous image of the 3 cm long

mini-channel.

The second type of registration we call ’temporal’ registration. The temporal reg-

istration registered volumes of the ZNP loaded filter from later time steps in the

experiment onto the stitched together image of the ’zeroth’ or ’clean’ filter. Again

we used SimpleITK. Similarly to the ’stitching’ registration the first step was to ap-

ply a coarse exhaustive optimisation. It was important to find a good transform

from this step so that the registration was robust and could be applied in a script to

the entire dataset. Otherwise, during the next step of the registration, an erroneous

local minimum transform maybe be output. This next step was to apply a gradient

decent optimiser as described in section 3.2.5, page 123. This gradient descent opti-

mised method is more computationally efficient and is required since the volumes

being registered are larger than in the ’stitching’ step where only overlapping sub-

volumes needed to be included in the registration. From this method we find the

best 3D Euler transform for the registration based on the mean squares metric. By

applying this registration to the time resolved data we achieve both ’temporal’ reg-

istration but also the ’stitching’ registration in the deposit loaded volumes since we

were registering onto the already stitched together ’zeroth’ data.
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The fully registered dataset can now be segmented. A mask of the filter phase of

the clean ’zeroth’ volume is obtained from the global thresholds followed by binary

dilation and erosion to smooth and fill holes in the filter segment. This zeroth fil-

ter mask is then applied to the ’deposit loaded’ volumes such that the remaining

high gray level pixels are deposit. The deposit was then segmented using a series of

thresholds as described in section 3.2.5, pages 124 - 126. In brief the deposit pixels are

segmented if they have an intensity eight levels higher compared to the correspond-

ing pixel in the ’zeroth’ clean unloaded tomogram and has an intensity greater than

97. Some of these deposit pixels will be false-positive for deposit segmentation due

to unavoidable error when masking the filter segment, i.e. some pixels are included

as deposit when they are actually filter pixels missed by the zeroth filter mask. The

false-positive pixels were then removed by a series of dilations and erosions as de-

scribed on page 126, section 3.2.5.

The accuracy of this method was determined by qualitatively comparing the seg-

mentation to the original XCT grayscale slice images. Figures 5.1 & 5.2 show XCT

grayscale slices of the bare and coated deposit loaded samples compared to their cor-

responding segmented slices. This allows for qualitative assessment of the accuracy

of the segmentation methods. The slices show that the segmentation was accurate

for the filter and deposit phases, studying the in-set regions in figures 5.1 & 5.2 we

can see that the deposit was well segmented on the surface of the filter walls and

in the deep bed of the filter by comparing the XCT graylevel slice and segmented

images.

The catalyst phase was segmented by the U-net machine learning method, as de-

scribed in detail in section 3.2.5, pages 127 - 131. Figure 5.2 also shows the washcoat

segmentation in yellow. From a qualitative evaluation it appears to be an acceptable

estimate of on-wall washcoat thickness (by comparing 5.2 a & b). The accuracy of the

segmentation in the regions where there is observable separation between the wash-

coat and filter phases, such as the the top and bottom of the wall segment shown in

figure 5.2, shows good accuracy. However it was impossible to segment any in-wall

washcoat that may have been present in the sample. As a result it is important to be

aware that this segmentation cannot be used to quantify the volume concentration
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of washcoat in different parts of the sample. Furthermore, some over segmentation

of washcoating is consistently observable in parts of the sample with low coating

thickness. This over segmentation re-iterates that this segmentation should not be

used for quantifying the volume or thickness of washcoat. However, the confidence

in the segmentation is acceptable for coarsely comparing the relative distribution

of washcoat along the length of the channel, especially as this varies significantly.

Thus, we are able to infer what regions of the channel have relatively high or low

levels of washcoating, as in figure 5.10.

5.2 Results

5.2.1 Visualisation

Figures 5.3 & 5.4 show the build up of deposit in the bare and coated filters samples

respectively. They show the filter in its clean state (0 s), then after the first loading

step of 10 s, and then after 30 s loading intervals (40 s, 70 s, 100s). We again (as in

chapter 4) demonstrate in figures 5.3 & 5.4 the pore scale resolution of this technique

by being able to resolve the build up of deposit in the deep bed pores overtime.

Again, similarly as to chapter 4, in both the bare and coated sample, we can see

that deposition starts predominately in the deep bed during the deep bed filtration

regime. These deep bed deposits then build up until the filtration transitions to-

wards cake filtration where deposition starts to occur on the wall surfaces. This can

be seen in figures 5.3, 5.4, where some surface regions are unfilled and correspond-

ing deep bed regions are filled, this is a result of filtration starting in the deep bed.

For the GPF case we are less interested in the cake filtration regime, therefore we

stop the filtration earlier compared to the chapter 4 DPF case. As a result of stop-

ping the filtration before we observe full cake filtration there are some surface pores

that do not become filled with deposit as was observed in chapter 4.

Figures 5.5 & 5.6 show the build up of deposit in 3D volume renderings of filter

sub-volumes overtime (10, 20, 30, 40, 70, 100 seconds of loading) for both samples.

The colour map used for the deposit in these figures is based on the graylevel value

of the deposit. The graylevel value is assumed to be a qualitative measure for the
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FIGURE 5.1: Comparison of grayscale XCT slice (with NLM filter)
and corresponding segmented grayscale slice of the bare sample: (a)
grayscale XCT slice (b) grayscale segmented slice. The slices show
a cross-section of filter wall perpendicular to the flow direction with
through wall flow from left to right. Comparison of the two images

allows for qualitative evaluation of the segmentation accuracy.
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FIGURE 5.2: Comparison of grayscale XCT slice (with NLM filter) and
corresponding segmented grayscale slice of the catalyst coated sam-
ple: (a) grayscale XCT slice (b) grayscale segmented slice. The slices
show a cross-section of filter wall perpendicular to the flow direction
with through wall flow from left to right. Comparison of the two im-
ages allows for qualitative evaluation of the segmentation accuracy.
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FIGURE 5.3: Segmented slices of the bare data-set showing the build-
up of deposit at the back of the channel at 0, 10, 40, 70, 100 seconds of
loading. Red arrows indicate through wall flow from the inlet surface

to outlet surface (left to right as oriented in the figure).

FIGURE 5.4: Segmented slices of the coated data-set showing the
build-up of deposit at the back of the channel at 0, 10, 40, 70, 100
seconds of loading. Red arrows indicate through wall flow from the
inlet surface to outlet surface (left to right as oriented in the figure).
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FIGURE 5.5: Time lapse volume rendering of segmented XCT data
showing the build up of deposit at 10, 20, 30, 40, 70 and 100 seconds
on an uncoated GPF. Scale bars = 213 pixels = 347 µm. The deposits
are rendered in the physics.col map according to their graylevel, see
legend were colour map range is from 0 -25. The filter is rendered
in yellow. Blue ovals show a site before (.1) and after (.2) a re-

entrainment event.
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FIGURE 5.6: Time lapse volume rendering of segmented XCT data
showing the build up of deposit at 10, 20, 30, 40, 70 and 100 seconds
on an coated GPF. Scale bars ∼ 450 µm. The deposits are rendered
in the physics.col map according to their graylevel, see legend were
colour map range is from 0 - 25. The filter is rendered in yellow and
the coating in white. Blue ovals show a site before (.1) and after (.2) a

re-entrainment event.
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relative density of the deposits in the filter, where red represents higher density and

blue/green lower density. Again the build up of deposit as described above for fig-

ures 5.3 & 5.4 can be observed on the visible surfaces of the rendering in figures 5.5 &

5.6. An interesting phenomena observable in figures 5.5 & 5.6 is the re-entrainment

of deposit from the surface of the filter. Re-entrainment is a phenomenon in fil-

tration where deposit in the filter are picked up by the flow and moved from the

original deposition site. The blue ovals (labelled .1 and .2) in the figures show were

re-entrainment has occurred for deposit on the surface of the filter wall. In oval .1

in both samples we see a dense deposit (rendered in red) and then in oval .2 in the

subsequent time lapse volume the deposit has moved. This can be confidently iden-

tified as re-entrainment rather than segmentation error because the deposits had a

high gray level and therefore was classified as deposit with high certainty.

5.2.2 Quantifying Multiscale Filtration

Channel Scale Deposition Profile

In figures 5.8 & 5.9 we show how the volume fraction of deposit in the deep bed

and on the walls of the filter changes along the length of the 3 cm sample channel

for both samples. This is achieved by counting the amount of deposit voxels in

600 slice wide bins along the length of channel, and dividing by the volume of the

channel. The volume of the channel is calculated by using the utility masks shown

in figure 3.14.b-c, in section 3.2.5. By summing the ’walls mask’ and ’channel mask’

we calculated the channel volume, shown in red in figure 5.7 below. This allowed

us to quantify how the volume fraction of deposit changes along the channel using

these 600 px wide (975 µm) bins.

We can see that the deposit distribution is not homogeneous along the length of

the channel. Deposit volume fraction is highest at the back of the filter in figure

5.8, shown by a large jump between 26 mm to 29 mm at the end of the channel in

figure 5.8. This is due to the deposit plug. The deposit plug forms due to large

heavy particles with greater inertia travelling down the length of the channel and

impacting the the blocked end of the channel. These particles are able to do this

because the inertia of the particles mean that they are able to resist gaseous flow
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FIGURE 5.7: Figure showing (a) an XCT grayscale slice of a GPF
crossection, (b) the same crossection with a mask of the ’central chan-
nel’ in red. The mask was used to calculate the volume of the ’central

channel’ for volume fraction calculations

through the walls of the filter. The deposit plug fills the entire central channel of the

filter, rather than just filling pores and depositing on wall surfaces, hence the large

jump in deposit volume fraction from ∼ 0.03 − 0.6 for the final filter state (T6 in

figure 5.8).

In the bare sample, figure 5.8, deposit concentration is lowest in the centre of the

channel length at around 15 - 19 mm, resulting in a characteristic ’U’ shaped curve.

This is in-line with expectations as we would assume that the through wall flow

rate is lowest in the centre of the channel, therefore we would expect lower deposi-

tion in these regions, as shown by Gong et al., 2018b; Bensaid et al., 2009; Bensaid,

Marchisio, and Fino, 2010. We observe increased loading as we move away from

this deposit fraction minimum towards the deposit plug. Similarly to the deposit

plug, this preferential loading seems partly due to the larger particles in the aerosol

travelling further down the channel and depositing. We observe large agglomerated

particles in images of these regions. Additionally, deposition would have increased

near the back of the filter due to higher through-wall flow rates (Gong et al., 2018b;

Bensaid et al., 2009; Bensaid, Marchisio, and Fino, 2010). Through wall flow rates

increases because the blocked channel end blocks axial flow, this causes an increase

in pressure near the blocked channel end, this pressure pushes the aerosol through

the porous walls of the filter, increasing the filtration rate in that region. Finally, in

figure 5.8, we can also see increased loading as we move from the deposit minimum

towards the top (or inlet) of the filter. This is also due to the high through wall flow
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FIGURE 5.8: The distribution of deposit along the length (Z position)
of a 3 cm long bare sample channel after different loading times. This
is achieved by summing the amount of deposit in 600 slice wide bins
along the length of channel, and dividing by the volume of the chan-
nel. The volume of the channel is calculated from the mask shown in
figure 5.7. * In T3 between ∼ 1 - 6 mm there were movement artefacts
in the images, these are not included. * T5 between ∼ 16 - 19 mm the

images were poorly registered and therefore not included
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FIGURE 5.9: The distribution of deposit along the length (Z posi-
tion) of a 3 cm long coated sample channel after different loading
times. This is achieved by summing the volume of deposit in 600
slice wide bins along the length of channel, and dividing by the vol-
ume of the channel. The volume of the channel is calculated from the
mask shown in figure 5.7. * T2 between ∼ 16 - 19 mm the images were

poorly registered and therefore not included
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rates of the exhaust stream as it enters the channel, caused by high pressure near the

channel inlet (Gong et al., 2018b; Bensaid et al., 2009; Bensaid, Marchisio, and Fino,

2010).

As time progresses we observe that the ’U’ shape becomes less pronounced. Again

this is in-line with modeling literature, as shown in Gong et al., 2018b. This happens

because deposits reduce through wall permeability, thereby reducing through wall

flow rate. Thus, regions at the top and bottom of the channel that had high clean

state filtration rates will observe decreasing filtration rates overtime. This has the

effect of evening out this characteristic ’U’ shape, see figure 5.8.

In figure 5.9, the coated sample, we see a similar pattern but with a more accentuated

’U’ shape resulting from preferential front loading, less loading in the channel cen-

tre, and a sharp peak in deposit concentration at the back of the filter due to build

up of a deposit plug (as discussed above). Since the experimental procedure was

identical for both samples we can assume this accentuation is due to the washcoat.

The washcoat blocks pores at the surface of the filter walls thereby increasing the

pressure drop across the filter, as shown in figure 5.2. In figure 5.11 we can see that

the pressure drop with coating is almost twice as high compared to the bare sample

(a clean pressure drop of 614 Pa for the coated compared to 317 Pa for the uncoated

filter sample).

Another noticeable difference between the bare and coated deposit profiles appears

to be that the deposit fraction minimum occurs much earlier in the coated sample,

at ∼ 10 mm, compared to ∼ 15 - 19 mm in the bare sample. This may be due to

the non-homogenous distribution of washcoat along the length of the channel. In

figure 5.10 we show the distribution of the catalyst phase volume fraction along the

channel length. This was calculated by summing the catalyst phase (as segmented

by U-net, see section 3.2.5) from 300 slice wide sections and dividing by the channel

volume as described above. There is a clear step down in coating volume fraction at

15 mm from a maximum of ∼ 0.080 to a minimum of ∼ 0.050. The deposit minimum

in the coated sample occurs within the high coating volume fraction region. This is

likely due to the lower permeability of the coated wall, resulting in less through wall

flow rates and therefore lower filtration rates in this region. In the coated sample we
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FIGURE 5.10: The distribution of catalyst washcoat along the length
(z-axis) of a 3 cm long bare sample channel. This was calculated by
summing the catalyst phase (as segmented by U-net, see section 3.2.5)
from 300 slice wide sections and dividing by the channel volume. The
volume of the channel is calculated from the mask shown in figure

5.7.

believe that the accentuated ’U’ shape is caused by the higher pressure in the coated

sample causing larger differences in the through wall flow rate along the channel,

thereby accentuating this ’U’ shaped distribution.

This analysis of deposit volume fraction distribution, figures 5.8 & 5.9, demonstrates

the capability of this method to resolve deposit on the pore scale and analyse its

distribution on the channel scale along the entire length of the channel.
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FIGURE 5.11: Pressure drop measured across the bare and coated fil-
ter samples during the experiment.

Representative Elementary Volumes

For further analysis of the samples we reduce the computational requirements for

analysis by extracting a series of representative volumes evenly distributed along the

length of the channel. In order to do so we calculate the representative elementary

volume using an edited version of the porespy function, as described in section 4.2.2.

In figure 5.12 we show the REV analysis for bare and coated GPF samples. In figure

5.12.a we show that the REV porosity of the bare sample is a 6 × 107 px volume

(illustrated by the green vertical line in the figure). The REV volume is where the

randomly generated volumes converge, in this case to a porosity of 0.62. However,

for the coated sample we find that the porosity REV analysis doesn’t converge, see

5.12.b. This is because the catalyst washcoat, which effects the porosity of the filter

wall, varies too much on similar length scales to the REV. Therefore we select the

same REV value for the catalyst as for the bare sample for comparability. We analyse

5 REVs evenly distributed along the channels at 0, 6.5, 13, 19.5, & 26 mm. These REVs

have a size of 750 × 600 × 275 px (z, y, x) for the bare samples and 750 × 600 × 365

px for the coated sample. This difference in the x dimension between the coated

and bare sample is extra channel space, therefore the REV (calculated from inside

the filter wall only) in both cases is 750 px ×600 px × wall thickness. By reducing the
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FIGURE 5.12: REV analysis for; (a) the bare sample, and (b) the coated
sample.

data set to a series of REVs we reduce its size to 0.3% of its full size.

In-wall Deposit Penetration

An attribute of this experimental method is the ability to extract spatial information

about the deposit on both channel and pore scales. Of interest is how far into the

filter wall deposits penetrate at different positions along the length of the channel.

In order to achieve this deposit pixels need to be labelled with their position in the

channel wall. One of the methods for achieving this is shown in figure 5.13. First

we calculated the distance transform from the inlet channel (shown in gray in figure

5.13.b) for the interior of the filter wall. The product of this distance transform and

the deposit masks created a volume where every deposit voxel has a value equal to

its depth in the the filter wall. Similarly, by calculating the distance transform from

the filter wall into the inlet channel we can label the height of the on-wall deposit as

it builds up on the channel surface.

As in chapter 4 (figure 4.4), this allows us to calculate the penetration depth of de-

posit, we plot this for T6 (100s loading) for both samples, as in figure 5.14.a,b. How-

ever, this method extends the analysis from chapter 4 by examining the penetration

profiles at different position along the length of the channel (z positions). This was

achieved with the series of 5 representative volumes that span the channel z-axis at
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FIGURE 5.13: Distance transform calculated for a coated wall section:
(a) A cross section of the filter mask, (b) Distance transform calculated
from the inlet channel (gray), for the inside of the wall of the filter.
Each colour band is 5 px (∼8 µm) wide, and separated by its distance

from the inlet channel.

0 mm, 6.5 mm, 13 mm, 19.5 mm, & 26 mm. In figure 5.14.a,b these REV penetration

plots are coloured blue, orange, green, red, & purple respectively. In figure 5.14.a,b

the ’X position’ refers to the position of the deposit on the x-axis, where, as shown in

figure 5.14.c, the origin is at the surface of the filter wall, the positive x direction is

towards the inlet channel, and the negative x direction is into the filter wall. Thus

deep bed deposits will have a negative value, and deposit at the top of a tall surface

agglomerate will have a large positive value.

In figure 5.14.a we see that the amount of on-wall and surface pore deposit decreases

as we we move down the length of the channel in the bare sample. We also observe

that the penetration depth increases as we move towards the back of the filter in

the bare filter sample. We calculate that the mean penetration depth for deep bed

deposit (excluding on-wall deposit) also increases from front to back for the bare

sample; from 16 µm at 0 mm (z-position), through 20 µm at 13 mm, to 31 µm at 26

mm. We suggest this is because more penetrating particles are able to travel further

down filter channel before being filtered by deep bed filtration, as a result of this, as
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we look further down the channel these particles are able to penetrate deeper into

the filter wall before being deposited. The previous observation of less penetration

at the top of the filter corroborates this as it suggest that at the front of the filter

less penetrating particles penetrate less into the filter walls and therefore quickly

build up near the wall surface. In figure 5.14.b, the coated sample, this pattern of

increasing penetration depth with z position is not observable, this is partly due to

the low loads in the centre of the channel (the same ’U’ shaped deposition profile

as shown in figure 5.9). However, we have found that the ratio of in-wall to on-

wall deposit increases as you move down the coated channel; from 0.31 at 0 mm

(z-position), through 0.52 at 13 mm, to 1.25 at 26 mm.
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FIGURE 5.14: Plots showing the distribution of deposit along the
X axis (describes on-wall height above the wall surface and in-wall
depth below the wall surface) at 5 different positions along the Z axis
(0, 6.5, 13, 19.5, 26 mm) which describes position along the length of
the filter channel; (a) for the bare sample at T6 (100s loading), (b) for
the coated sample at T6 (100s loading). (c) shows the definition of the
axes. The negative x direction is into the filter wall and the positive
x direction is height above the wall surface. The surface of the filter
wall is by definition at 0 on the x-axis. The z direction describes the
length along the filter channel. Positive Z is towards the back of the
filter (downstream) and the top of the filter is defined as 0 on the z-

axis.



172 Chapter 5. Multiscale Time Resolved Microscopy of Aerosol Filtration in GPFs

Pore Network

Another method for extracting spatial information on deposit from this method is

to extract a pore network via instance segmentation with a watershed algorithm

(SNOW). Extracting a pore network results in a labelled image where each indi-

vidual pore is separated with a unique label via an instance segmentation. From

this image it is then possible to extract characteristics for each unique pore, such as;

volume, equivalent diameter, and sphericity. Once these characteristics have been

extracted it is possible to then map these characteristic values back onto the labelled

image. For example, in figure 5.15, we extract the pore diameter characteristic and

map it back onto the image so that each unique pore is labelled by its diameter. We

used the the SNOW algorithm from porespy for network extraction (Gostick, 2017;

Gostick et al., 2019). SNOW is an acronym for Sub-Network of an Over-segmented

Watershed. The algorithm utilises a marker-based watershed segmentation algo-

rithm to separate the image into pore regions. The key advantage of using SNOW

over other watershed algorithms (like that described in section 2.1.8 (Bradski, 2000))

is that it finds a set of initial markers in the image that prevent the watershed al-

gorithm from over-segmenting the pores by removing ’spurious peaks and saddles’

from distance transforms of the pore space (Gostick, 2017).

By using the SNOW algorithm we extracted the pore network from all the repre-

sentative volumes in both samples. Before applying the SNOW algorithm any dis-

connected porosity was removed from the image of the pore space. The extracted

network is shown in figure 5.15.b. From the network we then extract the diame-

ter characteristic for each pore. The diameter was calculated as that of the largest

sphere that could fit in the pore volume. This was found by taking the maximum

of the distance transform of the separated pore region in isolation. This allowed us

to to calculate pore diameter distribution (calculated over all 5 representative vol-

umes) for both samples. These are plotted in blue in figure 5.16.a.b. This diameter

value for each pore was then mapped back onto the image such that each unique

pore was labelled with its diameter, see 5.15.b. We then mask this image with the

deposit mask, the result of this is an image where every non-zero voxel is a deposit

voxel labelled with the diameter of the pore it deposited in. This was carried out for
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FIGURE 5.15: Pore network extraction via instance segmentation with
SNOW algorithm; (a) A z-slice of a labelled mask of the pore space
from which the pore network was extracted, (b) the labelled pore
space where the label values are the diameter of the sphere that would

fit within the pore volume. Colour map legend = 0 - 88 µm.

the T6 (100 s loading) time step over all the representative volumes in both samples.

The histogram of this image is shown in red in 5.16.a.b. Thus, we show show how

deposit is distributed over different pore volumes.

In figure 5.16 we can see that (for both samples) the deposit peak is shifted to the

right compared to the pore diameter distribution peak. This is most clear in figure

5.16.a, which shows the pore diameter distribution (blue) and the distribution of

deposits across the range of pore diameters (red) in a bare GPF sample. The red his-

togram shows two distinct peaks, the first at ∼ 50 µm diameter, and the second at ∼

80 µm diameter. If each pore contributed equally to the filtration rate, independent

of size, we would expect the shape of the red deposit distribution histogram to ap-

proximately match that of the blue pore diameter distribution histogram. However

the blue pore diameter distribution has only a single peak at ∼ 35 µm diameter. This

shows that the larger pores hold more deposit. This result may be expected for a

number of reasons;

1. The volume of smaller pores limits the volume of deposit that can be held.

2. Large pores are able to carry more deposit as a result of their larger volume.
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FIGURE 5.16: Comparison of the pore diameter distribution (blue)
and the distribution of deposit across the range of pore diameters
(red), for (a) the bare sample (T6, 100s loading) and (b) the coated

sample (T6, 100s loading).
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FIGURE 5.17: Example showing how a larger pore (96 µm diameter)
is preferentially filled, (a) a grayscale XCT slice (T6 100 s loading), (b)
the corresponding segmented image where the filter is green and the
deposit is yellow, (c) corresponding image where each pore has been

separated and labelled with its equivalent diameter

3. Smaller pores may restrict flow and therefore experience lower aerosol flow

4. Large pores create permeable flow paths with higher aerosol flow rates, result-

ing in higher filtration rates (even at low filtration efficiencies).

In figure 5.16.a,b, we observe that a small number of large outlying pores carry a

significant fraction of total deposit. In figure 5.17 we show an example of such a

pore located just below the inlet surface of the filter wall. We suggest that these large

pores may capture deposit as described in bullet point 4 above. They create highly

permeable flow paths that bypass the surrounding tighter porous network of the

filter, thereby capturing a significant proportion of the deposit but also potentially

lowering the overall filtration efficiency of the device, termed ’leakers’ by Joshi and

Johnson, 2018. Which is to say, the pores that experience the highest filtration rate

(defined as the rate at which a pore captures deposit), may be the pores with the

lowest filtration efficiency (defined as the fraction of aerosol successfully captured

from the aerosol that flowed through the pore). Thus, it may be considered that these

large outlying pores have a negative effect on desired performance.

The importance of the pore size distribution on the performance of particulate fil-

ters has been previously modelled and is understood to be a key factor in perfor-

mance (Yang and Strzelec, 2019; Gong et al., 2018b; Joshi and Johnson, 2018). Yang
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and Strzelec, 2019, use modelling to find the ideal pore size distribution for partic-

ulate filters. Gong et al., 2018b, show the importance of including a realistic pore

size distributions in CFD models, showing that assuming monodisperse pores is an

over-simplification when modeling GPFs. Our method provides a useful method

for validating the performance of filters in terms of pore size distribution.

5.3 Summary

In this chapter we demonstrated a method for resolving deposition during a filtra-

tion in 4D for the pore and channel scale of a wall flow filter. This was demonstrated

for two GPF samples, one bare and one coated by a catalyst washcoat. We demon-

strated how a number of useful filtration characteristics can be extracted from this

in-situ method. First we demonstrated how this method can be used to plot the de-

posit distribution along the length of the filter channel (for deposit in and on the

filter wall). This method was able to do so by resolving deposits on the pore scale

and extending this to the channel scale in order to resolve the distribution along the

channel. From this we found that the deposit distribution for both samples created

a ’U’ shaped distribution where deposition had been favoured at the front and the

back of filter. This is in good alignment with modelling literature that predicts this

’U’ shape (Gong et al., 2018b; Lee and Lee, 2013; Hayashi and Kubo, 2008). In do-

ing this we show the potential for this technique for validating models of both pore

scale and channel scale flow in particulate filters. We also showed this ’U’ shape

was more accentuated in the the coated sample compared to the bare sample. We

suggest the accentuation in the coated example is due to the higher pressures caused

by the coating creating larger pressure gradients, thereby exaggerating the variation

in through wall flow rate along the length of the channel.

We were also able to extract pore scale information about the deposits. By plotting

distance maps along the x-axis, we were able to label each deposit voxel with its

depth in the filter wall (x-axis). From this we were able to discern how deposits in

the bare sample penetrated further into the wall as we moved along the length of

the channel. We also saw in both samples that a larger proportion of the deposit at

the front of the channel was due to on-wall deposits whilst at the back of the filter
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a larger proportion was due to in-wall deposits (after 100 s of loading). Further

pore scale information on the deposits was achieved by labelling the deposits with

the diameter of the pore they deposited in. This allowed us to see which pores

where capturing the most deposit. We found that in general larger diameter pores

were favoured. A few very large pores contributed a significant proportion of the

deposit captured by the filter. We suggest these pores may create favourable flow

paths through the filter which result in this build up within them, however such

flow paths may reduce the overall filtration efficiency of the device, such pores are

termed ’leakers’ in Joshi and Johnson, 2018. Using this method we can investigate

the performance of different pore sizes during a filtration, which has been shown to

be an important factor in device performance in literature (Yang and Strzelec, 2019;

Gong et al., 2018b).

5.3.1 Outlook

In future work it may be possible to improve upon this method to study filtration in

pre-aged ash loaded samples. The complex morphology introduced by the ash layer

makes the study of filtration via experimental methods like this attractive. Further-

more, the interaction of ash and soot in-operando during filtration and regeneration

is still of great interest to industry (Lambert et al., 2016; Joshi and Johnson, 2018).

For example, there is ongoing interest in how a small concentration of ash (2 -3 g/L)

can improve filtration efficiency with relatively little backpressure penalty, thereby

improving the quality factor of the filter (Shao et al., 2016; Lambert et al., 2017; Hua

et al., 2018). This preferable soot loaded pressure drop with ash loading may be

because the ash prevents the soot from depositing in the deep bed, where it has a

greater effect on backpressure (Shimoda et al., 2012). 4D tomography methods such

as is demonstrated here may offer an opportunity to study this aspect of the ash

loaded GPF system, however, many challenges will need to be overcome to achieve

this. During the beamtime at I13-2 we also performed this experimental method on

pre-aged ash loaded (20 g/L) samples. We did not include this data in the analy-

sis above as quantification of the data proved too challenging. Firstly, there is no

contrast between the pre-aged ash and the ZNP deposited in the sample during the

experiment, see figure A.2. In the non-aged bare and coated examples the lack of
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contrast between the deposit and filter was not an issues due to the filter phase re-

maining stationary during the experiments run-time. As a result we could mask out

the filter phase so that the remaining high intensity pixels in the image belonged to

the deposit phase. However, in the pre-aged ash loaded samples the ash layer is

not stationary and is often re-entrained, see figure A.2, as a result this segmentation

method is ineffective. Finally, the resolution is likely too low. The ZNP likely de-

posits in the sub-micron pores between ash particles, making accurate segmentation

by our micro-CT method impossible. In future work, it may be possible, utilising

methods such as nano-CT or correlative tomography, to overcome these contrast

and resolution issues.

This chapter demonstrated how 4D time resolved XCT can resolve deposits on the

pore and channel scale of particulate filters. Such a technique could be used in fu-

ture work to validate models of filtration both on the pore scale, such as those from

Yang et al., 2009, Belot et al., 2020, and Plachá et al., 2020, and on the channel scale,

such as from Gong et al., 2018b, Lee and Lee, 2013, and Hayashi and Kubo, 2008.

For example, in figure A.3, we present ongoing work from a collaboration with Uni-

versity of Chemistry and Technology, Prague, where we compare our experimental

results (taken from a small sub-volume of this dataset) to their models of soot fil-

tration. A similar experimental method could be easily extended to include various

flow rates, particle size distributions, and filter designs to test the accuracy of model

predictions under a range of different conditions. Manufacturers can have higher

confidence in the results from such validated models, thus potentially reducing the

burden of prototype testing during the design stage.
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Chapter 6

X-ray Ptychotomography and

XRF-CT of Automotive Ash

6.1 Introduction

Particulate matter from automotive sources can vary significantly in both chemical

composition and structure. It is this which determines its toxicity to humans in the

urban environment, its potential for climate forcing, and, of interest to this study,

its role in effecting the operating conditions of automotive exhausts (Brown et al.,

2013; Bond et al., 2013; Wang et al., 2020). In this study we imaged ash PM deposits

removed from GPFs in 3D with sufficient resolution to resolve primary particles,

the structure of agglomerates of primary particles, and the internal structures of

individual particles. This was combined with 3D elemental mapping that provides

a way to infer the origins of specific ash species. This nano-CT was achieved with X-

ray Ptychotomography (XPT) and correlated X-ray Fluorescence Tomography (XRF-

CT) at the I13-1 beamline at Diamond Light Source as described in section 3.3.

Ash in this automotive context refers to incombustible PM species that build up in

the exhaust during use. Unlike organic and carbonaceous PM species, ash cannot be

burnt off, or regenerated, and therefore builds up in the GPF during use until even-

tually it needs to be manually removed. Ash can effect the performance of filters in

countless ways. For example, the build up of ash layers increases the backpressure

across the filter. This increased backpressure then lowers the fuel efficiency of the

engine as the pistons have to push against this pressure. Thus porosity and in-situ
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FIGURE 6.1: (a) XCT volume rendering (grayscale) of the inlet chan-
nel of a pre-aged ash loaded GPF, (b) XCT volume rendering of the in-
let channel surface with the ash layer outlined in red, (c) the same ash
layers were identified via a correlative method with SEM, (d) Higher

magnification SEM showing a large ash pile

ash density are of interest as these are directly related to the ash layer permeability.

Alternatively, ash can sometimes aide performance, studies have shown that small

amounts of ash can improve the quality factor of the filter (the quality factor of a fil-

ter optimises for high filtration efficiency and low pressure drop, see equation 2.11)

by acting as an extra layer of filtration that produces relatively little backpressure

(Lambert et al., 2017; Hua et al., 2018). The chemistry of ash can also effect per-

formance, studies have shown that ash can poison the catalyst in washcoated GPFs

(Seong et al., 2019; Panchal et al., 2021), and a study from Choi and Seong, 2016, has

shown that Ca species in ash can catalyse the regeneration of carbonaceous soot.

Also of interest is the behaviour of ash at high temperatures. At elevated temper-

atures ash primary particles will grow, sinter together, and coalesce. This increases

the ash density and decreases the total volume of ash agglomerates (Sappok, Kamp,

and Wong, 2012; Ishizawa et al., 2009; Wang et al., 2020). Wang et al., 2020, in their

review of automotive ash literature, suggest that this phenomena could be used as

an ash management strategy as the densified ash has been shown to lower backpres-

sure and, due to its lower volume, improve the deposit storage capability of the fil-

ter. However uncontrolled exposure to high temperatures can be problematic. Ash

- substrate sintering or wetting can block the catalyst washcoat and field-returned

filter samples show a clear relationship between problematic samples and sintered

ash content (Wang et al., 2020).
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Ash morphology is important for many of the phenomena discussed above. There-

fore in previous work we have attempted to resolve the extended structure of ash

agglomerates in 3D. We found that it was possible to achieve acceptable contrast us-

ing XCT. In figure 6.1.a,b we show that ash was resolved by synchrotron XCT at low

magnifications and verify this with correlative SEM, see figure 6.1. However, we

found that the resolution of XCT and Transmission X-ray Microscopy (TXM) was

limiting for the study of ash as we could not resolve the finer structures observed

with SEM. Furthermore, in a previous beamtime we have attempted to collect this

high resolution data using ptychography and XPT but failed due to beamline faults,

as described in section 3.3.2 and figure A.1. Similarly, literature studies have used

high resolution XCT and TXM to image ash structures, these also do not resolve fine

structures such as internal porosity and primary particles (Kamp et al., 2017).

SEM and TEM have appropriate spatial resolution but cannot typically resolve 3D

structure. However, 3D structure can be resolved with SEM serial sectioning tech-

niques such as FIB SEM (Echlin et al., 2020). Many literature studies have em-

ployed FIB SEM to image cross sections in post-mortem analysis of ash laden sam-

ples (Kamp, Sappok, and Wong, 2012; Custer et al., 2016; Kamp, Sappok, and Wong,

2013). By removing material from the sample the FIB SEM technique brings previ-

ously obscured features to the surface to be analysed. The internal porosity of au-

tomotive ash particles was first observed using this technique (Kamp, Sappok, and

Wong, 2012). Resin infiltration is often required for FIB SEM serial sectioning to cre-

ate 3D reconstructions (Varambhia et al., 2022; Echlin et al., 2020). The resin stabilises

the friable ash agglomerates, thereby preventing movement artefacts. Furthermore,

it can improve segmentation of the dataset by removing background signal, thereby

acquiring information predominantly from the exposed surface, thereby acquiring

higher fidelity slices (Sabharwal et al., 2017). Resin infiltration also creates a flat

surface for milling. FIB SEM serial sectioning is a powerful tool for analysing ash

structures in 3D at high resolution. However, it is by its nature a destructive tech-

nique. This means that the same site cannot be re-examined once it has been studied

with FIB SEM. Therefore, the FIB SEM technique is most applicable to post-mortem

samples.
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FIGURE 6.2: SEM secondary electron image (SEI) of an ash agglomer-
ate.

In this work we present a novel combined synchrotron XPT and XRF-CT method to

resolve the extended structure of ash agglomerates in 3D at comparable resolutions

to FIB SEM serial sectioning. This is compared to FIB SEM serial sectioning, SEM,

and SEM EDX. The XPT & XRF-CT technique allows us to quantify physical char-

acteristics, such as particle size distribution, external porosity, and internal porosity.

Such characteristics are important for understanding the effects of ash on GPF op-

eration described above. XPT in this context is a semi-destructive technique, after

imaging the sample is still intact, however a small ash sample has to be removed

from an aged monolith before imaging.

6.1.1 Method

This method is described in detail in section 3.3. The ash in this study is from pre-aged

washcoated cordierite GPF monoliths, provided by Johnson Matthey (JM). These

samples underwent accelerated aging to simulate the aging process of GPFs during

their operational lifetime in an exhaust system. The aging process loaded the GPFs

with ash. A modified furnace burner, fueled by propane and ignited by spark plugs,
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was used. The burner’s flame was directed into a combustion chamber where lubri-

cant oil (zinc dialkyldithiophosphate (ZDDP) with calcium additive) was injected.

The burned oil released ash into the exhaust stream. The aging process followed

a rich-lean cycle with a temperature ramp-up to 950°C at a rate of 5°C per minute,

followed by a 16-hour hold at that temperature. The gas flow parameters were ad-

justed during the process, see section 3.3.1. The samples used in this experiment had

a 20 g/l ash loading and were all coated GPFs.

The ash was removed from these pre-aged samples for imaging. In order to remove

the ash an inlet channel section is cut from the monolith and one wall of the channel

is removed with a sharp scalpel, exposing the ash deposited in the channel. During

the removal of the wall, damage to the washcoat and cordierite occurs, this can lead

to fragments of washcoat and cordierite in the sampled ash. Ash from the exposed

channel is then carefully and gently picked up on a tip of a pair of tweezers. The ash

was then deposited onto conductive SiN TEM membranes. An SEM secondary elec-

tron image of an ex-situ ash agglomerate on a SiN membrane is shown in figure 6.2.

Alternatively, a wooden pick with a small amount dried epoxy on the tip was used

to pick up ash from the exposed channel so that the ash settled on the head of the

pick. The wooden pick was preferred to a metallic pin to prevent fluorescence from

the pin head obscuring the XRF peaks of metallic elements of interest in the sample.

By removing the ash from the GPF channel there is a risk of damaging the ash. Care

is taken to make sure the ash is disturbed as little as possible as it is transferred to

the TEM membrane or wooden pick. We believe this sample preparation method is

necessary for nano-CT compared to literature methods were large amounts of ash is

coarsely removed from the monolith. For example, ash is blown out of the monolith

by removing the plugs at the bottom of the channels and then collected (McGeehan

et al., 2005; McGeehan et al., 2009; Konstandopoulos et al., 2000) or gently shaken

out of the monolith (Merkel, Cutler, and Warren, 2001).

For imaging a monochromatic 9.7 keV beam was developed by the I13-1 beamline

at Diamond Light Source. We use different scan parameters for the different sample

designs (described in section 3.3) resulting in different pixel sizes. This was partly

due to the high aspect ratio of the membrane sample limiting the number of angles
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TABLE 6.1: Correlated XPT and XRF-CT Imaging parameters. For full
details of imaging parameters see sections 3.3.4 - 3.3.5.

Beam
Energy

Number
of X
Step

Number
of Y
Step

Step
Distance

Number
of
Angles

Angular
Range

Reconst
-ruction

Pixel
Size

XPT of
Wooden Pick
Mounted
Sample

9.7 KeV 100 50 0.5 µm 500 180◦ FBP 45.3 nm

XPT of SiN
Membrane
Sample

9.7 KeV 100 55 0.25 µm 500 146◦ SART 22.6 nm

XRF-CT of
Wooden Pick
Mounted
Sample

9.7 KeV 100 40 0.5 µm 70 180◦ SART 0.5 µm

XRF-CT
of SiN
membrane
Sample

9.7 KeV 100 55 0.25 µm 70 146◦ SART 0.25 µm

from which acquisition was possible. Imaging parameters for different samples are

shown in Table 6.1.

After acquisition the XPT images were smoothed with a NLM filter. We also per-

formed SEM and SEM EDX on the membrane sample studied during the beamtime,

see section 3.3.6. We used the JEOL JSM-6610LV described in section 2.4. FIB SEM

serial sectioning of a comparable resin infiltrated and ash loaded GPF sample was

performed on a a ZEISS Crossbeam 550 microscope and reconstructed with the AT-

LAS 5 software (by Dr Gareth Hatton of Johnson Matthey plc.) and then smoothed with

a NLM filter.

6.2 Results

6.2.1 Chemical Speciation of Ash

In figure 6.3.a,c, from FIB SEM serial sectioning, and figure 6.3.b,d, from XPT, we can

see how both techniques have resolved similar structures in the ash agglomerates.

In both cases we observe large spherical particles which include internal porosity. At

lower magnification in figure 6.2, a SEM secondary electron image, and figure 6.4.a,

an XPT tomogram volume rendering, we observe two different particle morpholo-

gies. There are the large spherical porous particles and smaller particles that form a

fine dendritic structure around the larger particles.
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FIGURE 6.3: Comparison of FIB SEM and XPT of ash primary parti-
cles after NLM smoothing; (a) a FIB SEM slice, (b) an XPT slice, (c) a

FIB SEM volume rendering, (d) an XPT volume rendering
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FIGURE 6.4: Shows (a) an XPT 3D rendering of an ash agglomerate,
(b) XRF-CT 3D rendering of the same agglomerate, where; S Kα is
rendered magenta, Ce Lα/Lβ1 is rendered purple, Fe Kα/Co Kα/Fe
Kβ is rendered green, Ca Kα/Kβ is rendered yellow, Mn Kα is ren-

dered turquoise and Zn Kα is rendered in red.

Figure 6.6 shows the spectra obtained from four different regions centered on ash ag-

glomerates obtained with XRF and SEM EDX. By matching the peaks in the spectra

to characteristic x-ray energies we can then create maps of elemental composition.

In figure 6.4.a we show a 3D XPT rendering of the agglomerate and in figure 6.4.b we

show the correlated 3D XRF-CT map. Similarly, in figure 6.5, we have correlated 2D

XPT and XRF-CT images. By comparing the correlated images we can see how dif-

ferent particle morphologies in the XPT correlate with characteristic x-rays detected

with XRF-CT. We find that the large particles described above correlate with the Ca

Kα/Kβ signal (rendered in yellow). We also see that S Kα signal clusters around

these large particles, this is particularly visible in figure 6.4.b where the sulphur sig-

nal rendered in magenta is around the large particle on the right of the image. This

is corroborated with the SEM EDX shown in figure 6.7.b,c. Here the Ca Kα/Kβ map

(yellow) and the S Kα map (magenta) show a positive correlation. Furthermore by

comparing the position of the signal in the map to the SEI image of the agglomerate
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FIGURE 6.5: Shows (a) a 2D slice through XPT data showing the struc-
ture of an ash agglomerate and the internal structure of ash particles,
(b) a 2D slice through the XRF-CT data, (c) the XRF-CT data overlayed
onto the XPT data. Where; S Kα is rendered magenta, Ce Lα/Lβ1 is
rendered purple, Fe Kα/Co Kα/Fe Kβ is rendered green, Ca Kα/Kβ
is rendered yellow, Mn Kα is rendered turquoise and Zn Kα is ren-

dered in red.
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FIGURE 6.6: XRF and SEM EDX spectrum from 4 different regions
centered on ash agglomerates. Regions 1,2,4 are membrane samples.
Region 3 was ash mounted on the head of a pick. All ash was re-
moved from a catalyst washcoated GPF channel, hence the Pt, Pd, &
Mn peaks that are not typically associated with ash. XRF spectrum
were integrated from all projections and locations in the fluorescence
tomography scans. Similarly the SEM EDX spectrum is integrated

from the EDX map presented in figure 6.7.
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FIGURE 6.7: SEM SEI images of the same ash agglomerate from figure
6.2 overlayed with SEM EDX maps; (a) with the EDX map for Zn Lα
overlayed in red, (b) Ca Kα/Kβ in yellow, (c) P Kα in blue, and (d) S

Kα in magenta.

(figure 6.2), we see that they correlate with the position of the large particles. How-

ever, we observe that some of the large particles at the bottom of the agglomerate are

not in the Ca Kα/Kβ or S Kα maps. This is because the sample is not ideal for EDX

due to the height of the agglomerate, as a result we have north - south shadowing

that blocks signal from the bottom of the image.

The smaller dendritic particles predominantly correlate with the Zn Kα signal ren-

dered in red in figure 6.4.b. Again this is in agreement with the SEM EDX, see figure

6.7.a. Here we see that the Zn Kα EDX map is most intense for these smaller particles

away from the large spherical Ca particles. The XRF-CT data also shows that some of

the small particles correlate with Fe Kα/Kβ/Co Kα peaks, rendered in green. Finally,

the XRF CT data resolves a particle (at the bottom left of figure 6.4.a,b) which cor-

relates with Ce Lα/Lβ1 and Mn Kα peaks, rendered in purple and turquoise. From

this XRF signal we can deduce that this particle is not an ash particle but is from the

GPF washcoat. Similarly, the Pt and Pd peaks observable in figure 6.6 are associated
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with this washcoat particle. These washcoat particles are present in the ash agglom-

erate as a results of damaging the washcoat when cutting open the coated GPF to

remove the ash.

These findings are in agreement with the literature on the chemical speciation of

automotive ash, as discussed in section 2.6.3 (see figure 2.24). Such literature has

traced the origins of the the elemental species in automotive ash (Wang et al., 2020;

Morcfos, Ayyappan, and Harris, 2011). The Zn, Ca species come from the burning of

zinc dialkyldithiophosphate (ZDDP) lubricant oil, in which Ca is a common additive

as a detergent. From literature studies of ash we can assume these zinc particles are

zinc phosphates, such as Zn3(PO4)2. Similarly we assume that the Ca particles are

predominantly formed of CaSO4. The XRF-CT in this work does not resolve any P

peaks in the samples, which are introduced by burning ZDDP lubricant oil, however

the SEM EDX does resolve the P Kα peak. Finally, the Fe Kα/Kβ/Co Kα peaks in the

XRF-CT should be assumed to be from Fe nanoparticles that form due to wear from

upstream components.

6.2.2 Physical Properties of Ash

Moving forward with the analysis we will investigate the physical characteristics of

ash obtained from analysing the 3D XPT data. As shown in figure 6.3 the XPT and

FIB SEM serial sectioning resolve similar features in ash. The FIB SEM is able to

achieve higher spatial resolution, however because the resin does not penetrate the

interior pores of the ash particles, quantification of this porosity can be challenging.

This is because signal from the background of the pore is detected, therefore includ-

ing out of plane information, thereby introducing artefacts into 3D reconstructions

from serial FIB SEM. However, such artefacts are unlikely to be insurmountable.

In order to quantify physical characteristics of the agglomerate and particles within

we segment the XPT data into background/pores and particles segments. For this

analysis we are using the pick mounted sample that was reconstructed with FBP.

The reconstructed data was smoothed with a 2D (z-slice wise) NLM algorithm. Once

smoothed the data was then histogram matched, such that the histograms fell within

the same range across the entire dataset. This was achieved by matching each slices
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FIGURE 6.8: Comparison of the grayscale and segmented images; (a)
grayscale slice XPT slice of the ash agglomerate, (b) the same slice

after segmentation

peak intensity (background) to the global average peak intensity. A challenge with

segmenting this data set was that the small dendritic particles had relatively low

pixel values compared to the large spherical particles, see figure 6.8.a. By selecting a

global threshold value that picked these small particles we would also erroneously

pick the internal porosity of the large particles. In order to achieve a segmentation

that picked the low intensity particles and preserved internal porosity of the large

particles we used the following method; (1) We select a global threshold (volume

> 110) that includes the low pixel value particles, (2) We select a second threshold

(volume > 140) that preserves the internal porosity of the large particles but misses

the low pixel value particles, (3) we use the porespy ’fill blind pores’ function to cal-

culate a mask of the internal pores from the second thresholded image, (4) we then

mask out the internal pores in the first thresholded image so that low intensity parti-

cles are included and internal porosity is preserved. The result of this segmentation

is shown in figure 6.8.

We can now calculate characteristics of interest for the ash agglomerates from this

segmentation, such as; external porosity, internal porosity and packing density. In

order to calculate the external porosity and packing density we first have to define

a bounding volume for the agglomerate. This is because the agglomerate only fills

a fraction of the volume of the image, therefore calculating over the entire image

would result in a massively over estimated porosity and underestimated packing

density. We define two different bounding volumes. This was because we notice
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FIGURE 6.9: Ash bounding volumes; (a) the distance transform used
to calculate the bounding volume of the densely packed clusters (in
a XPT slice), each colour band represents a different distance from
the nearest particle and white represents the particles (with internal
porosity filled), (b) the bounding volume in gray is the thresholded
distance map before the erosion operation and the particles (with in-
ternal porosity filled) is in red, (c) the final bounding volumes where
the white volume is the bounding volume calculated by the convex
hull method, the green volume is the bounding volume calculated
from the distance map and defines the densely packed region of ash,

and the ash particles are shown in red.

that the porosity is not homogeneous throughout the sample, instead it is charac-

terised by clusters of high packing density separated by voids (a volume rendering

of the entire field of view is shown in figure 6.10). The first is a bounding volume for

the densely packed regions of ash, and can be used to calculate the porosity within

clusters. This bounding volume is shown in green in figure 6.9.c. This was calcu-

lated via a distance transform from the particles segmentation image as shown in

figure 6.9.a. We then threshold this distance transform (volume < 50) as shown in

gray in 6.9.b. This was then finally eroded by a disk of diameter 50 px to create the

bounding volume. As shown in figure 6.9.c, in green, the volume includes only the

regions of the image where the ash is densely packed inside clusters such that we

are a calculating the porosity pertaining to the space between the close packed parti-

cles. The second bounding volume was calculated via the convex hull method. This

volume is shown in white in figure 6.9.c. This volume bounds the entire ash sample

and from it we can calculate the porosity of the entire sample, including the voids

between these densely packed clusters.

The external porosity is calculated by the bounding volume minus the filled particles

volume divided by the bounding volume. We calculate that the external porosity is
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FIGURE 6.10: (a) Volume rendering of ash showing the entire field of
view, (b) volume rendering showing particle separation
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FIGURE 6.11: Particle separation; (a) grayscale XPT slice of the ash ag-
glomerate, (b) the same slice with the particles segmented and sepa-
rated such that each particle has a unique pixel value. Arrow .1 shows
an example of good particle separation, whilst arrows .2 & .3 show er-

roneous separation.

57% (2.s.f) in the dense packed clusters (calculated from the bounding volume de-

fined by the distance transform method above) and 88% (2.s.f) in the whole sample

(bound by the convex hull).

Calculating the packing density requires separating the particles from one another

using instance segmentation via a watershed algorithm. We use the SNOW algo-

rithm. This is shown in figure 6.11. By separating all the particles we can count all

the particles within the bounding volume in order to calculate the packing density.

We find the segmentation in figure 6.11 acceptable, however it does contain errors.

The arrow.1 (green) in figure 6.11 shows a series of particles that have been well seg-

mented, whilst the the red arrows show erroneous segmentation. Arrow.2 shows a

large non-spherical particle that is erroneously separated into two regions. Whilst

arrow.3 shows two small spherical particles that have failed to be separated. When

applying this segmentation we have a trade off between these two errors. We found

when selecting the radius of the maximum filter kernel choosing a larger radius will

reduce errors like arrow .2 but increase errors like arrow .3. By counting the number

of regions in the segmented image and dividing by the volume of the bounding re-

gion we calculated the packing density to be 0.27 µm−3 (2.s.f) in the densely packed

clusters and 0.061 µm−3 (2.s.f) in the whole sample volume.

From the separated particles segmentation we can also plot the particle size distribu-

tion as shown in figure 6.12. In figure 6.12.a we plot the number distribution (counts
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FIGURE 6.12: (a) A comparison of the particle distribution by num-
ber (of particles) in orange and the particle distribution by volume
(calculated by a pixel-wise count) in red. (b) The particles volume
distribution in the ash sample by number (orange) and the average

porosity for particles at each particle size bin (blue)
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FIGURE 6.13: A scatter plot showing the relationship between poros-
ity and diameter for separated particles. The Ca particles are plotted

in orange and the Zn in red.

TABLE 6.2: Physical Characteristics of Ash: External porosity and
packing density are calculated from two different bounding volumes,
the ’loose pack’ bounding volume considers the voids between close
packed regions which are exclusively considered in the ’close pack’
bounding volume. Internal porosity is the internal porosity of the Ca,
Zn or All Particles as a semented volume, whilst the mean internal
porosity is the mean porosity calculated from a set of individual parti-
cles. Mode and mean particle diameters and volumes are calculated
on a by number basis (counting particles) or by volume basis (counting

pixels).

Table 6.2: Physical Characteristics of Ash

External Porosity
Packing Density

Internal Porosity (All Particles = 5.3%)
Mean Internal Porosity (All Particles = 0.46%)

Mean Diameter

Diameter Distribution
Volume Distribution

Particle Diameter by Volume
Particle Diameter by Number

Particle Volume by Volume
Particle Volume by Number

Loose Pack Close Pack
88% 57%

0.061 µm−3 0.27 µm−3

Ca Zn
12% 1.5%
8.2% 0.54%

2.76µm 1.22µm
Min Max

0.10 µm 7.6 µm
1.3×10−3 µm3 228 µm3

Mode Mean
1.2 µm 2.8 µm
0.35 µm 1.1 µm
6.9 µm3 26 µm3

0.35 µm3 1.55 µm3
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by particle) in orange. By number the mode volume is at 0.35 µm3 (2.s.f.) and the

mode diameter is at 0.35 µm (2.s.f.). We plot the volume distribution (counts by

pixel) in red. By volume the mode volume is at 6.9 µm3 (2.s.f.) and the mode diam-

eter is at 1.2 µm (2.s.f.). Figure 6.12.b shows that the particles that have the highest

porosity are the largest particles, we calculated that the particles that contribute the

most internal porosity are those with a volume of 30 µm3 (2.s.f.).

This is corroborated by the plot in figure 6.13. This scatter plot shows that larger

particles tend to have higher internal porosity. Furthermore by overlaying the XRF-

CT data onto the separated particles segmentation we show that these larger porous

particles are Ca particles, whilst the smaller particles are Zn, confirming what we

suspected from our qualitative evaluation of the correlated XPT and XRF-CT images.

A visualisation of this internal porosity in two large ash particles is shown in figure

6.14. The separation of different species was achieved by applying a threshold to the

XRF-CT to segment the images into Ca or Zn segments. This was a high threshold

that missed some particles with low signal, however the particles that are selected

by this method can be identified as Ca or Zn with a higher degree of certainty. These

segmentations were then registered onto the XPT data so that we could identify, from

the separated particles segmentation, particles by their speciation. These particles,

were then plotted as Ca (orange) and Zn (red) as shown in figure 6.13. Finally, we

calculate that the average particle diameter for the Ca is 2.76 µm and the average

porosity is 8.2%, whilst the zinc particles are 1.22 µm and 0.54% respectively. The

physical characteristics of ash calculated by this method are summarised in table

6.2.

6.2.3 Discussion

Particle Size Distribution:

The particle size and porosity of ash are characteristics of interest because they have

been shown to be closely related to ash permeability, filtration efficiency enhance-

ment, and the interaction of ash with the catalyst coating (Wang et al., 2020). Various

studies have measured the particle size distribution of ash using different methods

(see table 6.3). However, the particle size distributions given range from 0.1 - 0.5
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FIGURE 6.14: Volume rendering showing the structure of ash parti-
cles, (a) rendering two large Ca particles sliced so that the internal
porosity is visible, (b) rendering the internal pores of the same ash

particles (not sliced).
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µm (Merkel, Cutler, and Warren, 2001), to 2.4 - 37.6 µm (Young et al., 2004). This

lack of consensus is largely due to different definitions of ’particle’ and the range of

methods and resolutions used to measure the particle size distribution.

McGeehan et al., 2005, and Chiou, 2013, use a light scattering technique. The method

works by suspending the particles in a solution and then passing the suspension

through a light source as a fine dilute stream of particles. The degree of light ob-

scuration and scattering is then used to determine the size of the particles. When

computing diameters from this approach the particles are assumed to be spheres

(Chiou, 2013). Both Chiou and McGeehan show a single peak for the particle size

distribution by number but a bi-modal distribution by volume, although, this bi-

modal peak is more obscured in Chiou, 2013. McGeehan et al., 2005, compare this

data to SEM micrographs and conclude that the bi-modal peak with larger parti-

cles (averaging 20 µm) is due to this technique measuring large agglomerations of

many sub-micron particles. Zarvalis, Lorentzou, and Konstandopoulos, 2009, use an

aerosol sizer to measure the aerodynamic diameter distribution of aerosolised ash.

Although aerodynamic diameter is useful when considering transport phenomena,

a draw back of this technique is that it is not a direct measure of spatial diameter.

Finally, the most common technique according to Wang et al., 2020, is image analysis

of SEM micrographs. SEM is useful for capturing the detailed geometry of particles,

however quantifying particle size distribution of ash particles can be a challenge. In

order for accurate particle sizing with SEM a sample should ideally have a relatively

tight particle size distribution and the particles should be deposited in a single flat

layer. However, ash particles sizes range from < 100 nm to 10’s of µm, furthermore,

due to the propensity for ash particles to sinter together in the high temperatures of

the exhaust during regeneration, ash tends to form branch-like, non-spherical, 3D

(not flat) morphologies. The XPT method for determining particle size distribution

has many advantages. Similarly to SEM, as an image based method XPT is able

to capture the detailed geometry of the sample at comparable resolutions, however

XPT is able to do so in 3D. This allows XPT to capture particle volumes as well as

particle diameters. This is inherently advantageous for irregularly shaped objects

like ash which may contain significant out of plane features missed in 2D.
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TABLE 6.3: Literature Values for ash porosity, size (mean or distribu-
tion) and permeability. Source: Adapted from Wang et al., 2020.

Source Porosity Particle
Size (µm)

Permeability
(m2)

Method

Konstandopoulos et
al., 2000

- 0.5-10 2.8-
7.4×10−14

Particle Size: Light Scatter-
ing Sizing, Aerosol Sizing,
SEM. Permeability: Empir-
ical Model

Merkel, Cutler, and
Warren, 2001

83% 0.1-0.5 - Porosity: Estimation
based on gravimetric
measurement and assumed
density & fraction of ash
species. Particle Size: SEM

Young et al., 2004 85% 2.4–37.6 5×10−12 -
McGeehan et al.,
2005; McGeehan
et al., 2009

90% 0.1-10 - Porosity: Estimation
based on gravimetric
measurement and assumed
density & fraction of ash
species. Particle Size:
Light Scattering Sizing,
SEM.

Sonntag and Eilts,
2016

- 0.3-30 - Particle Size: Aerosol Siz-
ing (SMPS)

Zarvalis, Lorentzou,
and Konstandopou-
los, 2009

- 0.5-10 1.8-
2.3×10−14

Particle Size: Light Scatter-
ing Sizing, Aerosol Sizing,
SEM. Permeability: Empir-
ical Model

Chiou, 2013 91-95% 0.97 - 1.39
(Mean Diameter)

- Pososity: SEM. Particle
Size: Light Scattering Siz-
ing.

Sappok et al., 2009 90-95% - 2.8-
7.7×10−14

Porosity: Estimation
based on gravimetric
measurement and assumed
density & fraction of ash
species. Permeability:
Empirical Model.

Our Work 89% 0.1-7.6 - Nano-CT (XPT)



6.2. Results 201

In this work we report a particle size distribution (by number) of 0.1 - 7.6 µm with

a mode of 0.35 µm. This is generally aligned with literature which broadly reports

that the majority of particles are less than 1 µm with a long tail of fewer very large

particles, see table 6.3 (Wang et al., 2020). McGeehan et al., 2005, report on a bimodal

distribution (by volume) using a laser light scattering technique. The second larger

peak constituted particles that were agglomerates of sub-micron particles (McGee-

han et al., 2005). Other than this bi-modal peak, our results are in good agreement.

McGeehan et al., 2005, report that the mode particle size by number is around 0.4

µm. The range of particles sizes reported was 0.1 - > 10 µm. Whilst one could

argue that not considering the agglomerates as particles is more consistent when

considering the microstructure of ash, it is clear that the bimodal distribution is rep-

resentative of the natural structure of ash on larger length scales. This is to say, both

approaches have merits.

Porosity:

We calculate the total porosity to be 89% from the ’loose pack’ convex hull method.

This is similar to the values from Chiou, 2013, McGeehan et al., 2005 and Sappok

et al., 2009, see table 6.3. On the other hand the ’close pack’ method is not well

aligned with the literature values. We identify two methods in the literature for

calculating porosity. Chiou, 2013, use SEM to image a cross section of an ash layer

embedded in resin. From this they segment the image into ash and void in order

to calculate porosity. Other studies estimate the porosity from the in-situ density

of ash (measured gravimetrically), the intrinsic densities of the various compounds

that constitute ash, and the measured ash composition from XRD (Merkel, Cutler,

and Warren, 2001; McGeehan et al., 2005; Sappok et al., 2009).

External & Internal Porosity:

For the first time, we are able to separate the porosity of ash into external and internal

porosity. This internal porosity is disconnected from the external porosity. Therefore

the internal porosity should not be considered relevant porosity to ash permeability

and filtration efficiency enhancement which are concerned with flow through the

’external porosity’ of ash layers in filters. We calculate that the external porosity is

88% (2.s.f) in the whole sample (bound by the convex hull ’loose pack’). However,
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the internal porosity of the particles was calculated to be 5.3%, thus the internal or

disconnected porosity of the sample is just 0.6%. In a relatively porous ash layer

including or excluding this porosity is unlikely to make a significant difference to

calculations of permeability and will likely be within existing error. However, it is

worth noting that as the porosity of the ash layers decreases, as it does during in-

operando ageing, where many high temperature regenerations lead to denser ash

layers (Wang et al., 2020), the inclusion of these pores may become more significant.

For example, if we calculate the volume fraction for internal pores in the close pack

region this comes out be 2.4%. Such a condition was observed in Sappok, Kamp,

and Wong, 2012, where during heating from 650 ◦C to 1000 ◦C particle sizes grew

by approximately one order of magnitude and the porosity decreased from 96% to

< 40%. In such a scenario being able to discriminate between internal and external

porosity may be critical.

Particle Size, Growth, & Internal Porosity:

We find that the internal porosity is not evenly distributed among the different kinds

of particles. In figure 6.12 we show that the high volume particles have a higher in-

ternal porosity. By comparing the mean internal porosity (blue) in figure 6.12.b to

both the particle volume distribution by number (orange) and volume (red), we can

see this is the case. Furthermore in figure 6.13 we provide the chemical dimension

with the correlated XRF-CT. Here we see that there is a clear trend for Ca particles

being large and, as for the trend discussed above, more porous. In table 6.3 we state

the mean porosity and diameter of the Ca and Zn species in the sample. This trend

for the Ca particles may be indicative of their growth mechanism. We suggest that at

high temperatures the calcium particles (predominantly CaSO4) become malleable

and trapped gas in the internal pores applies an outward pressure causing parti-

cle growth. This may explain the observed positive correlation between diameter

and internal porosity, see figure 6.13. This aligns with literature which finds that,

in general, with increasing temperature the primary ash particle sizes also increase

(Sappok, Kamp, and Wong, 2012; Wang et al., 2020). This effect is important because

this has been shown to increases the ash density, which in-turn decreases the ash

(external) porosity and the total volume of larger ash structures. This phenomena
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has been shown to greatly effect aged filter performance (Sappok, Kamp, and Wong,

2012; Ishizawa et al., 2009; Wang et al., 2020). We speculate that if this positive corre-

lation between internal porosity and diameter holds during such a densification as

observed by Sappok, Kamp, and Wong, 2012, that a significant proportion of the to-

tal porosity may be internal and therefore disconnected. This reiterates that in some

scenarios discriminating between internal and external porosity may be critical, and

also demonstrates how nano-CT and by extension XPT could be a useful technique

for studying ash sintering during heating.

Other Considerations:

The use of XPT for characterisation of ash has many advantages beyond being able

to calculate porosity, packing density, and particle size distribution from a single

technique. Image analysis of XPT data can extract a range of other characteristics

too, for example, sphericity, surface area and aspect ratios can all easily be extracted

from the data on a particle by particle basis. Furthermore, the value of high qual-

ity 3D visualisations of microstructures should not be understated when it comes

to improving qualitative understanding of the sample, for example see figures 6.4,

6.10, 6.14. In these visualisations we are able to resolve finer structures of different

particle, such as large spherical Ca species and their internal porosity, as well as the

smaller dendritic Zn species.

6.3 Summary & Outlook

This study presents the successful utilisation of nano-CT, specifically XPT and corre-

lated XRF-CT, to achieve unprecedented resolution and quantification of structures

within automotive ash in 3D. This marks the first time that such techniques have

been applied to analyse and identify the chemistry-related structures of various ash

particles observed in these XPT images. To validate these methods, FIB SEM serial

sectioning, SEM, and SEM EDX were employed.

By implementing instance segmentation to distinguish particles in the XPT dataset,

important characteristics were quantified, including particle size distribution, av-

erage particle sizes, and porosity. These results exhibited strong agreement with
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values reported in existing literature obtained through alternative methods. By util-

ising the XRF-CT data, information regarding the variations in physical character-

istics between Ca and Zn particles in the ash was obtained for the first time. This

demonstrates the ability of this technique to discriminate between different species

in the ash, something that previous literature studies has not been able to achieve in

a quantitative fashion.

Furthermore, this study achieved the separation and quantification of internal and

external porosity in ash, for the first time in literature. Previous methods relied on

gravimetric measurements and theoretical ash species densities to calculate porosity,

lacking the ability to differentiate between internal and external porosity. This infor-

mation is particularly significant when calculating permeability, as only connected

external porosity influences the permeability of the ash layer. Our findings revealed

an internal porosity of 0.6% (total volume fraction) compared to 88% external poros-

ity. Thus, we conclude, that in similar ash samples, the inclusion or exclusion of

internal pores in permeability calculations is unlikely to significantly impact accu-

racy. However, in denser ash subjected to high temperatures, internal porosity may

become more influential (Sappok, Kamp, and Wong, 2012; Wang et al., 2020).

Nano-CT, as demonstrated in this study, offers the ability to examine the intricate

structures of automotive ash in three dimensions, with impressive pixel resolutions

of 22.6 - 45.3 nm. Future research could explore the application of nano-CT, both

in laboratory and synchrotron settings, to investigate how ash formed at different

temperatures, and from different formulations, differ from one another ex-situ. This

study establishes a workflow for quantitatively analysing physical properties de-

rived from nano-CT data of ash, with the aim of encouraging other researchers in

the field to adopt this technique. Finally, we suggest that in future work, with care-

fully designed sample configurations, it may be feasible to observe particle growth

and sintering of ash removed from the filter on a primary particle scale, with suffi-

cient resolution to identify changes in internal porosity, see section 7.1.
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Chapter 7

Conclusion

Particulate filters remain an important topic for study. Currently, when measured

by life expectancy loss, exposure to PM causes the greatest loss of human life glob-

ally; PM pollution reduces average life expectancy by 2.2 years, first-hand cigarette

smoke by 1.9 years, alcohol use by 8 months, HIV/AIDS by 4 months, malaria by

3 months, and conflict and terrorism by 9 days (Lelieveld et al., 2020; Greenstone,

Hasenkopf, and Lee, 2022). Although alternative powertrains will hopefully replace

the ICE in the future and dramatically reduce urban air pollution, the phase in pe-

riod is expected to take 15 - 20 years in developed countries due to barriers to entry

(Olivetti et al., 2017; Berkeley, Jarvis, and Jones, 2018). As a stop gap, it is important

to make sure that the current and next generation of vehicles on the road are clean,

without sacrificing fuel efficiency.

In this project we developed X-ray microscopy methods for the study of particu-

late filters. Since filtration fundamentally deals with how volumes change with time

(Tien and Brenner, 2013), time lapse XCT is a useful, yet novel, technique. In sections

3.1 & 3.2 we present methods that use time lapse XCT to study soot-like nano-aerosol

filtration in particulate filters. The methods presented in these chapters required

the development of a bespoke aerosol flow rig and data processing pipelines. The

aerosol flow rig was designed for in-situ imaging as aerosol was flowed through

operational particulate filter samples. In-line flow meters and manometers were in-

stalled. The flow rig, 3D printed sample holder, and filter sample successfully met

design requirements of remaining operational whilst rotating for tomography and
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minimising unnecessary beam attenuation. Data processing pipelines were devel-

oped to segment the data for quantification and post-processing. This was challeng-

ing due to the large size of some of the data sets and overlapping grey levels for

some phases of interest, see section 3.2.5.

In chapter 4 we demonstrated that by using pink beam radiation at I13-2 it is possible

to continuously image TiO2 nanopowder as it deposits in the pores of a filter over

time. The spatial and temporal resolution was enough to resolve pore scale blocking

events. This allowed us to observe the transition of the filter from deep bed filtration,

through transition filtration, and into the cake filtration regime. By resolving deep

bed filtration we were able to see how the porosity of the filter wall changed during

the filtration and we were able to track deposit concentration with depth during the

filtration, as shown in our paper (Jones et al., 2020). This was the first time that deep

bed filtration had been imaged in 4D. In chapter 5 we present results from work that

extended this method so that the entire length of a 3 cm long ’mini-channel’ was

imaged in 4D. This allowed deposit concentration profiles to be measured both into

the filter wall, as in chapter 4, and also along the length of the particulate filter chan-

nel. From this we found that the deposit distribution for both samples created a ’U’

shaped distribution where deposition had been favoured at the front and the back of

filter. This is in good alignment with modelling literature that predicts this ’U’ shape

(Gong et al., 2018b; Lee and Lee, 2013; Hayashi and Kubo, 2008). Additionally, by

separating the pores using an instance segmentation and labelling each pore with

its diameter, we showed that a small number of large pores contained a significant

proportion of the deposit.

Understanding how particles deposit in the filter during a filtration is important

as deposits change the microstructure of the filter which effects filtration efficiency

and pressure drop. High filtration efficiencies result in cleaner emission from the

exhaust, however this often comes at the cost of higher pressure drops, which ul-

timately lower the fuel efficiency of the engine. When designing new particulate

filters and catalyst coatings for filters it is useful to understand how changes in de-

sign effect performance. Manufacturers use models to lead design, for example sim-

ulating filtration through filters with different pore size distributions to determine
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the most effective distribution (Yang and Strzelec, 2019), but also to test designs,

for example simulating flow through an XCT volume to observe predicted filtra-

tion performance (Kočí et al., 2019). Prototypes are then tested on aerosol flow rigs

to accurately determine filtration efficiency and backpressure characteristics. Proto-

types are also rapidly aged and analysed post-mortem. This prototype testing and

redesign cycle can often be a very time consuming part of product development,

slowing the rate at which effective filters can get to market.

Time lapse XCT of filtration in particulate filters could improve this. Firstly, dur-

ing prototype testing, the time lapse XCT method could be used to create a more

data rich analysis of prototype performance. Hypothetically, this may lead to better

inferences about device performance, thus requiring fewer redesign iterations dur-

ing product development. Secondly, the time lapse XCT method could be used to

validate models of filtration in particulate filters. Manufacturers can place higher

confidence in such validated models. Again this can reduce the burden of prototype

testing as manufacturers can rely more on testing and redesigning digital proto-

types, a comparatively rapid process. This work has proven valuable to our indus-

trial sponsors Johnson Matthey, who have since procured a SAG410/U machine and

implemented these methods into their work.

In this project we also demonstrate the applicability of XPT and correlated XRF-

CT to the study of automotive ash. This ash can effect the operation of filters in

myriad ways (Lambert et al., 2017; Hua et al., 2018; Panchal et al., 2021), therefore

understanding its structure is of importance (Wang et al., 2020). In chapter 6 we

demonstrated how this method can resolve the fine structure of automotive lubri-

cant oil ash. We resolved the internal porosity of ash, and quantified this internal

porosity for the first time in the literature (as far as the author is aware). By overlay-

ing the correlated XRF-CT maps onto the XPT we were able to infer the chemistry

of individual ash particles. For example this allowed us to calculate that the in-

ternal porosity was 12% for Ca species and 1.5% for Zn species. Furthermore, by

using an instance segmentation to separate primary particles we showed that there

is a positive correlation between particle diameter and particle internal porosity. We
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suggested that this is indicative of the particle growth mechanism at elevated tem-

peratures. Growth mechanisms in ash are important as they could elucidate the

mechanisms by which ash particles sinter together during high temperature events

in the particulate filters during use. Sintered ash can effect filter performance as it

can lower ash related pressure drop, but also block the catalyst coating and lead to

problematic ash plugs (Wang et al., 2020). Due to XPT being a non-destructive imag-

ing technique, future work may look to observe the sintering of ash particles with

time resolved XPT, as discussed in section 7.1. Finally, we suggest that quantitative

nano-CT methods, such as XPT, have been under utilised by researchers in this area.

In chapter 6 we demonstrated a workflow for quantitatively analysing the physical

properties derived from nano-CT data of ash, with the hope that other researchers

will adopt this technique to study automotive ash.

In conclusion, this project has developed advanced X-ray microscopy experimen-

tal methods (time lapse XCT and XPT methods) and demonstrated how these can

impact particulate filter research. Future work applying these techniques can now

extend the methods demonstrated here to validate models of soot filtration and re-

solve ash sintering mechanisms, as discussed in the next section.

7.1 Future Work

Future work on time lapse XCT of filtration in particulate filters could improve the

method with a view towards model validation. An important aspect of model val-

idation is particle size distribution. In this work we used an off line Cambustion

DMS500 aerodynamic particle sizer, see section 3.2.3. However, future versions of

the method may want to install an in-line particle sizer, such as a scanning mobility

particle sizer (SMPS), so that upstream and downstream aerosol particle size distri-

bution and concentrations can be measured live as the experiment proceeds. This

will allow the experimentalist to measure dynamic changes in filtration efficiency as

the experiment proceeds. Additionally, an upstream filter can be installed into the

flow rig, this can be used to remove large agglomerated particles from the aerosol

and could be used to create a tight size distribution when using a fine graded filter.

Future experiments may extend the scope to include multiple different flow rates
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and particle size distributions in order to determine the effect on the sample filter

performance and deposit distribution profiles.

Future work on XPT of ash structures could also be impactful. Due to the non de-

structive nature of the technique it would be possible to resolve the fine structure of

the ash in 3D before and after being subjected to elevated temperatures in a furnace.

A stop - start imaging method where the sample is imaged, then removed from the

beamline to be heated in a furnace, and then re-imaged would likely be the simplest

method. The key challenges here would be sample design because the ash would

need to stay put between image acquisitions so that the same particles could be im-

aged after the heating cycle. Additionally, the scope of the experiment reported in

chapter 6 could be simply extended to a range of other ash species. For example,

ash from single additive lubricants (e.g. Ca, Zn) and other fully formulated oils (e.g.

CJ4, ZDDP) could be studied and compared.

END
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Appendix A

Supplementary Information

A.1 Unsuccessful Ptychotomography Beamtime Projections

FIGURE A.1: (a,b) Grayscale ptychography projections from an un-
successful XPT beamtime. The beamtime failed due to issues with
the rotation stage and files saving improperly due to beamline faults.
However, we were able improve our sample preparation for the next

beamtime as a result of our time on beam.
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A.2 Multiscale Time Resolved Microscopy of Aerosol Filtra-

tion in Ash Loaded GPFs

FIGURE A.2: ZNP deposition in pre-aged ash loaded samples. We
were not able to separate the ash and ZNP deposits because of the
lack of contrast between the phases and the movement of the ash
layer during the experiment. (a) XCT slice showing the initial ash
loading state after 0 s of ZNP loading, (b) XCT slice showing Ash
and ZNP loading after 40 s of ZNP loading. Note that the large ash
agglomerate indicated in red was re-entrained (moved) during the

experiment.
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A.3 Model Verification - Collaboration with University of Chem-

istry and Technology, Prague

FIGURE A.3: Model Validation. Initial results using our data shows
acceptable correlation between our experiment and modelling re-
sults. This work is the result of an ongoing collaboration with a group
from University of Chemistry and Technology, Prague. The mod-
elling was carried out by Petr Koci and Marie Placha of University
of Chemistry and Technology, Prague. (a) Modelling Visualisation,

(b) Microscopy Visualisation.
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Kočí, Petr et al. (2019). “3D reconstruction and pore-scale modeling of coated cat-

alytic filters for automotive exhaust gas aftertreatment”. In: Catalysis Today 320,

pp. 165–174. ISSN: 09205861. DOI: 10.1016/j.cattod.2017.12.025.

Kuppili, Venkata Sree Charan (2019). “X-ray far-field ptychotomography at I13-1 di-

amond light source”. PhD thesis. UCL (University College London).

Kyle, J. Richard and Richard A. Ketcham (2015). “Application of high resolution X-

ray computed tomography to mineral deposit origin, evaluation, and processing”.

In: Ore Geology Reviews 65. Applications of Modern Analytical Techniques in the

Study of Mineral Deposits, pp. 821–839. ISSN: 0169-1368. DOI: https://doi.org/

10.1016/j.oregeorev.2014.09.034. URL: https://www.sciencedirect.com/

science/article/pii/S0169136814002492.

Lambert, Christine K et al. (2016). “Analysis of high mileage gasoline exhaust parti-

cle filters”. In: SAE International Journal of Engines 9.2, pp. 1296–1304.

Lambert, Christine K et al. (2017). “Analysis of ash in low mileage, rapid aged, and

high mileage gasoline exhaust particle filters”. In: SAE International Journal of En-

gines 10.4, pp. 1595–1603.

Landis, Eric N. and Denis T. Keane (2010). “X-ray microtomography”. In: Materials

Characterization 61.12, pp. 1305–1316. ISSN: 1044-5803. DOI: https://doi.org/10.

1016/j.matchar.2010.09.012. URL: https://www.sciencedirect.com/science/

article/pii/S1044580310002706.

www.jstor.org/stable/44745878
https://doi.org/10.1016/j.cattod.2017.12.025
https://doi.org/https://doi.org/10.1016/j.oregeorev.2014.09.034
https://doi.org/https://doi.org/10.1016/j.oregeorev.2014.09.034
https://www.sciencedirect.com/science/article/pii/S0169136814002492
https://www.sciencedirect.com/science/article/pii/S0169136814002492
https://doi.org/https://doi.org/10.1016/j.matchar.2010.09.012
https://doi.org/https://doi.org/10.1016/j.matchar.2010.09.012
https://www.sciencedirect.com/science/article/pii/S1044580310002706
https://www.sciencedirect.com/science/article/pii/S1044580310002706


Bibliography 225

Lee, Hoon and Kyeong O Lee (2013). “Development of a 3-D model for analyzing

the effects of channel geometry on filtration characteristics in particulate filter sys-

tem”. In: SAE paper, pp. 01–1583.

Lelieveld, Jos et al. (Mar. 2020). “Loss of life expectancy from air pollution compared

to other risk factors: a worldwide perspective”. In: Cardiovascular Research 116.11,

pp. 1910–1917. ISSN: 0008-6363. DOI: 10.1093/cvr/cvaa025. eprint: https://

academic.oup.com/cardiovascres/article- pdf/116/11/1910/33723418/

cvaa025.pdf. URL: https://doi.org/10.1093/cvr/cvaa025.

Leo, WIlliam R. (1994). Techniques for Nuclear and Particle Physics Experiments: A How-

to Approach (2nd Edition). Springer-Verlag Berlin Heidelberg. ISBN: 978-3-540-57280-

0. DOI: 10.1007/978-3-642-57920-2.

Li, Jiang et al. (2017). “Optical and Scintillation Properties of Ce3+-Doped LuAG

and YAG Transparent Ceramics: A Comparative Study”. In: Journal of the American

Ceramic Society 100.1, pp. 150–156. DOI: https://doi.org/10.1111/jace.14461.

eprint: https://ceramics.onlinelibrary.wiley.com/doi/pdf/10.1111/jace.

14461. URL: https://ceramics.onlinelibrary.wiley.com/doi/abs/10.1111/

jace.14461.

Liu, Xiaobo et al. (2020). “Ore image segmentation method using U-Net and Res_Unet

convolutional networks”. In: RSC advances 10.16, pp. 9396–9406.

Maiden, Andrew M and John M Rodenburg (2009). “An improved ptychographi-

cal phase retrieval algorithm for diffractive imaging”. In: Ultramicroscopy 109.10,

pp. 1256–1262.

Man, B. De et al. (2001). “An iterative maximum-likelihood polychromatic algorithm

for CT”. In: IEEE Trans, on Med. Imaging 20.10, pp. 999–1008.

Maricq, M Matti, Joseph J Szente, and Ken Jahr (2012). “The impact of ethanol fuel

blends on PM emissions from a light-duty GDI vehicle”. In: Aerosol Science and

Technology 46.5, pp. 576–583.

Maricq, M Matti et al. (2000). “Sooting tendencies in an air-forced direct injection

spark-ignition (DISI) engine”. In: SAE transactions, pp. 169–175.

McGeehan, James et al. (2009). “Analysis of DPF incombustible materials from volvo

trucks using DPF-SCR-Urea with API CJ-4 and API CI-4 PLUS oils”. In: SAE Inter-

national Journal of Fuels and Lubricants 2.1, pp. 762–780.

https://doi.org/10.1093/cvr/cvaa025
https://academic.oup.com/cardiovascres/article-pdf/116/11/1910/33723418/cvaa025.pdf
https://academic.oup.com/cardiovascres/article-pdf/116/11/1910/33723418/cvaa025.pdf
https://academic.oup.com/cardiovascres/article-pdf/116/11/1910/33723418/cvaa025.pdf
https://doi.org/10.1093/cvr/cvaa025
https://doi.org/10.1007/978-3-642-57920-2
https://doi.org/https://doi.org/10.1111/jace.14461
https://ceramics.onlinelibrary.wiley.com/doi/pdf/10.1111/jace.14461
https://ceramics.onlinelibrary.wiley.com/doi/pdf/10.1111/jace.14461
https://ceramics.onlinelibrary.wiley.com/doi/abs/10.1111/jace.14461
https://ceramics.onlinelibrary.wiley.com/doi/abs/10.1111/jace.14461


226 Bibliography

McGeehan, James A et al. (2005). “On The Road to 2010 Emissions: Fieid Test Results

and Analysis with DPF-SCR System and Ultra Low Sulfur Diesel Fuel”. In: SAE

transactions, pp. 1308–1322.

Merkel, Gregory A, WA Cutler, and Christopher J Warren (2001). “Thermal durabil-

ity of wall-flow ceramic diesel particulate filters”. In: SAE Transactions, pp. 168–

182.

Miao, Jianwei et al. (1999). “Extending the methodology of X-ray crystallography to

allow imaging of micrometre-sized non-crystalline specimens”. In: Nature 400.6742,

pp. 342–344.

Moldovan, Mariella et al. (2003). “Impact of ageing on the distribution of platinum

group elements and catalyst poisoning elements in automobile catalysts”. In: Sur-

face and Interface Analysis: An International Journal devoted to the development and ap-

plication of techniques for the analysis of surfaces, interfaces and thin films 35.4, pp. 354–

359.

Morcfos, Michelle, Ponnaiyan Ayyappan, and Thomas Harris (2011). Characterization

of DPF ash for development of DPF regeneration control and ash cleaning requirements.

Tech. rep. SAE Technical Paper.

Nakayama, Hiroki et al. (2019). “Development of GPF Using Micro-CT Measure-

ment and Numerical Analytical Technique”. In: Topics in Catalysis 62.1, pp. 419–

425.

Nusslin, Fridjof (2020). “Wilhelm Conrad Rontgen: The scientist and his discovery”.

In: European Journal of Medical Phyics 79, pp. 65 –68.

O’Driscoll, Rosalind et al. (2018). “Real world CO2 and NOx emissions from 149

Euro 5 and 6 diesel, gasoline and hybrid passenger cars”. In: Science of The Total

Environment 621, pp. 282–290. ISSN: 0048-9697. DOI: https://doi.org/10.1016/

j.scitotenv.2017.11.271. URL: https://www.sciencedirect.com/science/

article/pii/S0048969717333296.

Olivetti, Elsa A. et al. (2017). “Lithium-Ion Battery Supply Chain Considerations:

Analysis of Potential Bottlenecks in Critical Metals”. In: Joule 1.2, pp. 229–243.

ISSN: 2542-4351. DOI: https://doi.org/10.1016/j.joule.2017.08.019. URL:

https://www.sciencedirect.com/science/article/pii/S2542435117300442.

https://doi.org/https://doi.org/10.1016/j.scitotenv.2017.11.271
https://doi.org/https://doi.org/10.1016/j.scitotenv.2017.11.271
https://www.sciencedirect.com/science/article/pii/S0048969717333296
https://www.sciencedirect.com/science/article/pii/S0048969717333296
https://doi.org/https://doi.org/10.1016/j.joule.2017.08.019
https://www.sciencedirect.com/science/article/pii/S2542435117300442


Bibliography 227

Otsu, N. (1979). “A threshold selection method from gray-level histograms”. In: IEEE

Trans Syst Man Cybern 9.1, pp. 62 –66. DOI: doi:10.1109/TSMC.1979.4310076.

URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4310076&

isnumber=4310064.

Ozelim Luan Carlos de, S. M. and L. B. Cavalcante André (2018). “Representative

Elementary Volume Determination for Permeability and Porosity Using Numer-

ical Three-Dimensional Experiments in Microtomography Data”. In: International

Journal of Geomechanics 18.2, p. 04017154. DOI: 10.1061/(ASCE)GM.1943-5622.

0001060. URL: https://doi.org/10.1061/(ASCE)GM.1943-5622.0001060.

Panchal, Monik et al. (2021). “Operando XAFS investigation on the effect of ash de-

position on three-way catalyst used in gasoline particulate filters and the effect

of the manufacturing process on the catalytic activity”. In: Journal of Physics: Con-

densed Matter 33.28, p. 284001.

Parker, G.R. et al. (2021). “4D micro-scale, phase-contrast X-ray imaging and com-

puted tomography of HMX-based polymer-bonded explosives during thermal

runaway”. In: Combustion and Flame 226, pp. 478–489. ISSN: 0010-2180. DOI: https:

/ / doi . org / 10 . 1016 / j . combustflame . 2020 . 12 . 025. URL: https : / / www .

sciencedirect.com/science/article/pii/S0010218020305745.

Paz-Garcia, J.M. et al. (2016). “4D analysis of the microstructural evolution of Si-

based electrodes during lithiation: Time-lapse X-ray imaging and digital volume

correlation”. In: Journal of Power Sources 320, pp. 196–203. ISSN: 0378-7753. DOI:

https://doi.org/10.1016/j.jpowsour.2016.04.076. URL: https://www.

sciencedirect.com/science/article/pii/S0378775316304396.

Pfeiffer, Franz (2018). “X-ray ptychography”. In: Nature Photonics 12.1, pp. 9–17. DOI:

https://doi.org/10.1038/s41566-017-0072-5.

Plachá, Marie et al. (2020). “Pore-scale filtration model for coated catalytic filters in

automotive exhaust gas aftertreatment”. In: Chemical Engineering Science 226. ISSN:

00092509. DOI: 10.1016/j.ces.2020.115854.

Price, Stephen WT et al. (2022). “µ-CT Investigation into the Impact of a Fuel-Borne

Catalyst Additive on the Filtration Efficiency and Backpressure of Gasoline Par-

ticulate Filters”. In: SAE International Journal of Fuels and Lubricants 15.2.

https://doi.org/doi: 10.1109/TSMC.1979.4310076
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4310076&isnumber=4310064
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4310076&isnumber=4310064
https://doi.org/10.1061/(ASCE)GM.1943-5622.0001060
https://doi.org/10.1061/(ASCE)GM.1943-5622.0001060
https://doi.org/10.1061/(ASCE)GM.1943-5622.0001060
https://doi.org/https://doi.org/10.1016/j.combustflame.2020.12.025
https://doi.org/https://doi.org/10.1016/j.combustflame.2020.12.025
https://www.sciencedirect.com/science/article/pii/S0010218020305745
https://www.sciencedirect.com/science/article/pii/S0010218020305745
https://doi.org/https://doi.org/10.1016/j.jpowsour.2016.04.076
https://www.sciencedirect.com/science/article/pii/S0378775316304396
https://www.sciencedirect.com/science/article/pii/S0378775316304396
https://doi.org/https://doi.org/10.1038/s41566-017-0072-5
https://doi.org/10.1016/j.ces.2020.115854


228 Bibliography

Raaschou-Nielsen, Ole et al. (2013). “Air pollution and lung cancer incidence in

17 European cohorts: prospective analyses from the European Study of Cohorts

for Air Pollution Effects (ESCAPE).” In: The Lancet. Oncology 14.9, 813–822. URL:

https://doi.org/10.1016/S1470-2045(13)70279-1.

Rau, C. et al. (2016). “Imaging in real and reciprocal space at the Diamond beamline

I13”. In: AIP Conference Proceedings 1696.1, p. 020047. DOI: 10.1063/1.4937541.

URL: https://aip.scitation.org/doi/abs/10.1063/1.4937541.

Rau, Christoph et al. (2011). “Coherent imaging at the Diamond beamline I13”. In:

physica status solidi (a) 208.11, pp. 2522–2525.

Ronneberger, Olaf, Philipp Fischer, and Thomas Brox (2015). “U-net: Convolutional

networks for biomedical image segmentation”. In: International Conference on Med-

ical image computing and computer-assisted intervention. Springer, pp. 234–241.

Rutty, G.N. et al. (2013). “The role of micro-computed tomography in forensic inves-

tigations”. In: Forensic Science International 225.1. Postmortem Imaging, pp. 60–66.

ISSN: 0379-0738. DOI: https://doi.org/10.1016/j.forsciint.2012.10.030.

URL: https://www.sciencedirect.com/science/article/pii/S0379073812004847.

Sabharwal, Mayank et al. (2017). “Improving FIB-SEM Reconstructions by Using

Epoxy Resin Embedding”. In: ECS Transactions 77.11, p. 1337. DOI: 10 . 1149 /

07711.1337ecst. URL: https://dx.doi.org/10.1149/07711.1337ecst.

Sappok, Alexander, Carl Kamp, and Victor Wong (2012). “Sensitivity analysis of ash

packing and distribution in diesel particulate filters to transient changes in ex-

haust conditions”. In: SAE International Journal of Fuels and Lubricants 5.2, pp. 733–

750.

Sappok, Alexander et al. (2009). “Characteristics and effects of ash accumulation on

diesel particulate filter performance: Rapidly aged and field aged results”. In.

Sappok, Alexander G and Victor W Wong (2007). Detailed chemical and physical char-

acterization of ash species in diesel exhaust entering aftertreatment systems. Tech. rep.

SAE Technical Paper.

Sappok, Alexander Georg (2009). “The nature of lubricant-derived ash-related emis-

sions and their impact on diesel aftertreatment system performance”. PhD thesis.

Massachusetts Institute of Technology.

https://doi.org/10.1016/S1470-2045(13)70279-1
https://doi.org/10.1063/1.4937541
https://aip.scitation.org/doi/abs/10.1063/1.4937541
https://doi.org/https://doi.org/10.1016/j.forsciint.2012.10.030
https://www.sciencedirect.com/science/article/pii/S0379073812004847
https://doi.org/10.1149/07711.1337ecst
https://doi.org/10.1149/07711.1337ecst
https://dx.doi.org/10.1149/07711.1337ecst


Bibliography 229

Schwartz, Jonathan et al. (2019). “Removing stripes, scratches, and curtaining with

nonrecoverable compressed sensing”. In: Microscopy and Microanalysis 25.3, pp. 705–

710.

Segel, E. et al. (1987). “A linearization beam-hardening correction method for x-ray

computed tomographic imaging of structural ceramics.” In: Review of Progress in

Quantitative Nondestructive Evaluation 0, pp. 411–419.

Seong, Heeje et al. (2019). “Deactivation of three-way catalysts coated within gaso-

line particulate filters by engine-oil-derived chemicals”. In: Industrial & Engineer-

ing Chemistry Research 58.25, pp. 10724–10736.

Shah, S. M. et al. (2017). “Convex hull approach for determining rock representa-

tive elementary volume for multiple petrophysical parameters using pore-scale

imaging and Lattice–Boltzmann modelling”. In: Advances in Water Resources 104,

pp. 65–75. ISSN: 0309-1708. DOI: https : / / doi . org / 10 . 1016 / j . advwatres .

2017.03.008. URL: http://www.sciencedirect.com/science/article/pii/

S0309170817302373.

Shamsolmoali, Pourya et al. (2019). “A novel deep structure U-Net for sea-land seg-

mentation in remote sensing images”. In: IEEE Journal of Selected Topics in Applied

Earth Observations and Remote Sensing 12.9, pp. 3219–3232.

Shao, Huifang et al. (2016). “Effect of lubricant oil properties on the performance of

gasoline particulate filter (GPF)”. In: SAE International Journal of Fuels and Lubri-

cants 9.3, pp. 650–658.

Shimoda, Takehide et al. (2012). “Potential of a low pressure drop filter concept for

direct injection gasoline engines to reduce particulate number emission”. In.

Sonntag, Fabian and Peter Eilts (2016). “Evaluation of accelerated ash loading pro-

cedures for diesel particulate filters”. In.

Stewart, Mark and David Rector (2004). “A Mechanistic Model for Particle Deposi-

tion in Diesel Particluate Filters Using the Lattice-Boltzmann Technique”. In: 28th

International Conference on Advanced Ceramics and Composites A: Ceramic Engineer-

ing and Science Proceedings, pp. 437–446. ISSN: 9780470291184. DOI: doi:10.1002/

9780470291184.ch6310.1002/9780470291184.ch63. URL: https://doi.org/10.

1002/9780470291184.ch63.

https://doi.org/https://doi.org/10.1016/j.advwatres.2017.03.008
https://doi.org/https://doi.org/10.1016/j.advwatres.2017.03.008
http://www.sciencedirect.com/science/article/pii/S0309170817302373
http://www.sciencedirect.com/science/article/pii/S0309170817302373
https://doi.org/doi:10.1002/9780470291184.ch63 10.1002/9780470291184.ch63
https://doi.org/doi:10.1002/9780470291184.ch63 10.1002/9780470291184.ch63
https://doi.org/10.1002/9780470291184.ch63
https://doi.org/10.1002/9780470291184.ch63


230 Bibliography

Tang, Chao-Sheng et al. (2019). “Three-dimensional characterization of desiccation

cracking behavior of compacted clayey soil using X-ray computed tomography”.

In: Engineering Geology 255, pp. 1–10. ISSN: 0013-7952. DOI: https://doi.org/10.

1016/j.enggeo.2019.04.014. URL: https://www.sciencedirect.com/science/

article/pii/S0013795218321136.

Tariq, Farid et al. (2018). “Uncovering the mechanisms of electrolyte permeation in

porous electrodes for redox flow batteries through real time in situ 3D imaging”.

In: Sustainable Energy & Fuels 2.9, pp. 2068–2080.

Thibault, Pierre and Manuel Guizar-Sicairos (2012). “Maximum-likelihood refine-

ment for coherent diffractive imaging”. In: New Journal of Physics 14.6, p. 063004.

Thibault, Pierre et al. (2009). “Probe retrieval in ptychographic coherent diffractive

imaging”. In: Ultramicroscopy 109.4, pp. 338–343.

Thompson, A and R Leach (2017). Introduction to Industrial X-ray Computed Tomogra-

phy. In: Carmignato S., Dewulf W., Leach R. (eds) Industrial X-Ray Computed Tomogra-

phy. Springer. URL: https://doi.org/10.1007/978-3-319-59573-3_1.

Tien, C. and H. Brenner (2013). Granular Filtration of Aerosols and Hydrosols: Butter-

worths Series in Chemical Engineering. Elsevier Science. ISBN: 9781483162423. URL:

https://books.google.co.uk/books?id=MeMgBQAAQBAJ.

Twigg, Martyn V et al. (2004). “The effect of phosphorus and boron lubricant oil

additives on catalyst and engine durability”. In: SAE transactions, pp. 948–959.

UN (2017). Sustainable Mobility for All. 2017. Global Mobility Report 2017: Tracking Sec-

tor Performance. URL: https://sdgs.un.org/sites/default/files/publications/

2643Global_Mobility_Report_2017.pdf.

Varambhia, Aakash et al. (2022). “Combining State of the Art Opensource and Pro-

prietary Machine Learning Technologies to Build a Data Analysis Pipeline for

Gasoline Particulate Filters using X-ray Microscopy, Focused Ion Beam-Scanning

Electron Microscopy and Transmission Electron Microscopy”. In: Johnson Matthey

Technology Review.
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