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Efficient Simulation of Multicarrier 
Digital Communication Systems in 
Nonlinear Channel Environments 

Kevin W. Schneider, Member, IEEE, and William H .  Tranter, Fellow, IEEE 

Abstract-The effectiveness of computer simulation as a tool for 
the design and analysis of communication systems is often limited 
by the long execution times required for many simulations. 
When simulating multicarrier digital communication systems 
operating over nonlinear channels, the required high sampling 
rate contributes significantly to long execution times. A new 
method that reduces the sampling rate of simulations of such 
systems is developed. This Partial Sum of Products (ParSOP) 
method reduces the sampling rate by generating only the in- 
termodulation products that lie in a frequency band of interest. 
The ParSOP method requires that the bandpass nonlinearity be 
represented by memoryless operations on the complex envelope 
of the signal and that the subcarriers constituting the frequency- 
division multiplexed signal are sufficiently separated to prevent 
significant adjacent channel interference. Simulation results for 
such systems show that an order of magnitude reduction in the 
sampling rate is possible while producing only minimal error in 
the bit error rate estimate. 

I. INTRODUCTION 

VER the past few years, computer simulation has be- 0 come an important tool for both the analysis and design 
of complex communication systems [l], [2]. The use of 
simulation is often limited, however, by the long run times that 
are necessary for the determination of the system performance, 
especially the bit error rate (BER). This problem becomes 
more acute if the transmitted signal contains a multiplex 
of channels, generated by frequency-division multiplexing, 
because the large resulting bandwidth necessitates a high sam- 
pling frequency in the simulation. If, in addition, the channel 
contains nonlinear elements, intermodulation distortion further 
increases the bandwidth of the signals present in the system. 
These effects demand an even higher sampling frequency 
which leads to simulation run times that are proportionately 
longer. 

When simulating a system that uses frequency-division 
multiplexing (FDM), one usually concentrates on a single 
channel within the system for conducting a performance 
analysis. Using lowpass decomposition, the center frequency 
of the bandpass channel of interest is usually translated to 
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zero frequency. The other channels in the FDM signal are 
only important if they give rise to distortion in the channel 
of interest. If the channel spacing is sufficiently wide, and 
if the system is linear, these other channels can usually be 
neglected and therefore need not be included in the simulation. 
If the channel is nonlinear, however, intermodulation distortion 
results in significant energy from the channels other than the 
channel of interest being folded into the channel of interest. 
In this case, obviously, these other channels must be included 
in the simulation since they give rise to errors in the channel 
of interest. 

When the subcarriers that comprise the FDM signal have 
constant envelopes and the number of subcarriers is large, 
the intermodulation distortion is often modeled by an ad- 
ditive Gaussian noise source [3]. Using this model, one of 
a variety of techniques can be employed to find the noise 
power spectral density [4]-[6] or the power contained in a 
particular intermodulation product [7]. Unfortunately, these 
techniques are not applicable when the subcarriers do not have 
constant envelopes, since the intermodulation products will 
be correlated with the signal of interest and with each other 
[8]. This case of nonconstant envelope subcarriers arises often 
when working with digital communication systems operating 
over bandlimited channels. For such systems, the effect of the 
intermodulation distortion can only be determined by simu- 
lating the interaction between the subcarriers that produces 
the intermodulation distortion. Unfortunately, because of the 
multiplexing and the nonlinearity, the resulting simulation will 
require an extremely high sampling rate, and a correspondingly 
long execution time. 

In order to reduce the sampling rate for simulations of FDM 
digital communication systems where the multiplexed signal 
passes through a nonlinear device, we present a new simulation 
method called the Partial Sum of Products (ParSOP) method. 
The ParSOP method involves the decomposition of the signal 
at the output of the nonlinear device into a sum of products. 
Each product is composed of baseband versions of the individ- 
ual modulated subcarriers that constitute the undistorted FDM 
signal. The “partial” portion of the sum includes only those 
products that have significant energy within the bandwidth 
of the single subcarrier of interest. If the channel spacing 
is sufficiently wide, the partial sum will include only those 
products that are centered in the channel of interest. The 
resulting reduction in the simulation bandwidth is shown in 
Fig. 1. With the ParSOP method, the simulation sampling 
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Channel of Interest 

+ 

Fig. 1. 
of third-order intermodulation products. 

(a) Spectrum of a sample three-channel FDM signal. (b) Spectrum 

rate need only be sufficiently large to accurately model the 
intermodulation products falling within the channel of interest 
rather than having to be large enough to simulate the entire 
system bandwidth. It will be demonstrated that the ParSOP 
method can produce significant savings in the simulation run 
time. 

11. SYSTEM MODEL 

The digital communication system being considered is mod- 
eled as shown in Fig. 2. In this model, a frequency-division 
multiplexed (FDM) signal is the input to a bandpass nonlinear 
device. The nonlinear device is modeled by a cascade of 
a zonal bandpass filter, a nonlinearity, and a second zonal 
bandpass filter. The zonal filter is assumed to pass the fun- 
damental component of the signal, centered around wc (the 
input carrier frequency), without distortion while rejecting all 
other harmonics of the signal [9]. This filter is necessary 
in the simulation model since all signals in the simulation 
must be bandlimited to ensure that they may be sampled 
without aliasing. The nonlinearity may or may not contain 
memory, but it is assumed that a frequency-independent de- 
scribing function [ 101 or complex envelope characteristic [ l l ]  
is sufficient to represent the bandpass device. The nonlinear 
device is assumed to be followed by an additive Gaussian 
noise source. After the addition of noise, the signals are 
demultiplexed, and each modulated subcarrier is fed to its 
respective demodulator and data detector. As mentioned in the 
Introduction, it is usually desirable to demodulate and observe 
only one subcarrier in a given simulation. We will refer to this 
observed subcarrier as the kth subcarrier. 

A mathematical model of the assumed communication sys- 
tem is shown in Fig. 3. In this model, the signal z(t) ,  a 
frequency-division multiplexed signal consisting of N mod- 
ulated subcarriers, is the input to the nonlinear device. This 
composite signal can be written in the form 

N 

z ( t )  = S i ( t )  cos [(U, + wi)t  + 4i(t)] (1) 
i=l 

where w, is the channel carrier frequency, s ; ( t )  is the ith 
subcarrier envelope, wi is the ith subcarrier frequency, and 
r$;(t) is the ith subcarrier phase. Both the envelope and 
the phase of each subcarrier may be affected by the data 
modulation. The complex envelope of z(t)  can be written as 

N 

2(t) = iji(t)ejwtt (2) 

&(t) = s;(t)ej+,(t) (3) 

i=l 

where 

is the complex envelope of the ith subcarrier. The complex 
envelope of the signal z( t )  can also be written 

j.(t) = V(t)eje(t) (4) 

where the envelope, V ( t ) ,  of the composite signal, ~ ( t ) ,  is the 
positive square root of the expression 

N N  

[v(t)l2 = ~ ( t ) j . * ( t )  = iji(t)ii5(t)ej(u”w3)t ( 5 )  
i=l j = 1  

The phase 6( t )  is given by 
\ 

A bandpass nonlinear device (such as a traveling-wave- 
tube amplifier) is typically characterized by two func- 
tions, referred to as the amplitude-modulation-to-amplitude- 
modulation (ANAM) and amplitude-modulation-to-phase- 
modulation (AMPM) conversion characteristics [ 1 11. For our 
purposes, however, it is more convenient to characterize the 
bandpass nonlinear device by a complex function, h[V], that 
can be obtained from the AMAM and A W M  characteristics. 
The complex envelope of the output of the bandpass nonlinear 
device, 2oUt(t), is then given by 

(7) 

where V ( t )  is the signal envelope at the input to the nonlinear- 
ity. Various forms for the nonlinear characteristic h[V] have 
been used to model amplifiers found in satellite communica- 
tion systems [4], [12], [13]. Of these, a complex power series 
model lends itself well to a direct derivation of the ParSOP 
method, When using the power series model, the nonlinear 
characteristic is represented by a complex power series that 
includes only odd-order terms. (The relationship between this 
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Fig. 2. Block diagram of the digital communication system model. 
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Fig. 3. Block diagram of the mathematical model of the FDM digital communication system. 

envelope model and an instantaneous model can be found in 
[SI. A more comprehensive treatment of the subject can be 
found in [ 141.) In any practical implementation of this model, 

the series must be truncated to a finite number of terms. The 
result is a complex polynomial of degree 2R + 1, where the 
value of R is selected as a tradeoff between model complexity 
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and model accuracy. This polynomial model is written in 
equation form as 

R 

h[V(t)] = CrV(t)2T+1. (8) 
r=O 

Other forms for the nonlinear device characteristic can be used 
with the ParSOP method by using the derivation presented in 
Section 111-B. 

111. DERIVATION OF THE Parsop METHOD 
Having defined the system to be investigated, we now 

consider the derivation of the ParSOP method. This is accom- 
plished using two different methods. First, the ParSOP method 
is derived directly in the time-domain using the truncated 
power series model of the nonlinear device. We then outline 
an alternative derivation of the ParSOP method that allows 
more flexibility in the characterization of the nonlinear model 
but is less straightforward than the direct derivation. 

A. Direct Derivation of the ParSOP Method 
When the nonlinear device in the communication system 

is modeled by a truncated power series, the ParSOP method 
can be derived directly. This direct derivation is accomplished 
by writing the output signal in terms of a sum of products 
composed of only the complex envelopes of the modulated 
subcarriers. This derivation of the ParSOP method requires 
that the nonlinear device output can be obtained in the form 
of a sum of products (SOP). Once the SOP is obtained, the 
selection of products to be retained in the partial sum can be 
made. 

As an initial step toward the formation of the SOP, we wish 
to express the output of the nonlinear device in terms of the 
modulated subcarriers. The first step toward accomplishing this 
goal is to use (7) and (8) to obtain 

Lr=O J 
r~ 1 

(9) 

The next step is to substitute (5) for [V(t)12 and (2) for 2(t)  
in (9). This results in 

where 

r N  N l ' r  N 1 1 [zl gm(t)e3wmt ' 1 D, = i ; ( t ) g ; ( t ) e 3 ( w ' + J ) t  
i=l j=1 

(1 1) 
The substitution for [V(t)]' in terms of the input subcarriers 
is a direct consequence of using a power series expansion for 
h[V] containing only odd powers of the input envelope. 

We next expand the expression for D,, using i with an odd 
subscript to replace each of the T occurrences of the index i; 
and i with an even number subscript to replace each of the T 

occurrences of the index j .  This yields 
N N N  N N  

g z d r - l  ( t ) ~ : ~ ~ ( t ) e 3 ( ~ " + ~ 1 1 - w z z +  +w"zr- l -wtzT) t  (12) 

Substituting this expression for D, into (lo), we have the 
complex envelope of the output written as a sum of products. 
The result is 

R N N N  

,zout(t) = ... 5 5 
r=O m=l  z1=1 r z = l  z2 r - l=1  z z r = l  

. Crdm(t)B,l(t)i:2(t) . . .gzz~- l ( t )gz*2 , ( t )e3Wdt  (13) 

where 

w d  = w k  + (Ut1 - wzz) + .. . + ( w z z r - l  - W z z r ) .  (14) 

Each term in the sum represents a unique intermodulation 
product (IMF'). The T = 0 term is the undistorted input signal 
passed through the nonlinearity to the output. The other terms 
in the sum represent the intermodulation distortion (IMD). 

To realize the reduction in simulation runtime that is possi- 
ble with the ParSOP method, we approximate (13) by a partial 
sum that includes only those IMP's that have significant energy 
within the bandwidth of the subcarrier of interest (the kth 
subcarrier). For most nonlinearities, the IMP's of interest will 
be those centered in or near the channel of interest. If we are 
observing the kth subcarrier, we only retain the IMP's that are 
centered at W k .  These are the IMP'S for which w d  = W k .  The 
approximation to the output signal for the frequencies near W k  

is called i ~ ~ ~ , ~ ~ ( t ) ,  and it is given by 
N N  R N N n  

Z O u t w k ( t )  = '.. 
r=Om=l e l = ]  z z = 1  zzr-l=l zzF=l  

.Crj.m(t)6,1 (t)ii:2(t) . . . B ~ ~ ~ - ~  (t)g:2,(t)e3wdt 

' H [ W d  t w k ]  (15) 

where w d  is given by (14) and H [ w d , W k ]  is an indicator 
function defined by 

which specifies which terms of the sum are to be included in 
the partial sum. 

By examining (15), we can see the benefits that the ParSOP 
method brings to simulation. First, the IMP's can be found 
as the product of lowpass signals. Specifically, these signals 
are the complex envelopes of the modulated subcarriers. If 
we choose wc so that w k  = 0 (which can be done without 
loss of generality), then the sum of the nonzero IMP's in (15) 
is also a lowpass signal. Since (15) consists of only terms 
that are centered at zero frequency, its sampling frequency 
can be much lower than that of (13). This reduction in the 
sampling rate is what makes the ParSOP method attractive as 
a simulation tool. 
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B.  An Alternative Derivation of the ParSOP Method 
Although the direct derivation of the ParSOP method is 

only applicable when the nonlinear device characteristic can 
be represented by a complex power series, the ParSOP method 
can be used with other nonlinear models by utilizing the work 
of Shimbo [4] and Fuenzalida er al. [12]. In this subsection, 
we describe their work and outline a derivation of the ParSOP 
method which makes use of their results. This derivation 
encompasses a broader class of systems than the previous 
direct derivation, since it only requires that the nonlinear 
device can be modeled as a bandpass memoryless nonlinearity. 
To relate this derivation to the preceding direct derivation, the 
specific case of the power series model is briefly considered. 

The work of Fuenzalida et al. [12] was directed toward 
finding the output of a bandpass nonlinear device, given an 
FDM signal on the input. From their results, assuming that 
the nonlinear device is characterized by (7) and the FDM input 
signal is given by (l), the complex envelope of the nonlinear 
device output is given by 

M 

(17) 

The function M( kl, k2, . . . , k,; t), which first appeared in 
[4], will be referred to as the Shimbo Amplitude Function 
(SAF) and will be defined later. The condition C z l k i  = 1 
restricts the sum to only those terms that lie in the zone of the 
first harmonic (the fundamental) of the output of a wideband 
nonlinear device. To see why this condition has the desired 
effect, we must remember that we are using the complex 
envelope notation for the signals in this equation. The complex 
envelope notation masks the carrier component that is present 
in each term of the exponential sum. The weighted sum of 
these carriers must equal the original carrier frequency, w,, for 
the terms to lie in the zone of the first harmonic of the output 
signal. This requirement can be expressed mathematically as 

which can be reduced to the condition C z l  k; = 1 included 
in (17). As a result, the terms in (17) are the terms of the sum 
that lie in the zone about the fundamental carrier frequency. 

The SAF, M ( k l , k z , . . . , k ~ ; t )  in (17), can be expressed 
as [12] 

M(kl7 k27. * ’ , kN; t )  

(19) 

where J;(z) denotes the ith-order Bessel function of the first 
kind, and h(z)  is the nonlinear Characteristic. The derivation 

of this expression involves the use of the Fourier transform of 
the nonlinear characteristic and the use of a Bessel series ex- 
pansion for the resulting complex exponential. The variables of 
integration, p and T ,  result from the double Fourier transform 
of the complex characteristic of the nonlinear device. (Since 
we are using lowpass representations of bandpass signals, the 
signal on the input of the nonlinear characteristic is complex, 
and a double Fourier transform must be taken over the real and 
imaginary input amplitude levels.) If the nonlinear device does 
not exhibit any AMPM conversion, the SAF will be real, but 
in general it is complex, representing both envelope distortion 
and a variable phase shift. However, its value depends only 
on the envelopes of the input subcarriers and not their phases. 

As noted in the previous section, the ParSOP method 
gains its computational advantage by generating only those 
intermodulation products that lie in the bandwidth of interest. 
These are the products for which 

N 

i=l 

The resulting expression for the ParSOP approximation to the 
output of the nonlinearity within the bandwidth of the kth 
subcarrier is 

Z ” O ” t r W k ( t )  = 

(21) 

To use this formula, the SAF must be evaluated specifically 
for each type of nonlinearity. This is addressed Appendix A. 

Iv. USE OF Parsop IN ANALYSIS 

The bit error rate of digital communication systems that 
contain nonlinear elements cannot typically be evaluated only 
through theoretical analysis. However, by employing the Par- 
SOP method, an analytical estimate of the bit error rate by can 
be obtained for some systems, an example of which is shown 
in Fig. 4. When the ParSOP method is used in this way, it is 
referred to as the Analytic ParSOP Method. 

Fig. 4 shows a three subcarrier system having the three 
complex envelope signals: d l  (t) 52 (t) , and 53 (t). The sub- 
carrier of interest is assumed to be s”l( t ) ,  which is located in 
the subchannel in which we are conducting the performance 
analysis. The signals s”2 (t) and s“3 (t) represent subcarriers that 
are located at frequencies W D  above and below the center 
frequency of Bl(t). In this system, the complex envelope of 
the signal at the input to a band-pass nonlinear device is given 

Z ( t )  = s”l(t) + s”2(t)eJWDt + 53(t)e-JWDt. (22) 

We will assume a third-order nonlinearity defined by the 
bandpass characteristic 

by 

h[V(t)] = CoV(t) + C1[V(t)l3. (23) 
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Fig. 4. Block diagram of the communication system model used for the analytic ParSOP method example. 

Using (la), the ParSOP method can be applied, and the output 
signal within the subchannel of interest can be written as 

~0ut ,w1=o( t )  = CoG(t) 
+ ci ( 151 ( t )  1 2 %  (t)  + 2 )  53 (t)  I 
+ 215~(t)1~&(t) + B;(t)Bz(t)Bs(t)). (24) 

Let the modulated subcarriers in the input signal Z ( t )  be of 
the same modulation type and bit rate. These signals can then 
be expressed as 

(t  ) 

W 

Bl(t) = aip(t - iT + A i )  (25a) 

&(t) = b,p(t - iT + A,) (25b) 

&(t) = cip(t - iT + A,) (254 

a=-w 
03 

a=- ‘ C O  

00 

%=-CO 

where p ( t )  represents the pulse shaping function and the 
random sequences {ai}, {bi}, and { C I }  are obtained from 
the modulating data. The delays A, ,  A,,  and A3 allow for a 
variation in the bit timings between the signals. By substituting 
(25) into (24), we obtain 

W 

.zout,wl=o(t) = P ( t  - E +  Al)][Coal+ C1wdt)l (26) 
[=-a 

where 
c w w  

wl(t) = [ala;aj*p(t - iT + Al)p(t  - jT  + A I )  
z=-w 3 z - w  

+ 2alb;bj*p(t - iT + Az)p(t - j T  + A,) 

+ 2arcic,*p(t - iT + A3)p(t - j T  + A,) 
+ 2a;b,cJp(t - iT + Az)p(t - jT + ha)]. (27) 

Although more complicated modulation formats can be 
analyzed, for simplicity we assume binary phase reversal 
keying (BPRK) with signaling pulses that are a unity amplitude 
constant amplitude A over a bit period and zero otherwise. In 
other words, p ( t )  = ArI(t/T), where IT(t/T) represents a 
square pulse centered at zero and having width T .  It is also 
assumed that each modulated subcarrier has the same delay 
(A1 = A2 = A,) which we will set equal to zero without 
loss of generality.) 

The probability of bit error for this system can be easily 
determined (for an AWGN c h m e l )  by using the analytic 
ParSOP method. We begin by finding Zout,wl =o( t) as defined 
by (26). Since BPRK modulation is assumed, the variables 
ai, bi, and ci are real and take on the values of -1 and 1 with 
equal probability. Because the modulating pulses are nonzero 
only for a single nonoverlapping bit period, the cross-product 
terms in wl(t) are all zero and (26) reduces to 

M 

sOut,wl=O(t) = [COakn(t - kT) 
k = - m  

f Cl(a2 + 2biak + 2Ciak + 2UkbkCk)A3rI(t - kT)] 
00 

= [CoakAn(t-kT) 
k=-m 

+ Ci(5ak + 2akbkCk)A3n(t - kT)] .  (28) 

The signal at the output of the integrate and dump receiver, 
at the dump time, is given by 

A’ = [ACo + ( 5  + 2bkCk)A3Cl]akT. (29) 
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An error is made when the noise at the output of the integrator 
has a magnitude that exceeds the magnitude of A' and a sign 
that is opposite to that of A'. For a linear BPRK system, the 
error probability is given by 

P E  = - 1 erfc (E) 
2 

We can use this result to find the error probability for our 
system by conditioning the error probability on the value of 
the product b k c k .  Since the product b k c k  takes on the values of 
1 and - 1 with equal likelihood for BPRK, the error probability 
can be found by substituting the magnitude of (29) in place of 
A in (30), for each value of the product b k c k .  The resulting 
expression for error probability is 

PE = - 1 erfc ({y) (ACO + 7A3C1)2T 
4 

+ ;erfc ( i y ) .  (ACo + 3A3C1)2T (31) 4 

To compare this expression for the probability of bit error to a 
similar expression for some other system, we must make the 
result a function of the ratio EB/No,  where EB is the average 
received signal energy for one bit interval. Since the product 
b k c k  takes on the values of 1 and -1 with equal likelihood for 
BPRK, the average received signal energy for one bit interval 
is 

= (C," + 10A2CoC1 + 29A4Cf)A2T. (32) 

The probability of bit error is then found by making a 
substitution in (31) for A2T in terms of the bit energy. The 
resulting expression is 

Equation (33) has been evaluated and compared with the 
result given by a conventional simulation for the case of 
A = 0.3, CO = 1.77188, and C1 = -0.835248. The parameter 
A was selected so that the input envelope would be in 
the interval [0, 0.91, and CO and C1 were selected to fit 
data taken from the AMAM portion of the Saleh model 
[13] over the interval [0, 11. The comparison between the 
results obtained through the analytic ParSOP method and 
those obtained through conventional simulation is shown in 
Fig. 5, (conventional simulation results are shown for several 
values of w g )  from which it can be seen that the ParSOP 
results agree very well with the results obtained through 
conventional simulation. In addition, the results from the 
ParSOP simulation, which is discussed in the next section, 
agree with both the analytic ParSOP method results and the 
conventional simulation results. 

V. USE OF ParSOP IN SIMULATION 

As was previously discussed, the simulation of bandpass 
systems is carried out through the use of equivalent lowpass 
models. A basic simulation model can be developed as shown 
in Fig. 6. In this model, the modulated subcarrier in the channel 
of interest is assumed to be centered at zero frequency as 
is customary when using lowpass models. Simulations using 
this model are referred to as conventional simulations. A 
simulation model for the ParSOP method is shown in Fig. 
7, and is based on (15) with wk set equal to zero. Both 
the conventional simulation and ParSOP method simulation 
models were used to generate the simulation results that appear 
later in this section. 

Since the purpose of the ParSOP method is to reduce 
the simulation execution time (run time) by reducing the 
sampling rate that is necessary to produce accurate results, it is 
necessary to compare the accuracy of the bit error rate (BER) 
estimates obtained through the use of ParSOP simulation to 
those obtained through the use of conventional simulation. 
Although all simulation techniques involve approximations 
and some degree of modeling error, the ParSOP method 
introduces additional error when compared to conventional 
simulation. This error in the BER estimate occurs for two 
reasons when using the ParSOP simulation technique. First, the 
intermodulation products (IMP's) that are not centered on the 
subcarrier of interest are neglected. In addition, changes in the 
simulation sampling frequency cause changes in the discrete 
time model of the system. The error due to the neglected IMP'S 
is the residual error that is incurred through the use of the 
ParSOP method. This error can be isolated and quantified in 
simulations by running the ParSOP sirnulation at the same 
sampling frequency used by the conventional simulation. The 
additional error, due to the changes in the system model 
resulting from reductions in the sampling frequency, can then 
be identified by reducing the sampling rate of the ParSOP 
simulations. 

Two system configurations were simulated to evaluate the 
performance of the ParSOP method. Both systems included 
five subcarriers. The baseband modulators in the models shown 
in Figs. 6 and 7 were each composed of an ideal BPRK 
baseband modulator followed by a lowpass filter. The only 
difference between these two systems was the choice of filters 
and the channel spacing. In System 1, the filters in the 
modulators and the receivers were all fifth-order Butterworth 
lowpass filters with 3-dB bandwidths of 1.5 times the bit rate. 
The frequency spacing between the subcarriers was 4 times 
the bit rate for System 1. In System 2, the frequency spacing 
between subcarriers was 8 times the bit rate, the modulator 
filters were fourth-order Chebyshev lowpass filters with 3-dB 
bandwidths of 1.83 times the bit rate and a passband ripples 
of 0.1 dB, and the lowpass filter in the receiver was a fourth- 
order Chebyshev with a 3-dB bandwidth of 4.14 times the 
bit rate and 0.2 dB passband ripple. In both systems, the 
ideal modulators used an amplitude of 0.2 and the nonlinear 
characteristic was presented by 

h[V] = 1.77188V - 0.835248V' (34) 
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Fig. 5. Simulation and analysis based bit error rate estimates for the system of Fig. 4. 

which was obtained by making a minimum mean-square- 
error fit between the third-order model and 20 sample points 
obtained from the AM/AM portion of the Saleh model [ 131 
on the interval 0 5 v 5 1, which is the range of the input 
signal. Although the ParSOP method can be used with any 
BER estimation technique, semianalytic (sometimes referred 
to as quasi-analytic) BER estimation [14] was used to produce 
the results presented here. In these results, the sampling rates 
and simulation run times have been normalized with respect 
to the runtime of a conventional simulation operating with a 
sampling frequency large enough to accurately simulate the 
system. 

Fig. 8 shows the error in the BER estimate (in terms of the 
&/No that was required to product that BER) as a function 
of the simulation run time for System 1 for three values of 
the BER. This figure shows that the simulation run time can 
be reduced by an order of magnitude while only introducing 
0.1 dB of error in &/No. In addition, the error due solely to 
the neglected IMP'S is the error associated with the ParSOP 
method at a normalized sampling frequency of 1.0. The error 
component is clearly negligible in the cases presented here. 
Fig. 9 shows similar results for System 2. In this case, the error 
is less than 0.04 dB while the sampling frequency is reduced 
by a factor of 8. In both cases, the ratio of simulation execution 
times for the ParSOP based simulation and the conventional 

simulation is very near to the ratio of their respective sampling 
frequencies. 

VI. CONCLUSIONS 

In conventional simulation of frequency division multi- 
plexed systems operating over channels containing nonlinear 
devices, a large sampling frequency must be used to accurately 
represent the signals involved. The ParSOP method allows 
the simulation sampling frequency to be reduced by only 
generating those intermodulation products that are centered in 
the bandwidth of the single observed modulated subcarrier. 
Although the direct derivation of the ParSOP method is 
limited to systems incorporating a complex power series 
nonlinear model, an alternative derivation allows the use of 
any memoryless nonlinearity. The results of the alternative 
derivation might be best applied to systems that contain 
constant envelope subcarriers, due to the computation burden 
involved when the modulated subcarriers are not constant 
envelope signals. 

The Analytic ParSOP Method can be used on systems in 
which an FDM signal is passed through a bandpass non- 
linear device. When the spacing between the subcarriers is 
sufficiently wide to prevent significant overlap in the in- 
termodulation products, the Analytic ParSOP Method will 
produce excellent results. Conversely, the accuracy of the 
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Fig. 7. Block diagram of the ParSOP simulation model. 

results produced by this method will be reduced as the spacing 
between the subcarriers is reduced. Other factors affecting the 
application of the analytic ParSOP method include the order 
of the nonlinearity and the number of subcarriers. If either the 
order of the nonlinearity or the number of carriers is too large, 
the number of intermodulation products in the subchannel of 
interest may be so large that an unreasonable amount of effort 
is required to carry out the analysis. Systems incorporating 
filters that affect the modulated signals can be analyzed with 
considerable effort, but the use of a ParSOP simulation of these 
systems makes much more sense from a practical viewpoint. 

Simulation results, obtained by using the complex power 
series nonlinear model on a filtered BPSK system, showed 
that a reduction in the simulation run time by an order 
of magnitude is possible through the use of the ParSOP 
method on systems involving third-order nonlinearities. In 

these simulations, the reduction in run time paralleled the 
reduction in the sampling rate, although an increase in the 
model order, causing a corresponding increase in the number 
of intermodulation products, may increase the computational 
burden of the ParSOP method and cause the reduction in run 
time to be significantly less than that dictated by a reduction 
in the sampling frequency. 

APPENDIX 
EVALUATION OF THE SHIMBO AMPLITUDE FUNCTION (Sm) 

The Shimbo Amplitude Function (SAF) was introduced in 
Section 111-B as a part of the alternative ParSOP derivation. 
In this appendix, the SAF is evaluated for several nonlinear 
models. The SAF is evaluated for several additional nonlinear 
models in [SI and [ 151. 
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A. Evaluation of the Shimbo Amplitude Function 
for the Powerseries Nonlinear Model 

the SAF is given by 
When the nonlinear device characteristic is given by (8), 

R 

M(k1, kz, ' ' ' , k N ;  t )  = cr(r + 1)!2'+l 
r = O  

This expression is obtained through the use of [4] 

With the inclusion of the partial derivatives, (35) is not 
particularly suited for numerical evaluation or for use in a 

simulation. However, it does provide a way to verify the results 
of the direct derivation of the ParSOP method. This verification 
is too lengthy to be included here, but it has been carried out 
for the case of a third-order nonlinearity [8]. 

B.  Evaluation of the SAF for the Bessel Series NonlinearMOdel 
Fuenzalida et al. [12] utilized a Bessel function series of 

the form 

to characterize the memoryless nonlinearity. The Bessel series 
model is nice because it leads to a simple result for the 
SAF. In addition, the Bessel series model of the envelope 
characteristic corresponds to a Fourier series expansion of the 
instantaneous voltage transfer function. The expression for the 
SAF is derived in [12] and is given by 
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Fig. 9. ParSOP method performance results for System 2. 

If the subcarriers have constant envelopes, this formula only 
need be evaluated once for each set of ki in a particular 
system configuration. However, in the general case, it must be 
evaluated at every step in the simulation. In order to reduce 
the number of times this formula must be evaluated, the values 
of ki can be restricted by only generating the third-order and 
maybe the fifth-order terms. The order of the term is given by 

N 

order = I ki 1. (39) 
i=l  

Since there are only a few third- and fifth-order terms that 
fall in the bandwidth of interest, this produce can significantly 
reduce the computational burden involved in implementing 
this ParSOP model. 
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