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by the recipe given in [4] are
$(12)=\left(\begin{array}{rrrrr}1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & -1\end{array}\right), \quad(23)=\left(\begin{array}{ccccc}1 & 0 & 0 & 0 & 0 \\ 0 & -\frac{1}{2} & \sqrt{\frac{3}{2}} & 0 & 0 \\ 0 & \sqrt{\frac{3}{2}} & \frac{1}{2} & 0 & 0 \\ 0 & 0 & 0 & -\frac{1}{2} & \sqrt{\frac{3}{2}} \\ 0 & 0 & 0 & \sqrt{\frac{3}{2}} & \frac{1}{2}\end{array}\right)$
(34) $=\left(\begin{array}{ccccc}-\frac{1}{3} & 2 \sqrt{\frac{2}{3}} & 0 & 0 & 0 \\ 2 \sqrt{\frac{2}{3}} & \frac{1}{3} & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & -1\end{array}\right)$,
$(45)=\left(\begin{array}{rrrrr}1 & 0 & & 0 & 0 \\ 0 & -\frac{1}{2} & 0 & \sqrt{\frac{3}{2}} & 0 \\ 0 & 0 & -\frac{1}{2} & 0 & \sqrt{\frac{3}{2}} \\ 0 & \sqrt{\frac{3}{2}} & 0 & \frac{1}{2} & 0 \\ 0 & 0 & \sqrt{\frac{3}{2}} & 0 & \frac{1}{2}\end{array}\right)$.
The group of order 120 of $5 \times 5$ orthogonal matrices isomorphic with $S_{5}$ that is obtained by closure of these 4 matrices under multiplication is denoted by $G_{120}$.
Now $\vec{X}_{1}$ of Fig. 1 is left invariant by (12), (23), and (45) above. It is left invariant, therefore, by the subgroup of $G_{120}$ generated by these matrices. This subgroup is of order 12 , and is comprised of the matrices $I$, (12), (23), (13), (123), (132), (45), (12)(45), (23)(45), (13)(45), $(123)(45),(132)(45)$. Here, for example, since in $S_{\mathrm{s}}$ and $(123)=(12)(23$, by the matrix (123) is meant the matrix product of the matrix (12) displayed above by the $5 \times 5$ matrix (23) similarly displayed. The matrices (14), (15), (24), (25), (34), (35), (24)(35), (14)(35), (14)(25) lie one per coset in the decomposition of $G_{120}$ according to this subgroup. These 9 matrices send $\overrightarrow{X_{1}}$ into the remaining columns of Fig. 1.
It follows that $\chi$ is a group code and the demonstration is complete.

David Slepian<br>Bell Telephone Lab., Inc.<br>Murray Hill, N.J. 07974
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## Maximum-Distance Linear Codes


#### Abstract

Described here is a linear code that has a maximum distance between codewords of $k$ for a code of order $2^{k}$. Since the mini-mum-maximum distance is $k$ for a code of order $2^{k}$, a class of minimummaximum distance codes results. For an $(n, k)$ linear code, $k \leq n \leq$ $k+k / 2$ for $k$ even and $k \leq n \leq k+(k-1) / 2$ for $k$ odd. Maximumdistance codes are found useful in encoding the states of sequential circuits.

Coding theory traditionally appears interested in minimum-distance linear codes. Maximum-distance codes are of interest in the encoding of asynchronous sequential circuits in that minimizing the distance between codewords reduces the hardware in the resulting circuit.
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Described here is a linear code where the maximum distance is $k$ for a group of order $2^{k}$.

Consider the $n$-tuples encoded with the variables $x_{1}, x_{2}, \cdots, x_{k}$, $x_{k+1}, \cdots, x_{n}$. The variables $x_{1}, x_{2}, \cdots, x_{k}$ can be considered as information bits and $x_{k+1}, \cdots, x_{n}$ as check or parity bits. A parity set is defined here as a set of variables $\left\{x_{i_{1}}, x_{l_{2}}, \cdots, x_{i_{p}}, x_{\xi^{\prime}}\right\}$, where $\left\{x_{i_{1}}, x_{l_{2}}, \cdots, x_{l_{p}}\right\} \in$ $\left\{x_{1}, x_{2}, \cdots, x_{k}\right\}, p$ is an even number, and $x_{t_{1}} \oplus x_{i_{2}} \oplus \cdots \oplus x_{t_{p}}=x_{\xi}$; $x_{i_{1}}, x_{i_{2}}, \cdots, x_{i_{p}}$ are called the independent variables and $x_{\xi}$ is called the dependent variable of the parity set.

The code is constructed so that each $x_{i}, i=1,2, \cdots, k$, is in no more than one parity set, and each $x_{i}, i=k+1, \cdots, n$, is the dependent variable of some parity set. An example of an $(n, k)$ code is given by the following generator matrix for a $(9,7)$ code.

$$
G=\left[\begin{array}{lllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1
\end{array}\right]
$$

The parity sets are $\left\{x_{1}, x_{2}, x_{8}\right\}$ and $\left\{x_{3}, x_{4}, x_{5}, x_{6}, x_{9}\right\}$. Variable $x_{7}$ is not in any parity set.
It should be clear that this encoding procedure produces a linear code of order $2^{k} .{ }^{1}$ The proof to show that the maximum distance is $k$ follows these lines. Just as the minimum weight of a linear code is equal to the minimum distance, ${ }^{1}$ the maximum weight is equal to the maximum distance. The maximum weight of a parity set $\left\{x_{i_{1}}, x_{t_{2}}, \cdots\right.$, $\left.x_{i_{p}}, x_{\xi}\right\}$ is $p$ since, by the closure property of the code, there exists a case where $x_{i_{1}}=x_{i_{2}}=\cdots=x_{i_{p}}=1$; and since $p$ is even, $x_{\xi}=0$. In other words, the maximum weight of a parity set is equal to the number of independent variables in the parity set.

Let the code consist of $m$ parity sets, in which there are $k-q$ independent variables and a set of $q$ variables (independent) not in any parity set. Since each parity set consists of a disioint set of variables, the maximum weight of the parity sets is the sum of the maximum weights of the parity sets. Since there are $k-q$ independent variables in the parity sets, the maximum weight of the parity sets is $k-q$. One of the codewords of maximum weight is where $x_{1}=$ $x_{2}=\cdots=x_{k}=1$ and here the weight is $k-q$ (the weight of the parity sets) plus $q$ (the weight of the variables not in parity sets). Therefore the maximum weight is $k$.

The minimum-maximum distance is $k$ for a linear code of order $2^{k}$. (This is easily seen when $k=n$.) Therefore, the linear code here produces a code of minimum-maximum distance.

Since the smallest nonempty parity set consists of 3 variables, the maximum number of parity sets is $k / 2$ for $k$ even and $(k-1) / 2$ for $k$ odd. Therefore the largest $n$-tuples is where $n=k+k / 2$ for $k$ even and $n=k+(k-1) / 2$ for $k$ odd. For a maximum-distance $k$ code, $k \leq n \leq k+k / 2$ (or $k+(k-1) / 2$ ).

Details relative to this code's relationship to encoding asynchronous sequential circuits can be found in Maki. ${ }^{2}$

Gary K. Maki<br>Univ. Idaho<br>Moscow, Ida. 83843<br>James H. Tracey<br>Univ. Missouri<br>Rolla, Mo. 65403
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