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#### Abstract

The use of chaotic dynamics for error correction is the subject of extensive research, as the approach allows to avoid the use of redundant data. This work proposes a new technique for non-coherent chaos communications for modifying error-correction depending on chaotic dynamics. In the proposed system, there are two consecutive sequences created from a comparable chaotic map, with the second series being created as the latest value of the initial one. Generation of a sequential chaotic sequence with a comparable chaotic dynamic delivers additional information to the receiver, allowing it to appropriately recover information and, hence, facilitate the receiver's bit-error performance. For error correction and for detecting the symbol that is transmitted, a suboptimal technique based on the nearest distance between chaotic map trajectories over the n-dimensional sequence received is utilized. Simulation results show that the proposed error correction approach improves $E_{b} / N_{0}$ as the dimension of the trajectory map increases, indicating that the method improves overall error correction performance. With the dimension of 4 , a gain of 0.8 dB in $E_{b} / N_{0}$ is achieved compared with an approach without any error-correcting schemes, at the bit-error probability of $10^{-3}$.
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## 1. Introduction

Chaos-based techniques have been receiving increased attention in recent years in various fields and analyses [1]-[3]. Chaotic series derived from a specific class of difference equations are sensitive to initial conditions, non-periodic, and are difficult to predict based on obsolete data. Furthermore, it was established that simple 1D maps might produce chaotic series. Therefore, many researchers specializing in nonlinear circuits and systems focus on developing chaos applications, since chaotic system execution has become very simple [3]-[5].
In the field of engineering, chaos communication systems are a common topic. Several researchers are focusing on the development of non-coherent detection approaches which do not necessitate the application of basis signals serving as unmodulated carriers for demodulation at the receiver [6]-[8]. In standard communication systems, basis signals ought to be replicated for demodulation at the receiver. Therefore, it is
not easy to implement detection of non-coherent signals in such systems. On the other hand, non-coherent detection relying on chaos could demodulate information without any basis signals, because chaotic sequences and chaos are characterized by highly unique features [5], [8]-[12]. Therefore, the non-coherent detection approach is recognized as a distinctive detection method relying on chaos techniques.

The optimum receiver type and differential chaos shift keying (DCSK) modulation [1] are non-coherent systems designed for use in [13]. In a situation where the length of a chaotic series $N$ becomes long, the computation overhead becomes quite complex, rendering signal detection very challenging. To cope with this, Arai et al. [14] recommended a technique for identifying symbols based on the computation of the minimum distance between the chaotic map and the received signals, thus creating a suboptimal receiver. Rather than computing PDF, the sub-optimal receiver estimates PDFs by calculating the minimal distance between the chaotic map and the received signals. A number of researchers apply their channel coding approaches without using chaos in modulation schemes [15]. The symbolic dynamics related to chaotic maps are predominantly applied as error correction criteria. It is possible for the chaos-based channel coding methods to either be non-redundant or redundant. The best results in terms of the transmission rate are offered by nonredundant schemes, whereas their redundant counterparts are characterized by better BER performance. In our recent research, we recommended an error-correction scheme that is effective according to normalized correlation for chaos that constitutes non-coherent communication system without redundancy bits [16]. In this paper, a suboptimal receiver capable of error correcting coding is proposed. The said receiver is non-redundant and incorporates a mutual chaos technique based on non-coherent modulation. The designed system applies two consecutive chaotic series determined by a tent map, with the initial value of the second series being the end value of the first sequence. Such a characteristic provides additional information to the receiver, enabling it to retrieve data properly. The system presented below offers decent delay, since the maximum delay for rectifying one bit is determined by the following and the preceding series only.


Fig. 1. CSK system with the proposed error correction coding scheme.

## 2. Structure of the Proposed System

Figure 1 shows a chaotic shift keying (CSK) block diagram with a suboptimal receiver system. The transmitter side applies one from two potential chaotic maps for modulation of input data. This map is chosen based on the input bit value of 1 or 0 . During the modulation process, the data are encrypted concurrently through the creation of a statistical correlation between the two sequential chaotic signals that correspond to the two sequential data bits.
This concept of the receiver allows to retrieve more data and to determine the initial value of each series.
On the transmitter side, the input data are encrypted using a series created by the chaotic map in the transmitter. A skew tent map is used in this paper, which is described by:

$$
x_{i+1}= \begin{cases}\frac{2 x_{i}+1-a}{1+a} & -1 \leqslant x_{i} \leqslant a  \tag{1}\\ \frac{-2 x_{i}+1+a}{1-a} & a \leqslant x_{i} \leqslant 1\end{cases}
$$

The top position from the skew tent map is $a=0.05$. When data symbol is 1 , the chaotic series defined by Eq. (1), are utilized. For the data symbol of 0 , the inverse tent map is used in order to generate the chaotic sequence, as shown in Fig. 2. Next, $N$ chaotic signals are created from the same chaotic map for each data bit. Thus, in the case of $K$ bits having been transmitted, the number of chaotic signals becomes $K \times N$. The initial value of the chaotic sequence is chosen randomly to ensure that the chaotic sequence is unique, with the initial value of $y_{0}$ for symbol 0 and $x_{0}$ for symbol 1 . The current sequence's end value becomes the first value of the following one, with the same symbol value.
For example, if $N=4, K=5$, and the data bits are 01101, the initial value for the sequence decoding symbol of 1 is $x_{0}$, and the initial value for the sequence decoding the symbol of 0 is $y_{0}$. Both of these values are chosen randomly at the start, as shown in Fig. 3. The vector of the transmitted signal $s$ is:

$$
\begin{align*}
\mathbf{s} & =\left(s_{0}, \ldots, s_{4}\right) \\
& =\left(y_{0}, \ldots, y 3, x_{0}, \ldots, x_{7}, y_{4}, \ldots, y_{7}, x_{8}, \ldots, x_{11}\right) \\
& =\left(s_{0}, \ldots, s_{19}\right) \tag{2}
\end{align*}
$$



Fig. 2. Tent map trajectory.
The initial value, which is the end value of the second sequence, is utilized to create the third series. The end value of the first sequence, i.e. the initial value, is used to create the fourth series. The chaotic dynamics of subsequent chaotic series formed in this manner follow the same idea. More information regarding such a feature is sent to the receiver, so the noisy signal can be recovered. Since the proposed error correction approach for the transmitted chaotic signal uses chaotic dynamics, no additional redundancy bits are required.

### 2.1. Noisy Channel

AWGN has a variance of $N_{0}=\sigma^{2}$ and an average value of 0 . $R=S+$ AWGN $=\left[r_{0}, r_{1}, r_{2}, r_{3}, \ldots, r_{K \times N}\right]$ is the received signal block that is passed as input to the algorithm to recognize transmitted symbols and to perform error correction. The value of the transmitted data is unknown to the non-coherent receiver, as it only deals with the sort of chaotic map used by the transmitter.

## 3. Detection Algorithm

To discriminate the transmitted symbol, the sub-optimal receiver estimates the probability density function (PDF) by computing the minimum distance between the chaotic map and the received signal. To be more exact, the receiver uses $N_{d}$ sequential signals received $\left(N_{d} \leqslant N\right)$ for com-


Fig. 3. CSK encoder proposed for error correction.


Fig. 4. $N_{d}$ in 2D space.
puting the minimum distance between the chaotic map and the received signal in an $N_{d}$-dimensional space ( $N_{d}=$ $2,3, \ldots$ ). Figure 4 shows the tent maps in 2D space, with the coordinates corresponding to two subsequent signals received $R=\left(r_{i}, r_{i+1}\right), i=1,2, \ldots, N-1$. In the 2D space shown in Fig. 4, the minimum distance between the point and the map is calculated with the goal of selecting the map that is closest to point $R$. The receiver calculates the shortest distance with the use of a scalar product. Two vectors are required for the scalar product.


Fig. 5. Calculation of the shortest distance.

Minimum distance $D$ between the nearest point $P=(x, y)$ and $R$, as illustrated in Fig. 5, has been determined using the equations below, regardless of which 2 points of
$P_{0}=\left(x_{0}, y_{0}\right)$ and $P_{1}=\left(x_{l}, y_{l}\right)$ are selected from any curved line in the space shown in Fig. 4 [6]-[9]:

$$
\begin{gather*}
A=\sqrt{\left(x_{1}-x_{0}\right)^{2}+\left(y_{1}-y_{0}\right)^{2}}  \tag{3}\\
u=(l, m)=\left(\frac{\left.x_{1}-x_{0}\right)}{A}, \frac{y_{1}-y_{0}}{A}\right),  \tag{4}\\
v_{0}=\left(r_{i}-x_{0}, r_{i+1}-y_{0}\right)  \tag{5}\\
T=l\left(r_{i}-x_{0}\right)+m\left(r_{i+1}-y_{0}\right),  \tag{6}\\
P=(x, y)=\left(T_{l}+x_{0}, T_{m}+y_{0}\right)  \tag{7}\\
D=\sqrt{\left(x-r_{i}\right)^{2}+\left(y-r_{i+1}\right)^{2}} \tag{8}
\end{gather*}
$$

Each symbol in the 2D space has two straight lines. The shortest distance is determined by the lowest value of the two distances, in which $D_{1}$ is related to symbol 1 and $D_{0}$ is related symbol $0 . D_{0}$ and $D_{1}$ are both evaluated for each of the $k$ values and their summation calculations $\Sigma D_{0}$ and $\Sigma D_{1}$ are discovered. Finally, the decrypted symbol is specified as 0 (or 1) based on whether $\Sigma D_{1}<\Sigma D_{0}$ or $\Sigma D_{0}<\Sigma D_{1}$.

## 4. Error Correction for CSK

The error correction algorithm has been designed using chaotic dynamics. It follows sub-optimal detections, as shown in Fig. 6. The fundamental principle of the error correction pattern is presented in Fig. 7, with $K=5$ and $N_{d}=2$. The chaotic series samples for 1 and 0 data are represented by $x_{i}$ and $y_{i}$, respectively. The sequence samples are combined, in turn, every two symbols ( $N_{d}=2$ ). In such mixed chaotic series, the chaotic dynamics regarding a few sequential samples are lost. For instance, $y_{0}$ is not the result of $x_{0}$ and $x_{1}$, nor is it the result of similar chaotic dynamics. It is possible to avoid such a loss of chaotic dynamics if a suitable criterion is used. This is caused by the fact that by analyzing chaotic dynamics for samples in the mixed chaotic series, the initial chaotic series may be reconstructed.
As illustrated in Fig. 8, the error correction mechanism used in the previous technique from [14] is based on correcting each bit in the stream.

## 5. Proposed Error Correction Algorithm

The proposed algorithm uses only the preceding and the following 1 and 0 symbols from the current symbol in the


Fig. 6. Error correction algorithm diagram.


Fig. 7. Concept of the suggested error correction approach.
$N=2, k=5$, data $=\left[\begin{array}{lllllll}0 & 1 & 1 & 0 & 1 & 0 & 0\end{array}\right]$. Error occurs at $R_{0}$ Received signals $=\left[R_{0}, R_{1}, R_{2}, R_{3}, R_{4}, R_{5}, R_{6}, R_{7}\right]=\left[\left(r_{0}, r_{1}\right),\left(r_{2}, r_{3}\right)\right.$, $\left.\left(r_{4}, r_{5}\right),\left(r_{6}, r_{7}\right),\left(r_{8}, r_{9}\right),\left(r_{10}, r_{11}\right),\left(r_{12}, r_{13}\right),\left(r_{14}, r_{15}\right)\right]$ Decode data $=\left[\begin{array}{llllllll}1 & 1 & 1 & 0 & 1 & 0 & 0 & 1\end{array}\right]$


Seq. " 1 " $=\left(R_{0}, R_{1}, R_{2}, R_{4}, R_{7}\right)$, seq. " 0 " $=\left(R_{3}, R_{5}, R_{6}\right)$
Seq. "1" $=\left(r_{0}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}, r_{14}, r_{15}\right)$
Seq. " 0 " $=\left(r_{6}, r_{7}, r_{10}, r_{11}, r_{12}, r_{13}\right)$
$D_{\text {base }}=D_{1}\left(r_{0}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}, r_{14}, r_{15}\right)$

$$
+D_{0}\left(r_{6}, r_{7}, r_{10}, r_{11}, r_{12}, r_{13}\right)
$$

Inverse bit $R_{0}$
New data $=\left[\begin{array}{llllllll}0 & 1 & 1 & 0 & 1 & 0 & 0 & 1\end{array}\right]$


Seq. " 1 " $=\left(R_{1}, R_{2}, R_{4}, R_{7}\right)$, seq. " 0 " $=\left(R_{0}, R_{3}, R_{5}, R_{6}\right)$
Seq. "1" $=\left(r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}, r_{14}, r_{15}\right)$
Seq. " 0 " $=\left(r_{0}, r_{1}, r_{6}, r_{7}, r_{10}, r_{11}, r_{12}, r_{13}\right)$
$D_{R}=D_{1}\left(r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}, r_{14}, r_{15}\right)$

$$
+D_{0}\left(r_{0}, r_{1}, r_{6}, r_{7}, r_{10}, r_{11}, r_{12}, r_{13}\right)
$$

$D_{\text {base }}>D_{R}$
Correct data $=\left(\begin{array}{lllllll}0 & 1 & 1 & 0 & 1 & 0 & 0\end{array}\right)$

Fig. 8. Error correction algorithm method from [14].
a) $\quad N=2, k=5$, data $=\left[\begin{array}{llllll}0 & 1 & 1 & 0 & 1 & 0\end{array} 011\right]$. Error occurs at $R_{0}$ Received signal $=\left[R_{0}, R_{1}, R_{2}, R_{3}, R_{4}, R_{5}, R_{6}, R_{7}\right]=\left[\left(r_{0}, r_{1}\right),\left(r_{2}, r_{3}\right)\right.$, $\left.\left(r_{4}, r_{5}\right),\left(r_{6}, r_{7}\right),\left(r_{8}, r_{9}\right),\left(r_{10}, r_{11}\right),\left(r_{12}, r_{13}\right),\left(r_{14}, r_{15}\right)\right]$
Decode data $=\left[\begin{array}{llllllll}1 & 1 & 1 & 0 & 1 & 0 & 0 & 1\end{array}\right]$

Seq. " 1 " $=\left(R_{0}, R_{1}\right), \quad$ seq. " $0 "=\left(R_{3}\right)$
Seq. "1" $=\left(r_{0}, r_{1}, r_{2}, r_{3}\right) \quad$ Seq. " $0 "=\left(r_{6}, r_{7}\right)$
$D_{\text {base }}=D_{1}\left(r_{0}, r_{1}, r_{2}, r_{3}\right)+D_{0}\left(r_{6}, r_{7}\right)$
Inverse bit $R_{0}$
New data $=\left[\begin{array}{llllllll}0 & 1 & 1 & 0 & 1 & 0 & 0 & 1\end{array}\right]$


Seq. "1" $=\left(R_{1}\right), \quad$ seq. "0" $=\left(R_{0}, R_{3}\right)$
Seq. " 1 " $=\left(r_{2}, r_{3}\right)$, seq. " 0 " $=\left(r_{0}, r_{1}, r_{6}, r_{7}\right)$
$D_{R}=D_{1}\left(r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}, r_{14}, r_{15}\right)$

$$
+D_{0}\left(r_{0}, r_{1}, r_{6}, r_{7}, r_{10}, r_{11}, r_{12}, r_{13}\right)
$$

$D_{\text {base }}>D_{R}$
Correct data $=\left(\begin{array}{lllllll}0 & 1 & 1 & 0 & 1 & 0 & 0\end{array}\right.$ 1)
b) $\quad N=2, k=5$, data $=\left[\begin{array}{llllll}0 & 1 & 1 & 0 & 1 & 0\end{array} 01\right.$ 1]. Error occurs at $R_{2}$ Received signal $=\left[R_{0}, R_{1}, R_{2}, R_{3}, R_{4}, R_{5}, R_{6}, R_{7}\right]=\left[\left(r_{0}, r_{1}\right),\left(r_{2}, r_{3}\right)\right.$, $\left.\left(r_{4}, r_{5}\right),\left(r_{6}, r_{7}\right),\left(r_{8}, r_{9}\right),\left(r_{10}, r_{11}\right),\left(r_{12}, r_{13}\right),\left(r_{14}, r_{15}\right)\right]$ Decode data $=\left[\begin{array}{llllllll}0 & 1 & 0 & 0 & 1 & 0 & 0 & 1\end{array}\right]$


Seq. " 1 " $=\left(r_{2}, r_{3}, r_{8}, r_{9}\right) \quad$ Seq. " 0 " $=\left(r_{0}, r_{1}, r_{4}, r_{5}, r_{6}, r_{7}\right)$
$D_{\text {base }}=D_{1}\left(r_{2}, r_{3}, r_{8}, r_{9}\right)+D_{0}\left(r_{0}, r_{1}, r_{4}, r_{5}, r_{6}, r_{7}\right)$
Inverse bit $R_{2}$
New data $=\left[\begin{array}{llllllll}0 & 1 & 1 & 0 & 1 & 0 & 0 & 1\end{array}\right]$


Seq. " 1 " $=\left(r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}\right)$, seq. " 0 " $=\left(r_{0}, r_{1}, r_{6}, r_{7}\right)$
$D_{R}=D_{1}\left(r_{2}, r_{3}, r_{4}, r_{5}, r_{8}, r_{9}\right)+D_{0}\left(r_{0}, r_{1}, r_{6}, r_{7}\right)$
$D_{\text {base }}>D_{R}$
Correct data $=\left(\begin{array}{llllll}0 & 1 & 1 & 0 & 1 & 0\end{array} 01\right.$ 1)
Fig. 9. Error correction algorithm used in the proposed approach: a) error occurs in the first bit, b) error occurs in the third bit.
error correction procedure. The recipient arranges the received samples based on the decrypted symbols, with the process yielding 2 sequences, i.e. seq. " 1 " from the previous 1 to the next 1 and seq. " 0 " from the next 0 to the previous 0 .

The categorization blocks' depends on the case in which the current symbol 1 is mixed with seq. " 1 " otherwise with seq. " 0 " is the examination of the received series' chaotic dynamics. The sorted seq. " 1 " or seq. " 0 " aggregates two chaotic series that differ in chaotic dynamics if an error occurs while the receiver is detecting symbols. When it comes to error correction, such chaos aspects are crucial. The receiver then employs the sub-optimal detection algorithm which includes computation of the minimum distance D1 (seq. " 1 ") between the chaotic map for symbol 1 and seq " 1 " as well as computation of the minimum distance $D_{0}$ (seq. " 0 ") from the chaotic map to seq. " 0 " for symbol 0 . For the purpose of studying chaotic dynamics, a reference distance $D_{\text {Base }}$ is also defined as:

$$
\begin{equation*}
D_{\text {Base }}=D_{1}([\text { Seq. } 1(.)])+D_{0}[\text { Seq. } 0(.)] . \tag{9}
\end{equation*}
$$

The receiver reverses the decoded symbols and then reorganizes seq. " 1 " and seq. " 0 " in accordance with the current opposite symbol. For new series, the receiver employs suboptimal computation and detection using the shortest distance. In order to investigate chaotic dynamics, a new assessment distance is specified as $D_{R}(m)$, in which $m=0,1, \ldots, K-1$, where subscript $R$ denotes the reverse initial character. In a case in which the chaotic map conforms to its series and $m$-th decrypted symbol is inverted, $D_{R}(m)$ denotes the minimum distance between the series that have been arranged. An error correction algorithm defined in such a manner is depicted in Fig. 9.

## 6. Simulation Results

To evaluate the efficiency of the proposed error correction approach, Matlab was used with $K=32$ and a chaotic map with $a=4$. For each 1 bit, the length of the chaotic series is $N=4$. We used $N_{d}=2,3$, and 4 to calculate the shortest distance. The process was repeated 10,000 times in order to achieve acceptable level of precision of BER calculations. For $N_{d}=2,3,4$, and $N=4$, BER for $E_{b} / N_{0}$ with $N$ as the structure for a sub-optimal receiver devoid of error correction


Fig. 10. BER for various $N_{d}$ values.
is illustrated in Fig. 10. It is evident from the figure that in the case of $N_{d}=4$ (i.e. when $N=N_{d}$ ), error correction performance is considerably improved. When $\mathrm{BER}=10^{-3}$ is used, $E_{b} / N_{0}$ increases by 1.6 dB with $N_{d}=4$ instead of $N_{d}=2$. Higher $N_{d}$ increase the precision of computing the distance between the received point and the trajectory of the skew tent map.


Fig. 11. BER after and before error correction, $N_{d}=4$.


Fig. 12. Chaotic coding complexity as a function of $N$.
Such an enhancement is caused by the increase in the chaotic signal's spreading factor, but there is a drawback in the form of increased complexity of mathematical operations. Fig. 11 shows BER versus $E_{b} / N_{0}$ for $N=4$ and $N_{d}=4$ using the proposed approach to show the suboptimal receiver performance before error correction. The improvements in $E_{b} / N_{0}$ for $N_{d}=4$ equal 0.4 dB , based on this figure, at $\mathrm{BER}=10^{-3}$. In spite of the fact that the values achieved by the coding scheme are low, overall performance is considered to be excellent, since it eliminates the need for adding redundant bits in the error correction mechanism. Moreover, it is expected that performance will improve even more with a further $N_{d}$ increase, however increasing $N_{d}$ by more than 4 may make the system more difficult to compile.

Unfortunately, the increase in computational complexity caused by the number of the required multiplications when the dimension is increased, is one of the limitations of the chaotic coding scheme. The number of required multiplications is defined by Eqs. (3) and (8) and is equal to $N$. Consequently, the total number of multiplications in the two equations is $2 N$, and such operations are repeated for each straight line. The number of straight lines is $2^{N_{d}-1}$. Hence, $2 N \times 2^{N_{d}-1}$ is the number of the required multiplication operations. For symbols 0 and 1 , such a procedure should be applied to the chaotic map. As a result, the number of multiplications required is $4 N \times 2^{N_{d}-1}$, and because the next and previous bits should be replicated, the total number of multiplications required is even higher and equals $8 N \times 2^{N_{d}-1}$. The above-mentioned relation versus $N$ with $N_{d}$ as the parameter is shown in Fig. 12.
Figure 13 shows that the proposed approach outperforms the previous method with a similar $N_{d}=4$ value as the delay parameter. To understand the number of multiplications


Fig. 13. Proposed and existing error correction method versus $N$ parameter.
for the preceding techniques, Fig. 8 shows that multiplications will repeat for all $k$ bits in the stream, resulting in $8 N \times 2^{N_{d}-1} \times k$ multiplications. Table 1 shows the differences in the number of multiplications when the number of bits is 5 and $N_{d}=4$.

Tab. 1. Number of required multiplications for proposed and previous error correlation methods.

| $N$ | Number of multiplication <br> operations for the proposed <br> method <br> $8 N \times 2^{N_{d}-1}$ | Number of multiplication <br> operations for the previous <br> method <br> $8 N \times 2^{N_{d}-1} \times b$ |
| :---: | :---: | :---: |
| 4 | 320 | 800 |
| 5 | 384 | 960 |
| 6 | 448 | 1120 |
| 7 | 512 | 1280 |

## 7. Conclusions

Chaotic dynamics can be utilized as non-redundant error correction method. Such an error correcting system requires no redundant bit series due to the fact that it uses chaotic dynamics in the transmitted signal blocks. In terms of $E_{b} / N_{0}$ metrics, the system outperforms the traditional chaotic scheme with shift keying, and the advantage of the proposed method increases along with the number of series. The proposed error correction approach reduces operational delay when compared with other approaches, as the correction delay depends solely on calculations related to the preceding and following bits. The scheme's ability to correct errors without redundancy renders it worth considering as a performance improvement method.
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