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Introduction to LREC 2018 by Nicoletta Calzolari 
Chair of the 11th edition of LREC 

ELRA Honorary President 

Welcome to the 11th edition of LREC in Miyazaki, first LREC in Asia!  

LREC 20th Anniversary  

It is the LREC 20th Anniversary and LREC has become one of the most successful conferences 
of the field. Data are pervasive in Natural Language Processing and Language Technology: we 
call our data Language Resources (LR). But when LREC was started by ELRA, in 1998 in Granada, 
from an idea of Antonio Zampolli and Joseph Mariani, it was really a new adventure and a 
challenge. There were well established big conferences but he thought that the new emerging 
field of Language Resources deserved its own dedicated forum. In the keynote talk I gave at 
LREC1998 I could say: “the infrastructural role of Language Resources as the necessary 
common platform on which new technologies and applications can be based is nowadays 
widely recognised.” This could not have been said only few years before. I had the pleasure 
and the honour of being involved in LREC from the beginning, first as member of the Program 
Committee and since 2004 as Conference Chair.  

LREC is probably the most influential ELRA achievement, and a service with the major impact 
on our community. Also through LREC, ELRA contributes to shape our field, making the 
Language Resource field a scientific field in its own right.  

Why LREC in Asia this time? AFNLP (the Asian Federation of NLP) asked us if we could hold an 
LREC in Asia as the best instrument to promote Language Resources in Asia. We were glad to 
accept this challenge and here we are.  

Some LREC2018 figures 

As expected given the change in continent, we did not break any record this time, but the 
figures are not far from the previous. We received 1102 submissions for the main conference, 
34 workshop proposals and 8 tutorial proposals. 

A very large part of our community was involved in the reviewing effort, to be able to assign 
few papers per reviewer: 1263 colleagues accepted to act as reviewers (more than in 2016) 
out of 1796 invited (268 declined and 265 unfortunately not answering). Few reviewers did 
not complete the task (only 26 reviews missing, not so bad), but knowing that this always 
happens we recruited some pinch-reviewers able to act at the last moment: a good move to 
keep for the future.  

The Program Committee has also been enlarged with 3 colleagues from Japan and one from 
USA.  We had as usual a very hard job, examining about 3300 reviews, to understand – beyond 
the scores and in particular when they greatly differed – the relevance, the novelty, but also 
the appropriateness for an oral or poster presentation. I am sure we made mistakes, every 
reviewing effort is not immune from subjectivity, but as usual we discussed in a face to face 
meeting not only general policies, criteria and how to be consistent, but also borderline cases 
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to arrive at agreed decisions. Overall we all believe we received in average good submissions. 
We have in the main program 718 papers: 188 Orals and 530 Posters. 

We also have 29 Workshops and 5 Tutorials.  

I am proud that around 1100 participants have already registered at the end of April, similar 
to last time. They come from 63 countries. The Japanese are the largest group and in general 
there is a larger participation from Asian countries, in particular China, as we obviously hoped.  

These figures have a clear significance. The field of Language Resources and Evaluation is very 
alive and constantly flourishing.  

LREC acceptance rate: a motivated choice for an inclusive conference 

The LREC acceptance rate, 65% this year, is different from other major conferences but for us 
it is a motivated decision. This is one of the reasons why LREC succeeds to provide a 
comprehensive picture of the field and to show how it is evolving. For us it is important not 
only to hear about new methodologies but also to understand how various methods or 
resources are able to spread, for which purposes, usages, applications, and for which 
languages. Multilingualism – and equal treatment of all languages – is an essential feature of 
LREC, as it is the attempt of putting the text, speech and multimodal communities together as 
well as academics and industrials. LREC wants to be an “inclusive” conference.  

Quality is not undermined by our acceptance rate: in 2017 Google Scholar Metrics h5-index, 
LREC ranks 4th in Computational Linguistics top conferences (5th considering ArXiv which is the 
first).   

LREC2018 Novelties 

Industry Track 

Because of the interest in joining forces between academy and industry, this time we decided 
to experiment with a new Industry Track. We spoke about this at last LREC with Linne Ha from 
Google and we asked her if she wanted to organise it for LREC2018.  

Special Speech Session 

A special session on “Speech resources collection in real-world situations” was proposed to us 
by Kikuo Maekawa and Yuichi Ishimoto (National Institute for Japanese Language and 
Linguistics): we gladly accepted also to strengthen the participation of the speech community 
at LREC.  

Oriental-COCOSDA Conference 

Also O-COCOSDA is organised together with LREC. We spoke with Satoshi Nakamura, its chair, 
at last LREC and he kindly offered to organise it jointly with LREC. We are very pleased of this 
also because it is another opportunity to reach the Asian speech community.  

ELRA Individual Members Assembly 

ELRA has recently introduced “individual membership” in addition to institutional 
membership. This was decided to give a voice inside ELRA to the large LREC community and 
offer them its services. The first assembly of ELRA individual members is held on the first day 
of the conference. 
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The LREC Club 
From the answers received, it seems that the LREC Club of those who attended all editions, 
the really faithful ones, is composed of 23 members. I want to thank them for their loyalty! 

LREC2018 Trends  

I quickly sketch here, as I always do, my perception – subjective and impressionistic – of 
LREC2018 trends and how certain topics fluctuate from an LREC to the other. The comparison 
with previous years shows the topics with steady progress, or even great leaps forward, the 
stable ones and those more affected by the fashion of the moment.  

Trends in LREC2018 topics 

Among the areas that continue to be trendy and are even increasing I can mention:  
 Less-Resourced Languages  
 Social Media analysis, appearing in 2012 and since then constantly growing 
 Semantics in general and in particular Sentiment, Emotion and Subjectivity 
 Information extraction, Knowledge discovery, Text mining are booming 
 Lexicons (in its various forms) 
 Discourse, Dialogue, Conversational systems and Interactivity  
 Multimodality, also for Less-Resourced languages 
 Tools, Systems, Applications for various purposes: Question Answering, Summarisation, 

etc. 
 Evaluation methodologies  
 Computer Aided Language Learning 

Stable “usual” topics, some very well-represented, others in the medium/low range, are: 
 Infrastructural issues, policies, strategies and Large projects: topics that receive special 

attention at LREC, differently from other major conferences 
 Corpus creation, annotation, use, … 
 Speech related topics, a little increasing but not as much as we would like 
 Sign language (also a very successful workshop) 
 Crowdsourcing  
 Anaphora and Coreference 
 Temporal and Spatial annotation 

New trends for this LREC: 
 Digital Humanities (new for LREC in 2016, now increased)  
 Bibliometrics, Scientometrics, Infometrics 
 Language Modelling  

Decreasing topics with respect to the past, even if some still numerous:   
 Grammar and syntax and also Treebanks that had a big increase in 2016  
 Multilinguality and Machine Translation, very high in 2016 
 Ontologies  
 Standards and metadata are much less represented 
 Linked data, a new topic in 2014, seems no longer so fashionable  
 Web services and workflows also no longer so popular 
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The recognition given by the LR community to infrastructural issues, strategies and policies 
may be also due to the fact that we must often work in large groups, for many languages, we 
must build on each other work, connect various resources and tools, make available what 
already exists and use standardised formats. Infrastructures (on many dimensions) are really 
needed for our field to progress: to pay proper attention to these issues is another 
distinguishing feature of LREC.  

LREC-related initiatives 

Proceedings in Thomson Citation Index  
Since 2010 the LREC Proceedings are included in CPCI (Thomson Reuters Conference 
Proceedings Citation Index): an important achievement, providing a better recognition to all 
LREC authors and useful in particular for young colleagues. 

LRE Journal and LREC  
After each LREC we ask to the authors of papers suggested by the 3 reviewers as appropriate 
for LRE if they want to submit an extended version to the LRE journal, coedited by Nancy Ide 
and myself. I am glad to report that also the journal has a large and increasing number of 
submissions, testifying the great interest for the field of LRs and Evaluation. 

Citation of Language Resources 

Also this year we encouraged citations of LRs in a special References section (introduced in 
2016), providing recommendations on how to cite. I hope this becomes normal practice, to 
keep track of the relevance of LRs but also to provide due recognition to those working on LRs.  

LRE Map and Share your Language Resources 

As usual we encouraged descriptions of LRs in the LRE Map, an innovative instrument 
introduced at LREC2010 with the aim of monitoring the wealth of data and technologies 
developed and used in our field. And we ask, since 2014, to share the LRs with all the 
community.  

In this LREC about 1000 LRs have been described in the Map. Just few hints at some data in 
the 2018 Map: WordNets, Wikipedia, Prague TreeBank are the most cited LRs; Corpora are by 
far the most frequent type (half of the LRs); and about 85% of the LRs are in some way 
available (not bad).  

Replicability of research results 

I believe that research is strongly affected also by infrastructural (meta-research) activities as 
those mentioned above. With these initiatives I hope we are able to promote in our field what 
is in use in more mature disciplines, i.e. ensure proper documentation and reproducibility of 
research results as a normal practice. ELRA and LREC are thus influential in strengthening the 
Language Resources and Evaluation scientific ecosystem and fostering sustainability. 
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Message to LREC 2018 participants by Henk van den Heuvel 
ELRA President 

Dear Colleagues and Friends, 

Twenty years of LREC! It is my honour and pleasure to welcome you to this 11th edition of our 
successful Conference. Welcome to Miyazaki!  

We are also very grateful with our guests representing the European Commission. Your 
presence here is deeply appreciated. Especially we welcome, Gael Kent, Director Data at the 
European Commission- DG CONNECT in Luxemburg. We are looking forward to your speech.  

We are very honoured to have literally in our midst Prof. Makoto Nagao, Professor Emeritus 
of Kyoto University. We greatly admire your contributions to such various fields as Machine 
Translation, Natural Language Processing, Pattern Recognition, Image Processing and Library 
Science.  

After 20 years LREC we have broken with the tradition to convene around the Mediterranean 
area, and look for another venue to meet and network. Honestly, we see this as an exceptional 
move motivated by our deep desire to intensify the ties with our Asian colleagues as we know 
them from the Asian Federation of Natural Language Processing (AFNLP), the Board of which 
is also closely involved in the organisation of this LREC through the Local Liaison Committee. 
We are very pleased to see so many of our Asian colleagues here in Miyazaki. 

As President of ELRA it is my duty and pleasure to point out a couple of developments that are 
taking place in our Association. Already in 2012 one of my predecessors, Stelios Piperidis, 
referred to the dazzling speed of changes in which our community is finding itself. In his 
opening speech at LREC 2012 he also mentioned the upcoming of data-driven techniques and 
numerical and learning methods. In our days we see how algorithms and techniques 
developed in the area of Artificial Intelligence have come to play a paramount role in the area 
of Language and Speech technology. This technology puts special demands on the amount 
and preprocessing of Language Resources for training and testing purposes. Large amounts of 
data are collected from the web and continuously processed and used for application 
refinement.  Now, in this rapidly changing field, ELRA has to find its way as one of the 
traditional sustainable key-players in language resources management and intermediary 
between stakeholders. It is evident that LRs remain essential also in our time, it is also evident 
that well-targeted annotated resources remain essential for supervised training approaches.  
Therefore, there remains an important role for ELRA as a sustainable LR broker offering 
relevant and high quality resources both to academia and commercial parties.    

However, the changes that we see around us force us to continuously reflect on our raison 
d’être for our members in consideration of what their demands are for LRs and in terms of the 
services we offer around them.  As a result of that, ELRA’s Board has introduced important 
changes in its membership policy.        

First of all, to stimulate continuity for our institutional members we have introduced a 
discount on membership fees upon membership continuation, starting with a discount of 15% 
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for the second year up to 30% for the third year and following.  Second, we have equalized 
the fees for EU and non-EU members to the EU-members fee. Last but not least, as of January 
2018 ELRA has introduced individual membership.  An event such as LREC shows how vivid 
and productive the community around LRs is, and advocates for establishing a permanent link 
within this community, not only a biennial meeting point. For this reason ELRA has decided to 
open up its memberships for individuals, too, and to offer this membership with special 
services and benefits, of which the reduced registration fee is the one now most salient. 

Employees of institutional ELRA members are also individual ELRA members if and when they 
want to use ELRA member services (including discount on LREC registration fees). They will 
not have to pay the individual membership fees as well since their organization covers for 
that.   

In addition, one position in the ELRA Board will be reserved for a representative from the 
individual members, and this member is elected by the individual members only. This Board 
member has the same rights as the other ELRA Board members on all issues related to Board 
matters. 

There will be a General Meeting for individual members at each LREC where they can convene 
with their representative and the Board to discuss ELRA matters concerning individual 
members. This meeting will be organized for the first time in this LREC 2018, namely this very 
afternoon at 18:00. The content of the meeting is an interesting mixture of relevant issues 
from the ELRA board, an inventory of wishes from individual members, and a self- introduction 
of Board applicants.  

You are all invited to attend this first ELRA membership meeting, where we will tell more about 
the new membership policy, the special services for members and the election of the new 
Board member. We have sent out an invitation and an agenda for this. 

Another observation that requires our persistent attention is that there are many players 
offering LRs both at the national and international level, and this landscape is becoming quite 
diffuse. This implies that we need to identify and re-identify times and again what our, ELRA’s, 
position is compared to other LR brokers. It is ELRA’s firm belief that this can best be done 
through cooperation. In this way we have set up a successful cooperation with for instance, 
LDC, by identifying the differences in membership policies, LR production and distribution 
strategies, and using each other’s strengths in cooperation.  In the same spirit ELRA has now 
set up a Collaboration Agreement with CLARIN ERIC. In this Collaboration Agreement we have 
clearly identified where our mutual and complementary strengths are and how we can bring 
these together to the benefit of both organisations. The objective of such agreements is not 
that one organization becomes part of the other but that both remain independent whilst 
joining forces. Indeed, here we see an important role for our association in facilitating 
synergies.   

Another example of such a synergy has been established in our Special Interest Group for 
Under-resourced Languages, SIGUL. Created in April 2017, SIGUL is a joint Special Interest 
Group of the European Language Resources Association (ELRA) and of the International 
Speech Communication Association (ISCA). Through its establishment of the Special Interest 
Group on Under-resourced Languages, ELRA reasserts its active involvement in contributing 
to enhance the support for the languages with little or no technological support. 
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I would like to take the opportunity to thank all those who have worked so hard to make this 
conference a fantastic event: the LREC Programme Committee, chaired by Nicoletta Calzolari, 
the Scientific Committee, the Conference Editorial Committee headed by our LREC 
cornerstones Sara Goggi and Hélène Mazo, the International Advisory Committee chaired by 
Prof. Makoto Nagao, the group in Pisa, Khalid Choukri and the ELDA staff in Paris, the Local 
Committee headed by Prof. Hitoshi Isahara and Dr Kyoko Kanzaki. Each one of them in his/her 
own role has been taking care of the incredible amount of issues that emerge when 
undertaking the organisation of such a complex and demanding conference as LREC. Our 
particular thanks go to our sponsors and supporters. 

We thank workshop and tutorial organizers, project consortia participating in the HLT Village; 
you have all exceeded yourselves once more to make this LREC such a great event. 

Dear LREC Participants, in the end this is your conference. With your active participation in 
the oral sessions, your lively discussions with the presenters at the poster sessions, your visits 
to the HLT Village and Exhibition Boots and participation in the Industry Track I am confident 
you will make LREC 2018 yet another success. 
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Introductory message of Khalid Choukri, 
ELRA Secretary General 

ELDA Chief Executive Officer 

ELRA and ELDA are very pleased to welcome you in Miyazaki to this 11th LREC to celebrate the 
20th anniversary of LREC with all of you this week.  

On behalf of the ELRA/ELDA team I would like to share with you some news on the activities 
we conducted since the last LREC in Portorož (Slovenia). 

The Declaration of Granada  

But first let me to share some feelings about this special LREC with you, as we are celebrating 
the 20th anniversary of this major forum established in 1998 in Granada (Spain), organized for 
its 11th edition, here in Japan.  

Soon after the establishment of ELRA in 1995, its Board realised that, at that time, the 
language resources and the evaluation of language technologies were given very little 
attention at the main events. Today, we are glad that such message is spread widely and is 
endorsed by the major conferences in which special sessions are expressly devoted to 
Language Resources and Evaluation!! 

Remember the first LREC, remember Granada, not only the Alhambra! With over 400 
participants instead of the expected 100 attendees, we realized the importance of such forum 
for the community. This was confirmed over the years by a steady attendance of 1200 
participants to the last editions of LREC.  

I would like to take this opportunity to go back to the spirit of Granada, paying a tribute to 
those who were behind it, Professors Antonio Zampolli and Angel Martin Municio. I would like 
to bring up one of the major outcomes of that first event: “the declaration of Granada”. Its 
recommendations are still relevant and topical, more urgent than ever to implement. 

The declaration of Granada1 comprised 10 articles. I am highlighting and commenting here 
some of the crucial ones that we can continue to endorse today: 

 "At this moment, language resources are one indispensable key to unlock the potential 
of the global information Society" 

We are still facing this issue 20 years later and if we agree that the Information Society has 
made tremendous progress with the emergence of social networks which have strengthened 
links within and between communities, social or commercial activities cross borders are still 
hindered by language barriers. In 2015, surveys mentioned that 24 languages are used in 
LinkedIn user interfaces, 48 on Twitter, 91 on Google Translate (as pairs for its translation of 
content and now about 103), over 150 on Facebook, just over 300 in Wikipedia. These 

                                                 
1 Granada Declaration: http://www.elra.info/media/filer_public/2013/09/06/v3n3.pdf) 
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numbers may seem impressive, but remember that this is out of 7097 living languages or 
3,909 with writing systems. And most of these languages are used in interfaces with 
automatic processing of content used in Search and/or MT only. Language Resources are 
essential assets. Back in Granada, we stated that “They constitute an essential infrastructure”. 
Such infrastructure is missing for a huge number of languages. The LRE Map service provided 
by ELRA, inventorying the LRs reported in major conferences, continue to expose the existing 
gaps. 

 “All sectors of society, and all languages, have an interest in seeing these resources 
developed, for a variety of purposes, economic, social, industrial and cultural.” 

ELRA continues to promote the concept of Basic Language Resource Kit, a Kit that would help 
process every language for (at least) the basic NLP functions. We stressed the importance of 
this approach to policy makers, emphasised the need to support small communities, and 
mentioned the lack of interest from private sector for non-lucrative/non-strategic languages. 
We also insisted that such “core language resources should remain in the public domain" to 
ensure a wide use by both research and development stakeholders. Reviewing the current 
situation at major data centers and repositories, we can barely count more than 100 different 
languages, often with scarce resources (many speech resources for the major languages, very 
few treebanks, very few aligned corpora, mostly aligned with English, etc.) 

 “For each language, there is a need for strategy to co-ordinate existing resources and 
create new ones.” 

ELRA, along with LDC, their partner in the USA, did their best to offer distribution/sharing 
channels for Language Resources produced within publicly funded projects and some offered 
by private bodies. However the identified resources represent less than 15% of what exists. 
Coordination of the distribution but also documentation and production, have proved to be 
challenging.  We still feel it is crucial to coordinate building roadmaps for every language and 
enhance the involvement of local public and private bodies. It is also essential to continue 
international cooperation to disseminate the know-how acquired for a given language. We 
are glad that a conference like LREC contributes to sharing such expertise and value the 
implication of governmental (regional and national) and international bodies. 

We introduced the International Standard Language Resource Number (now part of the 
activities of the International Standardisation Organisation, ISO TC37/SC4) to assign a unique 
identifier with each identified Language Resource to improve the way we reference it  (this is 
also part of the LREC submission process that distinguishes Bibliographical data from LR data). 
The idea is not only to provide an ID, unique and persistent, wherever the LR is stored, even 
for those LRs on local servers outside the Internet. This is an uphill struggle but we are 
convinced that it is an important step in our work to improve the identification of existing 
resources, the assessment of LR impact factor as well as the citation mechanism. 

 “When resources have been created, there is a continuing requirement for support 
and maintenance.” 

This is a key part of our mission and we tried to convince data producers and funders to 
account for the necessary maintenance of and support for Language Resources. We 
introduced the validation process and the “bug” reporting mechanism, as part of ELRA 
procedures, to encourage sharing experiences on the use of LRs and their enhancement over 
time. We still face funding scenarios that provide subsidies for data production and not for 
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other issues like IPR clearance, documentation, sharing, maintaining, etc. In Granada, we 
anticipated that resources would undergo some repurposing with the new uses that emerge 
and we insisted on the need to envisage a wide range of applications on the basis of the same 
resources. The community seems to be sensitive to this, but some legislators are debating the 
adoption of more legal constraints. We need to join forces to convince funders and decision 
makers about the importance of more openness and long term policies. The introduction of 
the Data Management Plan (DMP) by ELRA, and soon the DMP Wizard, will help each data 
manager to adopt up-to-date standards and best practices for data management. 

 “Understanding of the role, usefulness and optimum means of preparation for 
language resources is a research theme in itself.” 

Over the last decades, and especially within the last 3-4 years, we have seen an impressive 
breakthrough in the HLT field. The new data-intensive machine learning and the computing 
capabilities, are proving the crucial usefulness of LRs. Making LRs widely available is the core 
mission of a few organisations. ELRA is very happy to be among these organizations and is 
making the necessary investments to acquire more expertise to cost-effectively produce and 
share LRs. The setup of an internal legal team is helping to shed light on a large number of 
legal issues that impede the use/re-use of LRs. Working on standards is also an important 
aspect to help facilitate the interoperability and sharing of data. One of our mottos was that 
“Common evaluation requires common standards”. We still feel that common tasks in the 
“challenges” and evaluation campaigns are essential instruments to assess progress, share 
knowledge, and improve cooperation. It is a pity that many “Evaluation campaigns” are 
happening with very little coordination which makes them hard to find for new comers.  

Granada was 20 years ago and we see that some 
visionary recommendations are still needed today. A 
multilateral, concrete, and lasting cooperation 
remains on top of our action. 

ELRA activities since 2016  

Now allow me to get back to ELRA activities carried out over the last couple of years. 

We continue our actions on data sharing, through the identification, negotiation, and 
distribution agreements with right holders when necessary. We continue to produce 
resources for projects as well as for partners. Our policy remains consistent: whenever the 
data is offered to the community, after the shortest possible embargo period, the costs for 
partners are set to production costs. This position remains fundamental to our policy. We 
continue to invest in research and development of tools to improve and automate our 
production procedures. Most of our tools are shared as open source packages. 

We continue also to work on our quality control methodologies so as to supply validated 
resources with validation procedures that guarantee the adequacy of the produced datasets 
with respect to the initial specifications and the state of the art.  

To ensure an efficient distribution of Language Resources, ELRA has migrated its catalogue of 
resources to a new platform, based on e-Commerce features, redesigned with a new interface 
and an improved navigation. This foreshadows further developments that will incorporate e-
licensing, e-payment and e-delivery of resources. 

ELRA continues to support the set-up of LR repositories for data deposit by third parties. Based 
on its involvement in the jointly-developed META-SHARE platform, we continue the 
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promotion of such efforts to ensure that the major data holders adhere to some common 
practices. A new repository was set up as part of an EU service contract to store data for MT 
provided by the public sector. Such initiative is now spreading across Europe, and a 
coordination action is establishing local repositories (known as Local Relay Stations). If we 
succeed to set up such stations for each country in order to collect all language datasets 
produced by translations services and secure these for MT training and tuning, one can 
anticipate good progress for these languages and domains. The repositories can 
accommodate any Language Resource modality. 

If the establishment of such a local repository is of interest to your organization and your 
network, let us discuss how to work on it together.  

As part of this process, we continue to work on all issues related to sustainability and 
preservation of data for the generations to come.  

An updated ELRA Data Management Plan is made available and reviews all necessary aspects 
for an optimal management of resources with an easy-to-use checklist. We are working to 
automate the customisation of such DMP for each project. Our members will benefit from this 
automatic DMP Wizard, accompanied with the support of our experts, free of charge. We 
hope that such approach will improve sustainability and preservation of Language Resources 
but also make them easy to identify. 

ELRA continues to be involved in the new trends in HLTs. It continues to support the new 
trends in MT. Many of our projects (some of which are funded under a European Program 
known as Connecting Europe Facility (CEF) focus on data production, including via requests 
for donations from translation services, but also crawling of adequate data to which we have 
access and re-use rights.  Many resources come from organizations that belong to the Public 
Sector.  A directive (called Public Sector Information directive, PSI) entered into application in 
the European Union, similar rules exist in many other countries, stating that publicly produced 
data should be made publicly available. This makes some of the resources needed by our 
community (e.g. textual corpora) available for new domains and new genres. Some 
geographical areas offer a multilingual environment (EU, India? South Africa, etc.), and hence 
more resources should be available for MT development. 

Unfortunately there are still important legal restrictions on the re-use of data, even for 
research purposes. We continue to vilify the current legal framework, in particular in Europe, 
e.g. the European Union is working on a new directive on copyright in the Digital Single 
Market. The initial proposal for this act contained a mandatory exception for text and data 
mining carried out by research institutions. However, the current debates within the European 
decision makers seem to suggest that the exception will fall short of meeting the objective of 
the exception. The beneficiaries of the new exception may be limited to public research 
institutions, and – more importantly – ‘lawful access’ will be a prerequisite for data mining, 
which will probably result in wider implementation of digital protection measures by right 
holders. It is unlikely to get the exception for research that we claim since years now as a fair 
use doctrine for research purposes (that remains the privilege of a few countries).  

The current legal framework has a strong impact on the capacity of the community to produce 
IPR cleared and sharable data. ELRA heavily invested in legal training and has been, for many 
years now, one of the few organizations that works both with in-house legal experts and a 
network of external practitioners/lawyers. 
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Another critical novelty in Europe is the new legal framework governing the processing of 
personal data. It goes beyond the users expectations, for more ethical behaviour on the 
management of their data. This may hinder the new developments of resources and 
technologies (e.g. Crowdsourcing activities). The new regulation (General Data Protection 
Regulation (GDPR)) will impose more restrictions on managing several aspects of data e.g. 
data protection by design and by default, privacy impact assessment, pseudonymisation and 
anonymization, before the data can be shared (this will of course impact also production, 
repackaging, repurposing of data). 

To share information on these matters, a dedicated workshop on legal and ethical issues 
continues to be organized within LREC and will be held this week as well. 

Of course, ELRA does not focus on EU issues and EU languages only (we distribute resources 
for more than 70 languages). In 2017, ELRA entered into an important agreement with the 
International Speech Communication Association (ISCA2 ) to join forces in the promotion of 
activities related to the Less-Resourced Languages (LRL). ELRA and ISCA agreed to merge their 
groups and set up a join Special Interest Group for Under-resourced Languages (SIGUL3). Co-
chaired by a representative of ELRA and a representative of ISCA, SIGUL will continue to 
organize events for the LRL and encourage cooperation actions to support these languages.  

As you may know, United Nation General Assembly proclaimed 2019 as the International Year 
of indigenous Languages. UNESCO is leading the corresponding events. ELRA proposed to 
organize an important international event related to HLT and Indigenous languages. We hope 
to draw attention to the importance of HLT and LRs for the preservation and development of 
local cultures and put under spotlights the role our community could play for these languages. 

We continue to develop the LRE Map application. LRE Map was established to reference all 
LRs described by authors when submitting papers to conferences and journals. Started with 
LREC, it is used by other events but not as widely as we hope. In addition to identifying over 
7000 instances of LRs, it helps identify existing gaps for languages lacking such modalities and 
ensure a minimal cooperation when planning new productions.  If you are involved in the 
organisation of a conference, let us see how we can work together.  

ELRA is also taking part in several standardisation activities. It is naturally involved in 
ISO/TC37/SC 4 on Language Resource management but also on ISO/IEC JTC1/SC35 about user 
interfaces and accessibility. ELRA brings its knowledge of the HLT field to ensure that all ICT 
services and products are accessible to all, in particular to users with specific needs. Some of 
the HLT applications are offering valuable services when converting speech into text, text into 
speech, sub-titling/captioning audio-visual streams, providing audio descriptions, translations 
(e.g. subtitles), easy-reading features (both in mono- and multilingual contexts). Such services 
are valuable to everyone and not only hearing or visually impaired users. Translation from text 
or speech to Sign languages is a big challenge that many partners are working on and ELRA 
will support them. 

As a conclusion to my message, I would like to reiterate my statement uttered at almost all 
LRECs since 1998. Please remember that we can help you share your data for all types of use. 
We can work out a contractual framework that suits your expectations, including adopting 
very permissive licences and a free-of-charge policy. We can guarantee the availability as well 

                                                 
2 https://www.isca-speech.org/iscaweb/index.php/about-isca 
3 http://www.elra.info/en/sig/sigul/ 
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as the sustainability of your resources. During the conference, an ELRA booth is available 
where we will be happy to interact with you on such topics. 

About 10 years ago, we identified about 20 resources, some were on the web, others well 
known to the community. We keep monitoring their availability. Believe it or not, about 30% 
disappeared and these are not necessarily the ones that were obsolete and useless. Some 
right holders also disappeared and the “orphan” resources with them.  
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Abstract
The constraint-based approach has been proven useful for inducing bilingual dictionary for closely-related low-resource languages.
When we want to create multiple bilingual dictionaries linking several languages, we need to consider manual creation by a native
speaker if there are no available machine-readable dictionaries are available as input. To overcome the difficulty in planning the creation
of bilingual dictionaries, the consideration of various methods and costs, plan optimization is essential. Utilizing both constraint-based
approach and plan optimizer, we design a collaborative process for creating 10 bilingual dictionaries from every combination of 5
languages, i.e., Indonesian, Malay, Minangkabau, Javanese, and Sundanese. We further design an online collaborative dictionary
generation to bridge spatial gap between native speakers. We define a heuristic plan that only utilizes manual investment by the native
speaker to evaluate our optimal plan with total cost as an evaluation metric. The optimal plan outperformed the heuristic plan with a
63.3% cost reduction.

Keywords: Bilingual Dictionary Creation, Low-resource Languages, Closely-related Languages

1. Introduction

Nowadays, machine-readable bilingual dictionaries are be-
ing utilized in actual services (Ishida, 2011) to support
intercultural collaboration (Ishida, 2016; Nasution et al.,
2017b), but low-resource languages lack such sources. Ob-
viously bilingual lexicon extraction is highly problematic
for low-resource languages due to the paucity or outright
omission of parallel and comparable corpora. We intro-
duced the promising approach of treating pivot-based bilin-
gual dictionary induction for low-resource languages as an
optimization problem (Nasution et al., 2016; Nasution et
al., 2017c) where bilingual dictionaries are the only lan-
guage resource required. Despite the high potential of our
approach in enriching low-resource languages, it faces nu-
merous issues when trying to create plans to implement
multiple bilingual dictionaries for a set of low-resource lan-
guages like Indonesian ethnic languages. When actually
implementing our constraint-based bilingual dictionary in-
duction approach, we need to consider the inclusion of
more traditional methods like manually creating the bilin-
gual dictionaries by native speaker. In spite of the high cost,
this will be unavoidable if no machine-readable dictionar-
ies are available. Given the various methods and costs that
may need to be considered, we recently introduced a plan
optimizer to find the feasible optimal plan of creating multi-
ple bilingual dictionaries with the least total cost (Nasution
et al., 2017a). In this project, to create bilingual dictionary
DA−B between ethnic language LA and ethnic language
LB , there is also a difficulty in finding a bilingual native
speaker of two ethnic languages. To overcome this limita-
tion, we can firstly create triple TA−ID−B using the com-
mon language, Indonesian as pivot language LID where
SID−A, a native bilingual speaker of Indonesian language
LID - ethnic language LA and SID−B , a native bilingual
speaker of Indonesian language LID - ethnic language LB

collaborate by explaining the senses with Indonesian lan-

guage. Then, the bilingual dictionary DA−B can be in-
duced from the triple TA−ID−B . The native speakers need
a tool that can bridge the spatial gap and help them collab-
orate. To actually implement our pivot-based bilingual dic-
tionary induction following the optimal plan to create mul-
tiple Indonesian ethnic languages bilingual dictionaries, we
address the following research goals:

• Designing a Collaborative Process for Creating Bilin-
gual Dictionaries of Indonesian Ethnic Languages:
Implementing plan optimization for creating bilin-
gual dictionaries of low-resource languages and im-
plementing a generalized constraint approach to bilin-
gual dictionary induction for low-resource language
families in creating 10 bilingual dictionaries with
2,000 translation pairs from every combination of 5
languages, i.e., Indonesian, Malay, Minangkabau, Ja-
vanese, and Sundanese.

• Designing an Online Collaborative Dictionary Gen-
eration: Bridging spatial gap between native speakers
especially when doing a collaborative creation or eval-
uation of bilingual dictionary.

The rest of this paper is organized as follows: In Section 2
and Section 3, we will briefly discuss our constraint-based
bilingual dictionary induction and plan optimizer, respec-
tively. Section 4 details our collaborative process design.
Finally, Section 5 concludes this paper.

2. Constraint-Based Bilingual Dictionary
Induction

The traditional pivot-based approach is very suitable for
low-resource languages (Tanaka and Umemura, 1994). Un-
fortunately, for some low-resource languages, it is often
difficult to find machine-readable inverse dictionaries and
corpora to identify and eliminate the erroneous translation
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Figure 1: One-to-one constraint approach to pivot-based bilingual dictionary induction.
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pair candidates. To overcome this limitation, our team
(Wushouer et al., 2015) proposed to treat pivot-based bilin-
gual lexicon induction as an optimization problem. The
assumption was that lexicons of closely-related languages
offer instances of one-to-one mapping and share a signifi-
cant number of cognates (words with similar spelling/form
and meaning originating from the same root language). The
proposal uses a graph whose vertices represent words and
edges indicate shared meanings; following (Soderland et
al., 2009) it was called a transgraph. The proposal pro-
ceeds as follows: (1) use two bilingual dictionaries as in-
put, (2) represent them as transgraphs where wA

1 and wA
2

are non-pivot words in language LA, wB
1 and wB

2 are pivot
words in language LB , and wC

1 , wC
2 and wC

3 are non-pivot
words in language LC , (3) add some new edges represented
by dashed edges based on the one-to-one assumption, (4)
formalize the problem into conjunctive normal form (CNF)
and use the Weighted Partial MaxSAT (WPMaxSAT) solver
(Ansótegui et al., 2009) to return the optimized transla-
tion results, and (5) output the induced bilingual dictionary
as the result. These steps are shown in Figure 1. How-
ever, the assumption of one-to-one mapping is too strong
to induce the many-to-many translation pairs needed to off-

set resource paucity because few such pairs can be found.
Therefore, we generalized the constraint-based bilingual
dictionary induction framework by extending constraints
and translation pair candidates from the one-to-one ap-
proach to attain more voluminous bilingual dictionary re-
sults with many-to-many translation pairs extracted from
connected existing and new edges (Nasution et al., 2016).
We further enhance our generalized method by setting two
steps to obtaining translation pair results. First, we identify
one-to-one cognates by incorporating more constraints and
heuristics to improve the quality of the translation result.
We then identify the cognates’ synonyms to obtain many-
to-many translation pairs. In each step, we can obtain more
cognate and cognate synonym pair candidates by iterating
the n-cycle symmetry assumption until all possible trans-
lation pair candidates have been reached (Nasution et al.,
2017c).

3. Plan Optimizer

Our constraint-based bilingual dictionary induction ap-
proach has the potential to enrich low-resource languages
with the only input being machine readable bilingual dic-
tionaries. Unfortunately, the scarcity of such dictionaries
for low-resource languages makes it difficult to plan which
bilingual dictionary should be invested first or which bilin-
gual dictionary should be induced right from the start in
order to obtain all possible combination of bilingual dictio-
naries from the language set with the minimum total cost
to be paid. We model the bilingual dictionary dependency
with AND/OR graphs as shown in Figure 2, and employ
the Markov Decision Process (MDP) for plan optimization
where a state is defined by AND/OR graphs as shown in
Figure 3. The exponential complexity of formulating the
bilingual dictionary creation planning into a graph theory
problem indicates a greater complexity of obtaining the op-
timal planning with the least total cost by only following the
heuristic. Nevertheless, our algorithm greatly reduced the
complexity, so that the MDP planning can find the feasible
optimal plan with less total cost compared to heuristic plan-
ning (e.g., only use manual investment by native speaker).
Our MDP model can calculate the cumulative cost while
predicting and considering the probability of the pivot ac-
tion to yield a satisfying output bilingual dictionary as util-
ity for every state to better predict the most feasible optimal
plan with the least total cost. Our formalization with MDP
allow user to predict the feasible optimal plan with the least
total cost before implementing the constraint-based bilin-
gual dictionary induction framework in a big scale.
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4. Designing a Collaborative Process
4.1. Overview
We integrate our Constraint-based Bilingual Dictionary In-
duction and Plan Optimizer with an Online Collaborative
Dictionary Generation as a tool to bridge the spacial gap
between native speakers and a Dictionary Generation Net-
work Manager to manage the final dictionary so that it is
accessible via API in the Language Grid (Ishida, 2011) as
shown in Figure 4. The overview of bilingual dictionaries
generation process is shown in Figure 5 while the detailed
process is explained in Algorithm 1.

4.2. Selecting Target Languages
To select target languages in this paper, we use an Auto-
matic Similarity Judgment Program (ASJP) (Holman et
al., 2011) following our previous work (Nasution et al.,
2017d). Indonesia has 707 low-resource ethnic languages
(Lewis et al., 2015) that require our attention. There are

two factors we consider in selecting the target languages:
language similarity and number of speakers. In order to
ensure that the induced bilingual dictionaries will be useful
for many users, we listed the top 10 Indonesian ethnic
languages ranked by the number of speakers. Since our
constraint-based approach works better on closely related
languages, we further generated the language similarity
matrix by utilizing ASJP as shown in Table 1. Based on
number of speaker, we select Javanese and Sundanese. To
find and coordinate native speakers of those languages, we
collaborate with Telkom University. Based on relatedness
with Indonesian, we select Malay and Minangkabau. To
find and coordinate native speakers of those language, we
collaborate with Islamic University of Riau. Hence, we
target 5 languages, i.e., Indonesian, Malay, Minangkabau,
Javanese, and Sundanese. We want to enrich/create
the following dictionaries: Indonesia-Malay, Indonesia-
Minangkabau, Indonesia-Javanese, Indonesia-Sundanese,
Malay-Minangkabau, Malay-Javanese, Malay-Sundanese,
Minangkabau-Javanese, Minangkabau-Sundanese, and
Javanese-Sundanese with 2,000 translation pairs each.

4.3. Modeling Task for Native Speaker
When actually implementing our constraint-based bilingual
dictionary induction approach, we need native speakers for
manual creation of bilingual dictionaries or evaluation of
the output dictionaries. There are a lot of prior researches
on modeling workflow management (Georgakopoulos et
al., 1995; Hollingsworth and Hampshire, 1995; Kappel et
al., 2000; Huang et al., 2000; Alexopoulos et al., 2011;
Kulkarni et al., 2012). We define several rules of which
native speaker can create/evaluate which dictionary.
A bilingual dictionary between ethnic language LA and
ethnic language LB , DA−B can be induced from a triple
TA−ID−B , while a triple TA−ID−B can be induced from
a bilingual dictionary DID−A and a bilingual dictionary
DID−B . A bilingual dictionary between Indonesian lan-
guage LID and ethnic language LA, DID−A can be man-
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Algorithm 1: Bilingual Dictionaries Generation
Input: targetLanguageInfo, existingDictionaries
/* In this project, targetLanguages: [Indonesia,Malay,Minangkabau,Javanese,Sundanese] */
/* targetLanguageInfo includes language similarities and expectedDictionarySize=2,000 */
/* existingDictionaries=[DIndonesia−Malay, DIndonesia−Minangkabau, DMalay−Minangkabau] */
Output: dictionaryList /* all combination of bilingual dictionaries from the targetLanguages */

1 for each DA−B in existingDictionaries do
2 dictionaryList.add(DA−B);
3 end
4 optimizedPlan← planOptimizer.create(targetLanguageInfo, dictionaryList);
5 for each action to create bilingual dictionary DA−B in optimizedPlan do
6 if final state is reached then
7 return dictionaryList
8 end
9 else

10 if action type = investment then
/* CT1(LID, LA): Creation and Evaluation of Indonesia-Ethnic Bilingual Dict */

11 if LA or LB is Indonesian language LID then
12 create and evaluate bilingual dictionary DA−B by a native bilingual speaker SA−B ;
13 dictionaryList.add(DA−B);
14 end

/* CT2(LA, LB): Creation and Evaluation of Ethnic-Ethnic Bilingual Dict */
15 else
16 if native bilingual speaker SA−B is available then
17 create and evaluate bilingual dictionary DA−B by a native bilingual speaker SA−B ;
18 dictionaryList.add(DA−B);
19 end
20 else
21 create and evaluate triple TA−ID−B by two native bilingual speakers SID−A and SID−B ;
22 induce DA−B from TA−ID−B ; dictionaryList.add(DA−B);
23 end
24 end
25 end
26 else if action type = pivot then
27 use constraint-based approach to obtain triple TA−P−B ;

/* T4(LA, LP , LB) */
28 if native bilingual speaker SA−B is available then
29 evaluate triple TA−P−B by a native bilingual speaker SA−B ;
30 induce DA−B from TA−P−B ; dictionaryList.add(DA−B);
31 end
32 else
33 evaluate triple TA−P−B by two native bilingual speakers SID−A and SID−B ;
34 induce DA−B from TA−P−B ; dictionaryList.add(DA−B);
35 end
36 end
37 end
38 end

ually created or evaluated by a native bilingual speaker
SID−A. A bilingual dictionary DA−B can be manually
created or evaluated by a native bilingual speaker SID−A

and a native bilingual speaker SID−B collaboratively or by
a native bilingual speaker SA−B alone.

There are some bilingual dictionaries between Indonesian
and Indonesian ethnic languages exist in a printed format.
We may be able to digitalized the printed Indonesian -
ethnic language bilingual dictionaries to a machine read-
able format. Nevertheless, when we connect the digital-
ized bilingual dictionary DID−A and a bilingual dictionary
DID−B via Indonesian language LID as a pivot, and fur-
ther induced DA−B with our constraint-based approach,

we expect that there will be many unreachable translation
pair candidates since some Indonesian words in one bilin-
gual dictionary may not exist in the other bilingual dictio-
nary. In order to maximize the use of our pivot-based ap-
proach, we prepare a list of 2,000 most commonly used
Indonesian words to be translated to ethnic language LA

to create a bilingual dictionary DID−A by a native bilin-
gual speaker SID−A as shown in Figure 6. Due to bud-
get limitation, we only allow the native speaker to trans-
late an Indonesian word to up to five words of ethnic lan-
guage LA. To ensure the quality of the manually cre-
ated bilingual dictionary DID−A, another native bilingual
speaker SID−A will evaluate the translation pairs as shown
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Table 1: Similarity Matrix of Top 10 Indonesian Ethnic Languages Ranked by Number of Speakers

Language Indonesian Malang Yogyakarta Javanese Sundanese Malay Palembang Malay Madurese Minangkabau
Malang 23.46%
Yogyakarta 27.29% 87.36%
Javanese 24.09% 47.50% 52.18%
Sundanese 39.43% 18.55% 22.43% 21.82%
Malay 85.10% 20.53% 24.35% 21.36% 41.12%
Palembang Malay 68.24% 33.97% 37.97% 31.85% 38.90% 73.23%
Madurese 34.45% 17.63% 14.15% 15.18% 19.86% 34.16% 34.32%
Minangkabau 61.59% 26.59% 29.63% 25.01% 30.81% 61.66% 63.60% 34.32%
Buginese 31.21% 12.76% 16.85% 18.33% 24.80% 32.04% 31.00% 17.94% 32.00%
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in Figure 7. To overcome the limitation in finding native
bilingual speakers of two ethnic languages for creation and
evaluation of bilingual dictionary DA−B , two native bilin-
gual speakers SID−A and SID−B can collaborate as shown
in Figure 8 and Figure 9 respectively. Finally, there are
two composite tasks, which are CT1(LID, LA), a man-
ual creation followed by evaluation of bilingual dictionary
DID−A as shown in Figure 10a and CT2(LA, LID, LB), a
manual creation followed by evaluation of bilingual dictio-
nary DA−B as shown in Figure 10b.

4.4. Online Collaborative Dictionary Generation
The online collaborative dictionary generation has 6 mod-
ules: individual creation of Indonesia-Ethnic bilingual dic-
tionary, individual evaluation of Indonesia-ethnic bilingual
dictionary, individual creation of ethnic-ethnic bilingual
dictionary, individual evaluation of ethnic-ethnic bilingual
dictionary, collaborative creation of ethnic-ethnic bilingual
dictionary, and collaborative evaluation of ethnic-ethnic
bilingual dictionary. Each native speakers get his/her own
user account. They can login to the system, read the user
manual, update their profile, check their assigned task, and
do their assigned task. For the individual task, the native
speakers can do the task anywhere before the deadline as
shown in Figure 11. However, for the collaborative task,
a pair of native speakers need to login to the system at the
same time in order to collaborate. The live chat is used to

Collaborative Creation cost: 
¥6.94 / translation

collaborate

Collaborative Creation cost: 
¥6.94 / translation

SID-B

OR

Creation cost: 
¥10.4 / translation

SID-A

SA-B
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Figure 8: T3(LA, LID, LB): (Individual/Collaborative)
Creation of Triple TA−ID−B to induce Bilingual Dictio-
nary DA−B .
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ease communication and discussion during the collabora-
tive creation / evaluation session as shown in Figure 12.
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Table 2: Estimated Cost of Actions following MDP Optimal Plan

Task following MDP Plan #Translation1 MDP Transition Probability2 Estimated Precision2 Unit Cost (JPY) Total Cost (JPY)
T1(Indonesian, Malay) 1,4803 5.20 7,696.00
T2(Indonesian, Malay) 1,480 1.74 2,575.00
T1(Indonesian, Javanese) 2,000 5.20 10,400.00
T2(Indonesian, Javanese) 2,000 1.74 3,480.00
T1(Indonesian, Sundanese) 2,000 5.20 10,400.00
T2(Indonesian, Sundanese) 2,000 1.74 3,480.00
P(Malay, Indonesia, Minangkabau) 1,6453 0.983 0.4113 0.00 0.00
T4(Malay, Indonesian, Minangkabau) 754 6.96 5,248.00
P(Javanese, Indonesian, Sundanese) 1,027 0.972 0.2567 0.00 0.00
T4(Javanese, Indonesian, Sundanese) 1,027 6.96 7,147.00
T3(Javanese, Sundanese) 973 13.88 13,507.00
T4(Javanese, Sundanese) 973 6.96 6,773.00
P(Malay, Indonesia, Javanese) 1,094 0.943 0.2481 0.00 0.00
T4(Malay, Indonesia, Javanese) 1,094 6.96 7,615.00
T3(Malay, Javanese) 906 13.88 12,575.00
T4(Malay, Javanese) 906 6.96 6,305.00
P(Minangkabau, Indonesian, Sundanese) 1,157 0.949 0.289 0.00 0.00
T4(Minangkabau, Indonesian, Sundanese) 1,157 6.96 8,049.00
T3(Minangkabau, Sundanese) 844 13.88 11,708.00
T4(Minangkabau, Sundanese) 844 6.96 5,871.00
P(Malay, Indonesian, Sundanese) 1,356 0.826 0.3045 0.00 0.00
T4(Malay, Indonesian, Sundanese) 1,356 6.96 9,434.00
T3(Malay, Sundanese) 645 13.88 8,946.00
T4(Malay, Sundanese) 645 6.96 4,486.00
P(Minangkabau, Malay, Javanese) 1,148 0.929 0.2608 0.00 0.00
T4(Minangkabau, Malay, Javanese) 1,148 6.96 7,993.00
T3(Minangkabau, Javanese) 852 13.88 11,820.00
T4(Minangkabau, Javanese) 852 6.96 5,927.00
TOTAL 171,435.00
1 A number of translations is calculated from the number of translation pair candidates from the constraint-based approach × estimated precision with a high

polysemy rate.
2 Estimated from beta distribution based on language similarity and high polysemy pivot rate following our unpublished ACM TALLIP article entitled ”Plan

Optimization to Bilingual Dictionary Induction for Low-Resource Language Families”.
3 Excluding translation pairs from existing bilingual dictionaries: Indonesian-Malay (520 translation pairs) and Malay-Minangkabau (1,246 translation pairs).

table

Table 3: Estimated Cost of Actions following Heuristic Plan

Task following Heuristic Plan #Translation1 Unit Cost (JPY) Total Cost (JPY)
T1(Indonesian, Javanese) 2,000 5.20 10,400.00
T2(Indonesian, Javanese) 2,000 1.74 3,480.00
T1(Indonesian, Sundanese) 2,000 5.20 10,400.00
T2(Indonesian, Sundanese) 2,000 1.74 3,480.00
T1(Indonesian, Malay) 1,4801 5.20 7,696.00
T2(Indonesian, Malay) 1,480 1.74 2,575.20
T3(Javanese, Sundanese) 2,000 13.88 27,760.00
T4(Javanese, Sundanese) 2,000 6.96 13,920.00
T3(Malay, Minangkabau) 7541 13.88 10,465.52
T4(Malay, Minangkabau) 2,000 6.96 13,920.00
T3(Malay, Javanese) 2,000 13.88 27,760.00
T4(Malay, Javanese) 2,000 6.96 13,920.00
T3(Minangkabau, Sundanese) 2,000 13.88 27,760.00
T4(Minangkabau, Sundanese) 2,000 6.96 13,920.00
T3(Malay, Sundanese) 2,000 13.88 27,760.00
T4(Malay, Sundanese) 2,000 6.96 13,920.00
T3(Minangkabau, Javanese) 2,000 13.88 27,760.00
T4(Minangkabau, Javanese) 2,000 6.96 13,920.00
TOTAL 270,816.72
1 Excluding translation pairs from existing bilingual dictionaries: Indonesian-Malay (520

translation pairs) and Malay-Minangkabau (1,246 translation pairs).

T1(LID,LA) T2(LID,LA)

(a) CT1(LID, LA): Composite Task Creation and Evaluation
of Bilingual Dictionary DID−A.

T3(LA,LID,LB) T4(LA,LID,LB)

(b) CT2(LA, LID, LB): Composite Task Creation and Evalu-
ation of Bilingual Dictionary DA−B .

Figure 10: Composite Tasks.

4.5. Cost Estimation
We estimate the cost of each native speaker tasks as follows:

• T1(LID, LA): From an estimated duration of 30 sec-
onds per translation and a daily wage of JPY5,000/8
hours, the estimated total translation per day is 1×2×
60 × 8 = 960 and the estimated cost is JPY5.2 per
correct translation.

• T2(LID, LA): From an estimated duration of 10 sec-
onds per translation and a daily wage of JPY5,000/8
hours, the estimated total translation per day is 1×6×
60× 8 = 2, 880 and the estimated cost is JPY1.74 per
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Figure 11: Individual Creation of Indonesia-Ethnic Bilin-
gual Dictionary.

Figure 12: Collaborative Evaluation of Ethnic-Ethnic Bilin-
gual Dictionary.

correct translation.

• T3(LA, LID, LB): Following the cost of
T1(LID, LA) and T2(LID, LA), for the individ-
ual task, from an estimated duration of 60 seconds per
translation, the estimated cost is JPY5.2×2 = JPY10.4
per translation. For the collaborative task, from
an estimated duration of 30 seconds to translate an
Indonesian word to each ethnic language in parallel,
and an extra 10 seconds for discussing the sense
sharing between the two ethnic language translations,
the estimated total cost is (JPY5.2 + JPY11.74)×2
workers = JPY13.88 per correct translation pair.

• T4(LA, LID, LB): Following the cost of
T1(LID, LA) and T2(LID, LA), for the individ-
ual task, from an estimated duration of 20 seconds
per translation, the estimated cost is JPY1.74×2 =
JPY3.48 per translation. For the collaborative task,

from an estimated duration of 20 seconds to evaluate
by discussing the sense sharing between the two
ethnic language translations, the estimated total cost
is (JPY1.74 + JPY1.74)×2 workers = JPY6.96 per
correct translation pair.

• CT1(LID, LA): Following the cost of T1(LID, LA)
and T2(LID, LA), the estimated cost is JPY5.2 +
JPY1.74 = JPY6.94 per translation.

• CT2(LA, LB): Following the cost of
T3(LA, LID, LB) and T4(LA, LID, LB) and
the combination of workers based on availabil-
ity of native bilingual speakers (SA−B + SA−B ,
SA−B +SID−A&SID−B , SID−A&SID−B +SA−B ,
SID−A&SID−B + SID−A&SID−B), the variations
of estimated total cost are (JPY10.4 + JPY3.48 =
JPY13.88, JPY10.4 + JPY6.96 = JPY17.36, JPY13.88
+ JPY3.48 = JPY17.36, JPY13.88 + JPY6.96 =
JPY20.84) respectively.

We estimate the cost of actions following the optimized
plan utilizing both constraint-based approach and manual
investment by native speakers as shown in Table 2 and
further compare them with cost of actions following the
heuristic plan utilizing only manual investment by native
speakers as shown in Table 3.

5. Conclusion
We design a collaborative process for creating 10 bilingual
dictionaries with 2,000 translation pairs from every com-
bination of 5 languages, i.e., Indonesian, Malay, Minangk-
abau, Javanese, and Sundanese. We implement our plan
optimizer and our generalized constraint approach to bilin-
gual dictionary induction in creating input dictionaries or
evaluating the resulting bilingual dictionaries. We define a
heuristic plan that only utilize manual investment by native
speaker to evaluate our optimal plan with total cost as an
evaluation metric. By following the optimal plan, we can
reduce 63.3% cost of following the heuristic plan. We fur-
ther design an online dictionary generation tool to bridge
spatial gap between native speakers. We will analyze the
native speakers’ behavior and chat log for future improve-
ment of the system.
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