
17 October 2023

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Study of light nuclei and strange baryon production in proton-proton and Pb-Pb collisions with ALICE / Balbino,
Alessandro. - (2023 Jun 12), pp. 1-157.

Original

Study of light nuclei and strange baryon production in proton-proton and Pb-Pb collisions with ALICE

Publisher:

Published
DOI:

Terms of use:
Altro tipo di accesso

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2979899 since: 2023-07-05T07:28:32Z

Politecnico di Torino



Doctoral Dissertation

Doctoral Program in Physics (35th cycle)

Study of light nuclei and strange baryon
production in proton–proton and Pb–Pb

collisions with ALICE

Alessandro Balbino
******

Supervisors:
Prof.ssa Stefania Bufalino, Supervisor

Dr. Livio Bianchi, Co-Supervisor

Doctoral Examination Committee:
Prof.ssa Sara Palmerini, Referee, Università degli Studi di Perugia
Dr. Lizardo Valencia Palomo, Referee, Universidad de Sonora

Politecnico di Torino

Tuesday 9th May, 2023



I hereby declare that, the contents and organization of this dissertation constitute my own
original work and does not compromise in any way the rights of third parties, including those
relating to the security of personal data.

This thesis is licensed under a Creative Commons License, Attribution - Noncommercial
- NoDerivative Works 4.0 International: see www.creativecommons.org. The text may be
reproduced for non-commercial purposes, provided that credit is given to the original author.

Alessandro Balbino
Tuesday 9th May, 2023

www.creativecommons.org


Abstract

A comprehensive description of the mechanisms underlying particle production in the cool-
down of physics systems characterized by extreme energy density and temperature is still
an open point. An outstanding example of such a highly energetic process is supplied by
the high energy hadronic collisions provided by the Large Hadron Collider (LHC) at CERN.
An abundant production of light flavor particles, made up of u, d and s quarks, is observed
in the proton-proton (pp), proton-lead (p–Pb), xenon-xenon (Xe–Xe) and lead-lead (Pb–
Pb) collisions delivered by the LHC in the years between 2015 and 2018 (known as Run2
phase). The center of mass energies of such collisions ranges between 900 GeV and 13 TeV.
ALICE (A Large Ion Collider Experiment) was specifically designed to study ultra-relativistic
heavy-ion collisions provided by the LHC. In these collisions, thanks to the unprecedented
conditions of high energy density and temperature reached, a thermodynamic transition
from standard hadronic matter to a deconfined phase is foreseen. Such an exotic state of
hadronic matter is called Quark-Gluon Plasma (QGP) as partons, i.e. quarks and gluons,
are not confined into hadrons. The conditions created with heavy-ion collisions at the LHC
characterized the early Universe in its first microseconds and it is believed to be currently
present in massive and dense objects as neutron stars. Due to the recent experimental
observation of unexpected behaviors in the kinematics and dynamics of particle production
in small collision systems (pp and p–Pb collisions), which resemble those expected when
a deconfined phase is reached, new interest was prompted in the study of small colliding
system features. Among all the light flavor particle species, light nuclei and strange particles
are two outstanding examples of the large variety of measurements which can be performed
to characterize the processes underlying high energy hadronic collisions, ranging from small
to large collision systems.
The first part of this thesis work is devoted to the measurement of the production of light
nuclei and antinuclei, whose formation in the early universe happened on time scales between
10 and 180 seconds, well before fusion in stars started to build-up heavier nuclei states. The
measurement of the production spectra of protons, deuterons, helions and their antimatter
counterparts is presented for pp collisions at

√
s = 5.02 TeV. Relying on this measurement,



iv

the coalescence parameter BA, which is related to the probability to form a nucleus via a
coalescence process starting from nucleons, and the ratio between the integrated production
yields of nuclei and protons are evaluated.
The second part consists of the measurement of multi-strange particles, the Ξ and Ω baryons,
in Pb–Pb collisions at

√
sNN = 5.02 TeV. The presence of strange and multi-strange objects

into the core of neutron stars is currently debated and could give an explanation for the
existence of neutron stars with masses larger than twice the solar mass, which have been
observed but are at present not accounted for by the most up-to-date equation of states.
The production spectra of multi-strange baryons are presented and the ratio between their
integrated yields and the production yields of pions are evaluated.
Both the results from light nuclei and multi-strange particles are reported as a function of
the average charged particle multiplicity of the collision, and are compared to previous
measurements performed by the ALICE experiment across different collision systems and
to the up-to-date theoretical predictions. This comparison proves to be a useful tool to shed
light on the dependence of the light flavor particle production mechanisms on the size of the
hadronizing system only, without any dependence on the type of collision system or center
of mass energy.
The results from the nuclei analysis have been approved by the ALICE collaboration and have
been published [1], while those from multi-strange particles will be submitted for publication
soon.
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Chapter 1

High energy nuclear physics

The strong interaction between quarks and gluons, the elementary constituents of the hadronic
matter, is described by a specific quantum field theory called Quantum Chromodynamics
(QCD) [2]. The QCD theory predicts a phase transition from the ordinary hadronic matter
to a color-deconfined state under conditions of extreme energy density. Such a deconfined
state of matter, called Quark-Gluon Plasma (QGP), can be studied in the laboratory via
heavy ion collisions at ultra-relativistic energies. In this Chapter, the key concepts of high-
energy nuclear physics are introduced, together with a summary of the main experimental
observables exploited in this fields.

1.1 Quantum chromodynamics

QCD describes the strong interaction between the particles of the Standard Model frame-
work in terms of the elementary interactions between quarks and gluons, the fundamental
constituents of matter. QCD is a non-Abelian quantum gauge field theory based on the
invariance under local SU(3) group transformations. The existence of a new quantum number
called color is stated and the SU(3)c is chosen as symmetry group of the theory [3]. As a
convention, the color quantum number can come into three different states: red, green and
blue. The symmetry group SU(3)c predicts the existence of eight massless vector bosons
called gluons, which can carry a color and an anticolor charges. Gluons, whose existence
is due to the symmetry group chosen for the theory, mediate the interaction between the
fundamental fermionic fields of the theory, which are called quarks.
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Fig. 1.1 QCD vertices with gluons: quark-quark-gluon (a), three gluons (b), four gluons (c).

The density of the Lagrangian of this theory is defined as

LQCD =−1
4

Ga
µνGµν

a + i∑
f

ψ̄f(/∂ − igs
λ a

2
/Aa −m)ψf (1.1)

where Gµν
a represents the gauge invariant gluon field strength tensor

Ga
µν = ∂µAa

ν −∂νAa
µ +gs f abcAb

µAc
ν . (1.2)

The terms ψ(x), gs, λ a, Aa(x) and f abc, correspond to the quark fields expressed in the
fundamental representation of SU(3)c, the coupling constant for the strong interaction,
the Gell-Mann matrices, the gluon fields and the group structure constants, respectively.
The main difference with respect to the well known theory of Quantum Eletrodynamics
(QED) [4], which describes the electromagnetic interaction, lays in the non abelian nature of
this group: since group structure constants are not null, additional vertices with gluon-only
interactions are expected in addition to the "QED-like" vertex between two quarks and a
gluon. A summary of the possible QCD vertices is reported in Fig. 1.1. The presence of
self-interactions among gluons also reflects on the effective range of the strong interaction,
which is dominant at a short distance scale, while vanishes over long ranges with respect to
the electromagnetic force.

1.2 Confinement and asymptotic freedom

Peculiar features of the QCD can be derived by studying the strong coupling constant αs.
The value of αs is driven by the interaction vertices that are allowed by the theory. When all
the possible tree level interactions reported in Fig. 1.1 are considered, the strong coupling
constant has the constant value αs =

g2
s

4π
. Additional terms for higher order interactions, such

as vertex corrections, self-energy and vacuum polarization, should anyway be considered
to describe properly the theory. When accounting for both the tree-level and higher order
interactions, the theory is no more convergent. In order to maintain its convergence, the theory
needs to undergo a renormalization process and the αs constant gains thus a dependence on
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the squared transferred momentum Q2 [5]. Such an evolution with Q2 can be described as

αs(Q2) =
αs(µ

2)

1+ αs(µ2)
12π

(33−2nf) ln Q2

µ2

(1.3)

where µ is the mass scale of the renormalization and nf is the number of quark families,
which is supposed to be three. This behavior is called running of the coupling constant and it
is also observed for QED. The main difference between QED and QCD is due to the opposite
sign of the first order correction, which is driven by the aforementioned interactions between
gluons that are not permitted for photons in QED. The expected dependence of αs on the
transferred momentum has been confirmed by many experimental results and it is reported
in Fig. 1.2. Depending on the value of Q2 it is possible to distinguish between two extreme
regimes of the QCD:

• Confinement
For decreasing values of the transferred momentum, an exponential increase of the
coupling constants is predicted and observed. In particular for a process with Q <

1 GeV/c, αs grows larger than unity, leading to a force strong enough to create hadrons
without any possibility to observe free quarks or gluons. Another relevant feature of
the QCD theory is that if the distance between the hadron constituents is increased, the
separation energy raises linearly leading to a confinement of quarks and gluons. The
usual perturbative approach is not suitable to describe confinement from the theoretical
point of view, since αs is large. For this reason an alternative approach has been
developed in order to cope with this limitation and relies on the discretization of the
four dimensional space-time. This method, called Lattice QCD (LQCD) [6], allows for
the calculation of the Green’s functions of the QCD Lagrangian on a discrete lattice and
its performance depends on the computing resources available, thus on the granularity
of the lattice. In the continuum limit, meaning for an infinite number of lattice points,
it is possible to compare the experimental results with the calculations. LQCD was
successfully exploited to determine the proton mass, with a precision of 2% [7].

• Asymptotic freedom
In the large Q region the coupling constant decreases sizeably, becoming null for large
enough transferred momentum. For this reason the usual perturbative approach to
quantum field theories can be applied to study QCD. From the physical point of view
this region is characterized by a vanishing interaction between quarks and gluons at
very high energies, and this implies the possibility to observe them as free particles.
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Fig. 1.2 Summary of the experimental values of αs as a function of the transferred momentum Q. The
black lines represents the theoretical expectations for αs and its uncertainties. The figure is taken
from [8]

This behavior is called asymptotic freedom and is a peculiar feature of non-abelian
theories.

1.3 Quark-gluon plasma

As was described in the previous Section, the running of the strong coupling constant implies
the existence of two extreme regimes for the hadronic matter. From the experimental point of
view, different phases of the hadronic matter can be reproduced in the laboratory, depending
on the energy scale of the hadron system. The study of these phases and of the transition
between them is one of the key research interests in the field of high-energy physics. In order
to perform such detailed study, a thermodynamical approach can be developed: considering a
hadronic system with a finite number of degrees of freedom, its temperature T and chemical
potential µ are taken into account. Since this potential is intended as the energy required to
create a baryonic state it is called baryo-chemical potential µB. As was mentioned before,
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the region of interest of the phase transition is not perturbative, thus the usage of LQCD
or effective models is required. In the following, the predictions obtained via the MIT Bag
Model [9] will be described.

1.3.1 MIT bag model

The MIT Bag Model is an effective model which relies on two very simple assumptions.
First of all, quarks are considered as massless particles, so in principle they can move freely
in space, but the spacial region they could access is limited and takes the name of bag. The
second one states that the bag acts on quarks with an external pressure B to balance the
kinetic energy coming from quark motion. This model can easily be linked to confinement
and asymptotic freedom: confinement is obtained if the external bag pressure is large enough
to bound quarks into hadron, whereas asymptotic freedom is reached if the internal pressure
overcomes B, thus quarks are able to exit the bag. The external bag pressure can be evaluated
from these assumptions as

B
1
4 =

ℏc
R

(
2.04N

4π

) 1
4

(1.4)

where R is the radius of the bag and N is the number of valence quarks. If their values are set
to the experimental ones R ≈ 0.8 fm and N = 3 for a hadron, the previous equation can be
written as

B
1
4 ≃ 206 MeV

(ℏc)
3
4

. (1.5)

Thermodynamics shows that the internal energy of the system can be varied either increasing
the system temperature T or enhancing the baryo-chemical potential µB.
Predictions on the critical values needed for T and µB to reach deconfinement can be obtained
through the MIT Bag Model. If any of the aforementioned conditions is met, the color degrees
of freedom are no more confined into hadrons, which are color singlets, thus quarks and
gluons can move out of the bag. Such a peculiar state of matter is called Quark-Gluon
Plasma (QGP) as an analogy to the classical idea of electron plasma. A so called cold QGP
is formed when the net baryon density exceeds about five times the ordinary one, as happens
in the core of massive neutron stars. In ultra-relativistic heavy ion collisions, where the net
baryon density vanishes, a hot QGP is expected to be produced if a sufficiently large energy
density ε is reached. For the hot QGP the MIT Bag Model predicts a critical temperature
Tc ≃ 145 MeV and a critical energy density ε ≃ 1 GeV/fm3. Similar results can be obtained
via a LQCD approach, which leads to an expected value of ε ≃ 0.5 GeV/fm3 at the same
critical temperature.
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1.3.2 QCD phase diagram

As mentioned before, effective models can give reliable predictions for QGP formation under
a certain set of constraints. In order to avoid this limitation, it is necessary to use the non
perturbative approach of LQCD, whose accurate predictions can also inspect intermediate
Tc and µB values. Thanks to a precise scan in the space of T and µB, LQCD allows for the
definition of a phase diagram of hadronic matter and for the calculation of the conditions
needed for a phase transition to take place. A summary of the QCD phase diagram is reported
in Fig. 1.3. The ordinary confined hadronic matter can be observed at temperatures of tens
of MeV and a baryo-chemical potential µB ≈ 1 GeV. A QPG state can be exploited by
enlarging sufficiently the energy density of the system, increasing either T or µB. For very
low µB, LQCD calculations predict a smooth transition between the two phases of matter at a
critical temperature Tc ≈ 165 MeV. For larger temperature values, the momentum exchange
between quarks and gluons is large, thus the strong coupling constant decreases and partons
are no longer confined in color singlets. Such system conditions resemble the primordial
universe ones. Moving to the extremely high baryon density and low temperature region, a
color superconducting phase is expected [10]. This peculiar behavior is foreseen by some
cosmological models [11] for the core of particular neutron stars. The order of a phase
transition describes how the system’s free energy varies when the transition temperature
is reached. In particular, if the derivative of the system free energy is not continuous, a
first order transition takes place. Otherwise, a second order transition occurs when the first
time derivative is continuous but the higher order ones are not. Finally, a transition called
crossover takes place if both the free energy and its derivatives are continuous. This particular
kind of phase transition is predicted by LQCD calculations in the phase diagram region at
low µB and high T and it is reported in Fig. 1.3 with a dashed blue line. A continuous blue
line shows the first order transition which is expected for higher values of the baryo-chemical
potential. A precise determination of the point which separates the two different phase
transitions, called critical point, has not been performed yet and it is currently an open point
in the field.

1.3.3 Heavy ion collisions

The theoretical effort discussed in the previous sections was aimed to describe as precisely
as possible the different features of hadronic matter under extreme conditions. Anyway such
predictions need to be tested from the experimental point of view. Indirect measurements
of the hot and dense QCD matter at high temperatures and baryon densities come from
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Fig. 1.3 QCD phase diagram in the temperature T and baryo-chemical potential µB space. For
different combination of T and µB the corresponding phases of QCD matter are reported and are
separated by blue lines. The green line shows the evolution of the matter produced in the Universe
formation and expansion. Figure taken from [12]

cosmology [13, 14]: as was mentioned before, the core of massive neutron stars resemble the
high µB and T ≈ 0 GeV region, while the first instants of the Universe life were characterized
by a deconfined phase at very high temperature and a subsequent phase transition to form
hadrons.
A really unique tool to recreate the extreme conditions of high temperature in a laboratory
is provided by heavy ion collisions at ultra-relativistic energies. Due to the large number
of interactions which occur in the complex system formed by the collision, called fireball,
the only way to give a proper description of the system is by using thermodynamics and
statistical mechanics. Under the assumption of a long lived system, widely extended in
space, thermal equilibrium can be stated due to the high number of interactions. Thus high
energy nucleus-nucleus collisions can be described by using thermodynamic variables such
as temperature and pressure. The space-time evolution of the fireball can be divided into
different phases:

• Collision
The collision is defined as the spacial superimposition of the two colliding nuclei and
is characterized by a very short time τcoll. The collision process lasts about 0.005 fm/c
at the Large Hadron Collider (LHC) at CERN.
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• Pre-equilibrium
Secondary particles are produced from the inelastic interactions between nucleons of
the colliding nuclei. At this stage of the collision, the system is not in equilibrium yet.
A formation time τf is defined and it is estimated to be τf ≈ 0.1 fm/c at the LHC.

• QGP evolution
The strongly interacting medium reaches equilibrium and expands. The system may be
in a QGP state if the conditions for a phase transition are met as described in Sec. 1.3.2,
otherwise the medium is characterized by a hadronic gas state. The conditions for QGP
formation were met for the first time at the Relativistic Heavy Ion Collider (RHIC) at
the Brookhaven National Laboratory (BNL) and then at the LHC. At the LHC, the time
of thermal equilibrium is evaluated as τ0 ≈ 1 fm/c from hydrodynamic considerations.
The fireball space-time evolution with and without QGP formation is depicted in the
right and left parts of Fig. 1.4, respectively.

• Hadronization
If QGP has been formed, the fireball continues to cool down and to expand, until it
reaches the critical value of energy density. At the LHC, with µB ≈ 0, this corresponds
to a critical temperature Tc ≈ 160 MeV. The hadronization process takes place, thus
quarks and gluons are combined into baryons and mesons, and no more deconfined
matter can be observed. Since a crossover is expected at the LHC running conditions, a
smooth transition between the two phases is foreseen. Otherwise a first order transition,
characterized by a mixed phase, would be expected. After the transition, the system is
in a hadron gas state.

• Freeze-out
Two freeze-out phases are observed while the cooling and expansion process goes
on. When inelastic interactions are no longer permitted by the energy of the system,
the chemical freeze-out takes place. From this moment the particle abundances are
fixed, since hadrons can interact via elastic scatterings only. At the LHC the chemical
freeze-out takes place when the temperature reaches a value of Tch ≈ 150 MeV. At
Tfo ≈ 110 MeV also the elastic collisions stop, thus the particle momenta are fixed.
This final stage is called kinetic freeze-out.
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Fig. 1.4 Space-time diagram representing the evolution of a heavy ion collision with and without the
formation of QGP (respectively on the right and on the left).
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1.4 QGP probes

QGP formation can be experimentally tested through the measurement of the properties
of the complex system produced in a ultra-relativistic heavy ion collision. Many different
probes have been defined to characterize the QGP properties and its space-time evolution.
These probes are mainly classified into three categories depending on their interaction with
the system of particles produced in the hadronic collision: soft, hard and electroweak probes.

1.4.1 Soft probes

Soft hadrons, i.e. particles characterized by a low momentum, represent the majority (≈ 99%)
of the hadrons produced in an hadronic collision. The status of the emitting source can be
described by studying the production of these particles: since at the kinetic freeze-out the
elastic interactions between hadrons stop, soft probes provide indirect information about the
late stages of the collision. Light flavour hadrons, made up of up, down and strange quarks,
are considered as soft probes. Among this large variety of soft particles, light nuclei and
strange particles play a crucial role and their study represents the subject of this work.

Radial flow Under the assumption of thermal equilibrium, in the low momentum region
the spectra of the particles emerging from the system can be described at first order by a
Boltzmann-Gibbs law as

1
mT

d2N
dmTdy

∝ e−βmT (1.6)

where mT =
√

m2 + p2
T is the transverse mass, which depends on the particle mass m and on

its transverse momentum pT. In this picture, a common emission temperature Tkin = 1/β

drives the production of particles, and the particle production spectra are expected to have
the same slope as a function of mT, independently of the particle species. This behavior is
called mT-scaling [15] and was observed in pp collisions at low center of mass energy [16].
Nevertheless, deviations from this scaling law are observed in heavy ion collisions, where
each particle spectrum shows a different slope, resulting in a different temperature [17]. This
effect is clearly visible in Fig. 1.5, where the production spectra of pions, kaons and protons
are reported as a function of the transverse momentum in Pb–Pb collisions at a center of
mass energy

√
sNN = 5.02 TeV. The mass hierarchy going from pions to protons reflects into

harder and harder spectra. This effect points to a decrease of temperature for higher mass
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Fig. 1.5 Transverse momentum spectra of pions (left), kaons (center) and protons (right) in Pb–Pb
collisions at

√
sNN = 5.02 TeV [18] for different centrality classes.

particles and can be interpreted as radial flow, i.e. a collective hydrodynamical expansion of
all the particles along the transverse plane, caused by QGP induced pressure gradients.

Anisotropic flow The geometry of a nucleus-nucleus collision is schematically represented
in Fig. 1.6 and is characterized by a finite impact parameter b. For increasing values of the
impact parameter, the nuclei overlap region in the transverse plane becomes more and more
anisotropic, leading to a peculiar almond-like shape of the interaction region. As a result,
the collective flow of the medium is affected by anisotropic pressure gradients, due to the
initial state spacial anisotropy. This effect reflects into azimutal anisotropies in the particle
production spectra and can be studied with a Fourier expansion over the azimutal angle φ as

dN
dφ

∝ 1+2
∞

∑
n=1

νn cos[n(φ −Ψn)] (1.7)

where the symmetry-plane angle Ψn is defined by the spatial distribution of the nucleons
participating in the collision. For n= 2, the symmetry plane is equivalent to the reaction plane
defined by the impact parameter vector and the momentum vectors of the colliding nuclei.
The flow coefficients νn account for the anisotropy with respect to the symmetry plane at the
harmonic order n. Due to the shape of the interaction region, the second order flow coefficient
ν2, called elliptic flow, is the dominant term in the Fourier expansion and its measurement
is considered as a signature of QGP formation. Higher order coefficients are linked to
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Fig. 1.6 Schematic representation of the geometry of a nucleus-nucleus collision. The overlap region
of the two nuclei is represented in red, while the grey surface is the reaction plane. Figure adapted
from [27].

non-homogeneous behaviors due to initial state fluctuations or non-linear hydrodynamical
response of the medium [19, 20]. The integrated elliptic flow as a function of the center
of mass energy

√
sNN has been measured in different heavy ion experiments [21–23] and

the measurements are reported in Fig. 1.7. A non-zero ν2, with a significantly increasing
value going from RHIC to LHC energies is observed: a ≈ 30% increase between Au–Au
collisions at

√
sNN = 200 GeV and Pb–Pb collisions at

√
sNN = 2.76 TeV is present and is

explained as an effect of the different average transverse momentum of the particles produced
at different energies. For lower center of mass energy, the formation of QGP is not expected.
In this region the elliptic flow is negative and the anisotropic emission of particles is driven
by the presence of nucleons which are not involved in the collision and are responsible for
the absorption of particles emitted along the reaction plane. Finally, at very low energies
a steep rise to positive ν2 values is explained with the formation of a rotating system from
the two colliding nuclei [23, 24]. The comparison between the measurements of the flow
coefficients and the predictions from hydrodynamic models of the QGP, provides crucial
constraints on the properties of the strongly interacting medium created in the collision, such
as the bulk viscosity over the medium entropy ζ/s, its lifetime, and the shear viscosity to
entropy ratio η/s [25, 26].

Strangeness enhancement The formation of a strongly interacting medium in heavy ion
collisions is also expected to alter the relative abundances of light flavor particle species
with respect to pp collisions. In particular, a larger production of strange hadrons, called
strangeness enhancement [28], is foreseen if a QGP state is formed. In an ordinary hadronic
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Fig. 1.7 Integrated elliptic flow as a function of the center of mass energy
√

sNN measured in different
experiments exploiting heavy ion collisions [21–23]. Each marker represent a result from a different
experiment.

system, where the conditions for a phase transition to a QGP state are not met, the production
of ss pairs is strongly suppressed, since a kinematic threshold of about 1 GeV is due to
the strange quark effective mass. However, in the QGP, chiral symmetry is restored [29],
leading to a reduction of the strange quark mass of up to a factor 10. For this reason, a
large production of ss pairs is expected to be formed in the QGP via gluon fusion processes,
resulting in an enhanced production of strange hadrons after the hadronization phase. This
effect was observed in nucleus-nucleus collisions at different energies at the Super Proton
Synchrotron (SPS) [30], at the RHIC [31] and at the LHC [32]. The ratios of the integrated
yields of strange hadrons to the yields of pions are reported in Fig. 1.8 as a function of the
average charged particle multiplicity at midrapidity ⟨ dNch

dηlab
⟩|η |<0.5. A significant increase in

the strange to non-strange particle ratios is in general observed going from low multiplicity
pp collisions (round markers) to Pb–Pb collisions (squared markers). Moreover, the observed
enhancement becomes more and more pronounced as the strange quark content of hadrons is
increased. These observations are considered as an important signature for the formation
of a QGP state in Pb–Pb collisions. Moreover, a clear enhancement is also observed for the
results obtained in pp collisions at a center of mass energy

√
s = 7 TeV when comparing the

high multiplicity values (⟨ dNch
dηlab

⟩|η |<0.5 ≈ 20) to the low multiplicity ones (⟨ dNch
dηlab

⟩|η |<0.5 ≈ 2).
This was the first observation of such an effect in pp collisions, and focused the experimental



14 High energy nuclear physics

attention on the so called small systems. It is currently under investigation whether the origin
of this effect is connected to the formation of a deconfined QCD phase at high temperature
and energy density in pp collisions as well.

1.4.2 Hard probes

High momentum particles and particles containing c and b quarks, called heavy flavor
quarks, are produced via high transferred momentum processes, which take place in the early
moments of the collision during the pre-equilibrium phase. The study of these hard probes is
crucial, since they experience the whole evolution of the collision and they carry information
about the medium in which they propagated.

Open heavy flavor An open heavy flavor particle, such as a D or a B meson, allows for
the tagging of the specific heavy flavor quark which was responsible for the high transferred
momentum process involved in the production of the particle itself. The study of open heavy
flavor hadrons can be exploited via the measurement of the nuclear modification factor RAA,
which is defined as

RAA =
1

⟨Ncoll⟩
d2NAA/dpTdy

d2N/dpTdy
(1.8)

where d2NAA/dpTdy and d2N/dpTdy are the particle production spectra measured in nucleus-
nucleus and in pp collisions, respectively, and ⟨Ncoll⟩ is the average number of binary
nucleon-nucleon collisions per AA event. In principle, if a nucleus-nucleus collision can be
regarded as a simple superimposition of nucleon-nucleon collisions, the nuclear modification
factor is expected to be identically to unity. Otherwise, if additional effects, such as the
presence of a QGP state, enters the nucleus-nucleus interaction, a deviation from unity
would be expected for the RAA. Some additional cold matter effects, such as the Cronin
enhancement [41] and the nuclear shadowing [42], are anyhow phenomena which can lead
to deviations of the nuclear modification factor from such expectations. Cold matter effects
can be distinguished with respect to effects due the formation of QGP by comparing nucleus-
nucleus measurements with proton-nucleus results. The nuclear modification factor of D
mesons, measured as a function of the transverse momentum for p–Pb collisions and for
Pb–Pb collisions at

√
sNN = 5.02 TeV is reported in Fig. 1.9. The nuclear modification factor

in Pb–Pb collisions (green, yellow, red points) is significantly smaller than unity for hard
particles, meaning for pT > 3 GeV/c: this effect is linked to a decrease in the numerator of
Eq. 1.8, due to the interaction of the D mesons with the medium produced in the nucleus-
nucleus collision. On the contrary, the p–Pb reference (blue points) is compatible with unity,
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Fig. 1.8 Ratios between the integrated yields of strange hadrons and pions as a function of the average
charged particle multiplicity measured at midrapidity ⟨ dNch

dηlab
⟩|η |<0.5. K0

s (black), Λ (blue), Ξ (green)
and Ω (red) particles measure in pp collisions at 7 TeV [33, 34], in p–Pb collisions at 5.02 TeV [35, 36]
and in Pb–Pb collisions at 2.76 TeV [32, 37] are reported. The values are compared to calculations
from MC models [38–40].
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confirming that the suppression observed in Pb–Pb collisions is due to final-state effects
induced by the formation of a hot and dense QGP medium. Additional studies of the nuclear
modification factor are performed to understand the nature of the energy loss of heavy flavor
particles in the QGP: the energy loss in the medium can be either collisional, being caused
by the elastic scatterings with other particles, or radiative, due to inelastic scatterings. A
combination of the two effects is currently considered as the explanation for the energy loss
of heavy flavor particles in the QGP [43]. Finally, another relevant topic related to open
heavy flavour physics is the study of the dead cone effect [44], whereby the gluon radiation
emitted by a particle of mass m and energy E is suppressed at angular scales smaller than
m/E with respect to the direction of the particle momentum. The direct observation of the
dead cone effect in Pb–Pb collisions was achieved by the ALICE experiment [45] by tagging
jets with a fully reconstructed charmed hadron, paving the way for a detailed characterization
of the high-temperature phase of QCD matter in heavy ion collisions.
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Quarkonium suppression QGP properties are also investigated through the study of
quarkonium states, the bound states cc (charmonium) and bb (bottomonium). The suppression
of the number of observed charmonium states in heavy ion collisions with respect to pp
collisions, called charmonium suppression, is considered as a signature of a deconfined
phase, and it is also sensitive to the temperature of the system [48, 49]. The main difference
about qq states in the vacuum and in the QGP is due to the binding energy of the pair. In the
vacuum it can be expresses through the Cornell potential as

V (r) = kr− α

r
(1.9)

where r is the distance between the two quarks, k is called string tension and α is a Coulomb-
like constant. For small distance scales, r is small and the second term is dominant, leading to
a Coulomb-like potential. At large distances the linear term is dominant and it is responsible
for the confinement phenomenon. However, in a deconfined phase, color charges are free
and no deconfinement is observed, thus a new potential can be defined as

V ′(r) =−α

r
e−

r
λD (1.10)

where the new parameter λD is called Debye length. This potential resembles the one observed
for a plasma of electrons and protons [50], where a screening effect is present. The extension
of the color screening region, which defines the maximum distance between two quarks for
the bound state to be formed, is driven by the Debye length and depends on the temperature
of the system: the Debye length decreases with the increase of the QGP temperature,
leading to a quarkonium suppression as the temperature increases. The RAA of the J/ψ
meson, the charmonium ground state, is reported in Fig. 1.10 as a function of the number of
participant nucleons Npart which are involved in the collision. The measurement performed
by the PHENIX Collaboration in Au–Au collisions at

√
sNN = 200 GeV (left, black) is

significantly lower than the result obtained by the ALICE experiment in Pb–Pb collisions
at

√
sNN = 2.76 TeV (left, red). This observation can be explained by the charmonium

regeneration effect [51]: although in principle at higher energies a larger suppression would
be expected, this is partially compensated by the statistical recombination of charm and
anticharm quarks which are produced in uncorrelated hard scattering processes. As expected,
this effect is particularly relevant in the low transverse momentum region (pT < 8 GeV/c)
exploited by the ALICE experiment. At higher transverse momentum (6.5 < pT < 30 GeV/c),
the CMS measurement [52] (right, red) shows a significantly lower nuclear modification
factor with respect to the one measured by the ALICE experiment, since the quarkonium
regeneration effect is expected to become negligible moving to high transverse momentum
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Fig. 1.10 Left: nuclear modification factor for the J/ψ meson as a function of the number of participant
nucleons measured by the ALICE experiment in Pb–Pb collisions at

√
sNN = 2.76 TeV [53] (red) and

by the PHENIX collaboration in Au–Au collisions at
√

sNN = 200 GeV [58] (black). Right: nuclear
modification factor for the J/ψ meson as a function of the number of participant nucleons measured
by the CMS experiment in Pb–Pb collisions at

√
sNN = 2.76 TeV [52]

values. Similar measurements have been performed for other charmonium states [53–55],
and for the bottomonium [56, 57], even though for the latter a regeneration effect is not
observed at LHC energies, due to the small number of b quarks produced.

Jet quenching A directional emission of particles produced by the hadronization of a quark
or a gluon generated in a hard scattering process is known as jet. In the vacuum, due to
momentum conservation, pairs of jets are typically produced in a back-to-back topology
and with equal momentum. In a nucleus-nucleus collision, the partons will interact with
the deconfined medium reducing their energy and changing their direction, leading to a
modification of this configuration. As a consequence, depending on the length of the path
followed by each parton inside the medium, the two jets are characterized by different
energies: the most energetic one takes the name of leading jet, while the other one is called
recoil jet. The ratio ∆IAA between the transverse momentum spectra of the recoil jet in Pb–Pb
and pp collisions at

√
sNN = 2.76 TeV measured by the ALICE experiment [59] is reported

in Fig. 1.11. The suppression of the recoil jet spectra in Pb–Pb collisions with respect to pp
collisions is evident, indicating a larger energy loss in Pb–Pb collisions due to the presence
of a deconfined medium. Additional measurements are exploited to characterize the effect
of the QGP on the structure of the jet. In particular, the study of the nuclear modification
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Fig. 1.11 Ratio between the recoil jet spectra measured in Pb–Pb collisions at
√

sNN = 2.76 TeV [59]
and in pp collisions at the same center of mass energy. The spectrum for pp collisions is calculated
using the PYTHIA event generator [61].

factor of jets [60] indicates that the interactions with the medium broadens the jet structure,
transporting a portion of the parton energy at large angles from the hard-scattered parton
direction.

1.4.3 Electroweak probes

In the Standard Model, leptons, Z and W± bosons are not coupled to the strong interaction,
arising as color blind probes to directly and efficiently test the very first stages of the hadronic
collision and the nature of the strongly interacting medium created by the nucleus-nucleus
collision. For this reason, no modification of the production spectra of these particles is
expected in heavy ion collisions with respect to pp collisions, except for the scaling due to
the different number of elementary collisions. Measurements of the nuclear modification
factor of the Z boson [62, 63] showed that this expectation is confirmed, and that the Z boson
spectra are not influenced by the presence of QGP.
Another interesting probe is provided by photons, since no interaction at the tree level is
expected with the QGP. Nevertheless, the deconfined medium emits thermal photons which
can not be distinguished by the ones produced in the initial stages of the collision. The
production spectra of direct photons, i.e. not produced by hadron decays, are reported in
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Fig. 1.12 Direct photon spectra in Pb–Pb collisions at
√
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Fig. 1.12 for Pb–Pb collisions at
√

sNN = 2.76 TeV. In the low pT region, the measured
spectra are in agreement with the models taking into account both photons produced in the
collision and emitted as thermal radiation by the QGP. Additionally, for pT > 5 GeV/c the
spectra are described properly by perturbative QCD calculations for pp collisions scaled by
the number of elementary collisions, confirming that this region of the spectra is dominated
by photons produced in hard scatterings.



Chapter 2

The ALICE experiment

Among the four largest experiments at the Large Hadron Collider (LHC) [69], ALICE (A
Large Ion Collider Experiment) [70] is the one mainly devoted to the study of heavy ion
collisions at ultra-relativistic centre-of-mass energies. In this Chapter, a detailed description
of the detectors composing the ALICE experiment will be given. The software framework
and the detector performance will be also discussed.

2.1 The Large Hadron Collider

The Large Hadron Collider is the largest particle accelerator and hadronic collider in the
world. It is formed of a two-ring structure whose circumference measures 26.7 kilometers,
and it is located at the European Organization for Nuclear Research (CERN) near Geneva,
between Switzerland and France. Thanks to a complex pre-acceleration chain, it was designed
to work with protons, Xe and Pb ions at the TeV energy scale. The representation of the
whole accelerating complex, which starts from smaller accelerators and ends up into the
LHC, is reported in Fig. 2.1.
Thanks to a complex chain of pre-acceleration steps, protons and ions are injected into the
LHC, where they finally reach their target center of mass energy. During its Run2 phase
the LHC mainly delivered pp collisions at a center of mass energy of

√
s = 5.02,

√
s = 7,

√
s = 8 and

√
s = 13 TeV and Pb–Pb collisions at

√
sNN = 5.02 TeV, depending on the data

taking period. The LHC also provided proton-lead (p–Pb) collisions at √spN = 5.02 TeV
and √spN = 8.16 TeV and xenon-xenon (Xe–Xe) collisions at

√
sNN = 5.44 TeV.

The LHC supplies beams crossing in four intersection points, where the largest experiments
seat, as illustrated in Fig. 2.1. They are:
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• A Large Ion Collider Experiment (ALICE)
A detector designed to study heavy ion collisions at ultra-relativistic centre-of-mass
energies. The main goal of the ALICE experiment is the characterization of strongly
interacting matter at extreme energy densities, with a particular focus on Quark-Gluon
Plasma formation. The physics program of the experiment also includes the study
of proton-nucleus and proton-proton collisions to address various QCD topics and
to understand collective phenomena observed in small collision systems which are
reminiscent of the behavior observed in heavy ion collisions.

• Compact Muon Solenoid (CMS)
A general-purpose detector mainly aimed at the detection of the Higgs boson. Super-
symmetry and dark matter searches are also carried out.

• A Toroidal LHC Apparatus (ATLAS)
A multi-purpose experiment with detection techniques complementary to the CMS
ones. It has been designed to perform both searches for physics beyond the Standard
Model and precision measurements, together with the Higgs boson measurement.

• LHC beauty (LHCb)
An experiment designed to investigate the physics of beauty quarks. The main goals
of the experiment are the study of CP violation and the search for physics beyond the
Standard Model, both of them performed in the B-meson sector.

2.2 ALICE design

In order to study the QCD matter created in ultra-relativistic heavy ion collisions, the ALICE
detector is required to have a very efficient tracking system with a large solid angle coverage
(acceptance) and very good particle identification (PID) capabilities, in particular in the low
momentum region. These requirements must be fulfilled in a challenging environment, where
an average of ≈ 2000 charged particles per rapidity unit is created in central Pb–Pb collisions.
From the detector point of view, high granularity and low material budget are fundamental to
cope with the unprecedented high number of particles produced and traversing the detectors.
In the reconstruction process, two default coordinate systems are used by the ALICE appara-
tus. The first one is a right-handed orthogonal Cartesian system with the origin settled at the
nominal beams interaction point, with the x axis aligned with the horizontal accelerator plane
and pointing to the centre of the LHC. Since the y axis points upward, the z axis is parallel
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Fig. 2.1 Schematic view of the accelerator complex at CERN. Figure adapted from [71].

to the beam direction and its positive direction is defined by the chirality of the reference
system. The other system, based on cylindrical-like coordinates, can be defined starting
from the Cartesian one. With the same z axis, two angles are defined: the azimuthal angle φ ,
increasing counter-clockwise starting from φ = 0 from the x axis with the observer standing
at positive z, and the polar angle θ , increasing in the range [0,2π] going from z to -z.
Through the usage of these two coordinate systems, new variables can be defined in order to
describe in an easier way the position of a particle with respect to the interaction point. The
rapidity is defined as

y =
1
2

log
(

E + pz

E − pz

)
(2.1)

where pµ = (E, p⃗) is the four-momentum of the particle. Since the evaluation of rapidity is
non-trivial, due to the dependence on energy and momentum measurements, another quantity
called pseudorapidity is introduced as

η =
1
2

ln
|p|+ pz

|p|− pz
=− ln

[
tan
(

θ

2

)]
. (2.2)

The ALICE apparatus is formed by three main parts:
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• Central Barrel
Detectors located in the central pseudorapidity region, with a coverage of about
|η |< 0.9, mainly devoted to tracking and particle identification. For this purpose, a
solenoidal magnetic field B = 0.5 T is produced in this region by a resistive magnet
previously used for the L3 [72] experiment at the Large Electron Positron collider at
CERN. Tracking detectors are the Inner Tracking System (ITS), the Time Projection
Chamber (TPC) and the Transition Radiation Detector (TRD). These detectors, to-
gether with the Time Of Flight (TOF) and the High-Momentum Particle Identification
(HMPID), can also be exploited for particle identification. Additional detectors have
specific goals: the physics of high pT photons and jets is explored thanks to the Elec-
troMagnetic Calorimeter (EMCal) and the Photon Spectrometer (PHOS), while the
ACORDE, an array of 60 large scintillators, is devoted to the study of high-energy
cosmic rays.

• Muon Spectrometer
With a pseudorapidity coverage of −4 < η < −2.5, it is dedicated to the study of
heavy-quark vector mesons. It is composed by a front absorber with small atomic
number Z, a spectrometer with five tracking stations placed inside a dipole magnet and
four trigger planes situated behind an iron wall.

• Other forward Detectors
They cover the forward-backward pseudorapidity regions as close as possible to the
beam line and are devoted to auxiliary measurements which can complement the main
measurements performed by the central barrel detectors. They include a Forward
Multiplicity Detector (FMD), which is a silicon strips detector, the Photon Multiplicity
Detector (PMD), the Zero Degree Calorimeters (ZDC), consisting of two hadronic
calorimeters for protons and neutrons, and an electromagnetic calorimeter. In addition
to such detectors, a scintillator hodoscope, the VZERO (V0), and a Cherenkov-based
counter, the TZERO (T0), are located at each side of the interaction point.

The overall layout of the ALICE experiment and detectors is reported in Fig. 2.2, together
with some additional details in Table 2.1.

2.3 The ALICE detector

The different characteristics of each ALICE sub-detector grant the possibility to perform a
large variety of physics studies, ranging from the measurement of charged particle produc-
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Acceptance
Detector Polar Azimuthal Main purpose

SPD |η |< 2.0 full tracking, vertex, trigger
|η |< 1.4 full tracking, vertex, trigger

SDD |η |< 0.9 full tracking, PID
|η |< 0.9 full tracking, PID

SSD |η |< 1.0 full tracking, PID
|η |< 1.0 full tracking, PID

TPC |η |< 0.9 full tracking, PID
TRD |η |< 0.8 full tracking, e± id, trigger
TOF |η |< 0.9 full PID

PHOS |η |< 0.1 220° < φ < 320° γ , trigger
EMCal |η |< 0.7 80° < φ < 187° γ , jets, trigger
HMPID |η |< 0.6 1° < φ < 59° PID

ACORDE |η |< 1.3 30° < φ < 157° cosmic rays, trigger
PMD 2.3 < η < 3.9 full γ

FMD 3.6 < η < 5.0 full ch. particles
1.7 < η < 3.7 full ch. particles

−3.4 < η <−1.7 full ch. particles
V0A 2.8 < η < 5.1 full ch. particles, trigger
V0C −3.7 < η <−1.7 full ch. particles, trigger
T0A 4.6 < η < 4.9 full time, vertex, trigger
T0C −3.3 < η <−3.0 full time, vertex, trigger
ZDC |η |> 8.8 full forward n, trigger

6.5 < η < 7.5 |φ |< 10° forward p, trigger
4.8 < η < 5.7 |φ |< 32° γ , trigger

MCH −4.0 < η <−2.5 full µ tracking
MTR −4.0 < η <−2.5 full µ trigger

Table 2.1 Geometrical acceptance and main purposes of the ALICE sub-detectors. When more than
one position value is specified the detector is divided in two or several parts. This table has been taken
and adapted from the description of the ALICE apparatus in [70].
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Fig. 2.2 The overall ALICE experimental setup. The top right inset shows a zoom on the V0, T0,
FMD and the ITS detectors. Figure taken from the ALICE figure repository ©.

tion to the reconstruction of flavour-tagged jets. In particular, for the measurement of the
production of nuclei and strange particles which are described in this work, some detectors
play a crucial role:

• ITS for the reconstruction of primary and secondary vertices, and for tracking;

• TPC for PID and tracking;

• TOF for PID;

• V0 for the evaluation of the multiplicity or centrality of the events, for proton-proton
or Pb–Pb collisions, respectively;

• T0 for the measurement of the collision time.

These sub-detectors are described in detail in the next sections.

2.3.1 Inner Tracking System (ITS)

The ITS [73] is the innermost detector of the ALICE experiment and it is mainly devoted
to vertex and track reconstruction. Its six cylindrical layers of silicon surround the beam



2.3 The ALICE detector 27

Sub-detector r (cm) z (cm) Active area (m2) Channels
SPD (1st layer) 3.9 14.1 0.07 3276800
SPD (2nd layer) 7.6 14.1 0.14 6553000
SDD (3rd layer) 15.0 22.2 0.042 43008
SDD (4th layer) 23.9 29.7 0.89 90112
SSD (5th layer) 38.0 43.1 2.20 1148928
SSD (6th layer) 43.0 48.9 2.80 1459200

Table 2.2 Dimensions of the ITS layers [73].

vacuum tube and are organized in couples based on different technologies. The two innermost
layers are made of Silicon Pixel Detectors (SPD), whose high granularity is necessary to
achieve excellent resolution on the impact parameter and on the vertex position, even in the
high particle multiplicity environment of heavy ion collisions. Thanks to a total amount
of 9.8 ·106 cells, the SPD can achieve a spatial resolution of 12 µm and 100 µm in the rφ

and z direction, respectively. For the two intermediate layers Silicon Drift Detectors (SDD)
have been chosen, in order to cover a larger area with a relatively small number of chips
and front-end electronics. In particular, a spatial resolution of 38 µm in the rφ direction and
ranging from 25 µm up to 60 µm in the z direction can be reached. Finally, Silicon Strip
Detectors (SSD) have been chosen for the two outer layers, granting a resolution of 20 µm
and 800 µm in the rφ and z directions, respectively. The outlook of the different ITS layers
is reported in Table 2.2.
The excellent spatial resolution of the ITS layers mainly lead to a very precise reconstruction
of the primary vertex position with a resolution better than 100 µm in pp collisions. Moreover
this allows to easily separate primary vertices from secondary ones which are coming from
the weak decays. Moreover the SDD and the SSD analogue read-out allows for particle
identification via specific energy loss (dE

dx ) measurements. In order to improve the ITS
performances at very low momentum, a low amount of material budget was employed: the
detector effective thickness, measured in units of the radiation length X0, is about 0.4%. This
is a major feature which helps to improve the ITS resolution, since low pT particles are
affected by multiple scattering within the detector material. Including the shields and support
structures, the total material traversed by a particle crossing the ITS, at η = 0, is around 7.2%
of X0. Such a configuration is very important to complement the TPC capabilities in terms of
tracking and PID: with the ITS measurement it is possible to extend the tracking of low pT

particles down to 80 MeV/c and the PID to particles with momentum below 200 MeV/c.
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Fig. 2.3 View of the ITS silicon layers. Figure from [74].

2.3.2 Time Projection Chamber (TPC)

The TPC [75] is a gaseous ionization detector formed by a cylindrical chamber which is
closed by two end-plates, whose main purposes are track reconstruction and charged particle
identification via dE

dx . With its overall length of 500 cm, inner radius of 80 cm and outer one
of 250 cm, it is the largest detector of the central barrel and it covers a pseudorapidity range
of |η |< 0.9. The electrons produced via ionization by the charged particles traversing the
detector gas travel towards the read-out detectors placed at the end plates through a mixture
of high-purity gas. The original mixture was 90% Ne and 10% CO2, then an additional 5%
of N2 was added to provide a more stable operation of the readout chambers at high gain.
The Ne was replaced with Ar for the data taking of 2015, 2016 and 2018 to achieve a more
stable behavior over a long data taking period. A central 100 kV electrode and two axial
resistive potential dividers are devoted to generate a highly uniform electrostatic field which
is responsible for the drift of the ionization electrons. Drift electrons are turn into electric
signal when they reach the end-plates of the TPC, which are segmented into 18 trapezoidal
sectors equipped with Multi-Wire Proportional Chambers (MWPC). The schematic view of
the TPC detector is reported in Fig. 2.4.
Similarly to the ITS detector, the TPC is mainly devoted to tracking and PID. In particular,
it allows to reconstruct over 90% of the tracks which pass through the detector, with a
momentum resolution of 2% at pT ≃ 10 GeV/c in Pb–Pb collisions. As mentioned before,
PID is performed via specific energy loss measurements with a resolution of about 5.5% and
7% in pp and in Pb–Pb collisions, respectively.



2.3 The ALICE detector 29

Fig. 2.4 The ALICE TPC structure. Figure from [76].

2.3.3 Time Of Flight (TOF)

The TOF detector [77] complements the TPC PID information in the intermediate momentum
range 0.2 ∼ 4 GeV/c through the measurement of the time of flight of a particle from the
interaction point to the TOF detector. As for the TPC detector, it is placed in the central barrel
region with a pseudorapidity coverage |η | < 0.9. The TOF is a large array of Multi-gap
Resistive Plate Chambers (MRPC) with a cylindrical shape. It is centered around the beam
axis, with an internal radius of 370 cm, an external one of 399 cm and a total length of
7.45 m along the beam direction. Its thickness corresponds to 30% of X0. The detector is
filled by a mixture of 90% C2H2F4, 5% C4H10 and 5% SF6 and it works in an avalanche
regime, where the electrons generated by charged particles in the TOF gas are multiplied and
collected thanks to the high electric field E ≈ 5 kV/mm inside the MRPC.

2.3.4 TZERO (T0)

The T0 detector [78] is composed by two arrays of Cherenkov counters named T0A and T0C,
which are placed in the backward and forward rapidity regions, respectively. The T0A is
375 cm far from the interaction point in the beam direction and it covers the pseudorapidity
range 4.61 < η < 4.92, while the T0C is −72.5 cm far from it and covers the range −3.28 <

η <−2.97, both of them with a full azimuthal coverage.
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The T0 detector can both provide the collision time t0, which is exploited by the TOF detector,
and the vertex position along the beam line, with a precision of 1.5 cm in the beam direction.
Its time information is also used in the first level trigger (L0) to reject events at the data
acquisition level, as described in Sec 2.4.

2.3.5 VZERO (V0)

The V0 detector [79] consists of two arrays of scintillator counters, the V0A and V0C. They
are located 340 cm and 90 cm away from the interaction point, respectively, in the ATLAS and
CMS directions. They cover the pseudorapidity range 2.8 < η < 5.1 and −3.7 < η <−1.7,
respectively, and they have full coverage over the azimuthal angle.
The V0 detector can measure the charged particle multiplicity at forward rapidity for pp
collisions and is used to estimate the centrality of the collision for Pb–Pb events, where it
also provides the minimum-bias and centrality triggers. Finally it is used for the rejection
of background events such as beam-gas interactions, which feature a wrong time difference
between the signals in V0A and V0C.

2.4 Trigger and Data Acquisition

The ALICE experiment relies on two separate triggers to acquire data, named Central Trigger
Processor (CTP) [80] and High Level Trigger (HLT) [81]. The CTP is a low-level hardware
trigger designed to provide several output signals built-up from different logical compositions
of the inputs coming from different detectors. It is divided into three levels, characterized
by different response times. The L0 trigger requires a decision ∼ 1.2 µs after the collision
based on the fast detectors, i.e. the V0, the SPD, the T0, the EMCal and the muon trigger.
L1 trigger is applied ∼ 6.5 µs after L0 and collects the output of the high-latency detectors
which were not included in L0. Finally, ∼ 88 µs after L0, L2 is performed to guarantee a
past-future protection that reject other events in the time window around the collision under
investigation. If L2 gives a trigger signal, then the Data AcQuisition (DAQ) is forced to start
and the HLT to be processed. The HLT performs a fast online analysis to reconstruct tracks
and primary vertices, allowing for the implementation of complex logics. As an example, the
Minimum Bias (MB) and the centrality triggers, which will be discussed in the following, are
defined at this stage. Once the DAQ process starts, dedicated farms of computers called Local
Data Concentrators (LDCs) build subevents from the partial information received through
optical connections, the Detector Data Links (DDLs). Global Data Collectors (GDCs) are
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finally responsible for composing the full event thanks to the fast tracking and reconstruction
information coming from the HLT. When the event building is complete, the data are buffered
into a local disk pool and they are transferred to the CERN computing centre, where they are
stored on tape.

2.5 ALICE offline framework

The ALICE experiment needs to properly handle the huge amount of data collected by the
detectors in order to analyze the reconstructed events and make them available for the physics
analyses. In terms of disk space ALICE collected between 50 and 70 Petabytes per year
during Run2. Moreover, a large number of Monte Carlo (MC) simulations needs to be
performed to determine the detection efficiency of the ALICE detector and to replicate its
geometrical acceptance. The offline analysis framework, together with the Worldwide LHC
Computing Grid (WLCG) [82], holds such a task. The WLCG is the infrastructure realized
at CERN to provide global computing resources to store, distribute and analyze the data and
MC samples which are used for the physics analyses.

2.5.1 Monte Carlo simulations

MC simulations are a fundamental part of the physics analyses of the ALICE experiment.
The simulation process can be divided into three steps, which start with the event generation.
The event generation is carried out by dedicated codes which mimic the production of all the
stable and weakly decaying particles coming out of every collision. In this context, particles
coming from strong decays are considered in the generation step, due to the extremely
small time scale of strong interactions. Among the different event generators, HIJING [83]
is usually used for Pb–Pb collisions and PYTHIA [84] for pp collisions. After the event
generation, the propagation of particles through the experimental apparatus is simulated
thanks to a dedicated code. In this step the kinematic parameters which where provided by the
event generator are updated for each interaction of the particles moving through the detectors.
Three transport codes are available: GEANT3 [85], GEANT4 [86] and FLUKA [87]. The
ALICE geometry and material budget are precisely described in the aforementioned software,
allowing for a precise simulation of the energy loss of particles in the detector material, of
the generation of secondary particles from spallation processes and of the decay of unstable
particles. In the final stage of the simulation, the impact point of a particle on the sensitive
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Fig. 2.5 Vertex and track reconstruction flow in ALICE.

area of a detector is stored as a hit. The detector response is also simulated and recorded in
the same raw data format as for real data.

2.5.2 Event reconstruction

Starting from the raw data format used for both data and MC simulations, the events are
fully reconstructed in a new format that can be used for physics analyses. The first step of
the reconstruction, performed separately for each detector, consists in the conversion of the
raw detector hits into clusters. Each cluster is defined by spatial position, signal amplitude
and time, and also contains any additional information related to the specific detector, such
as the measured energy loss or time of flight. The clusters from the SPD, which is the
detector closest to the interaction point, are used to provide a first and fast estimation of the
vertex position. The tracking process, described in details in Sec. 2.6.1, is initially carried
out separately in each detector and then the information from each detector involved is
combined to form global tracks. Finally, the vertex reconstruction takes place and relies on
the fully reconstructed tracks. All the tracks are prolonged to the nominal beam line position
and the point of closest approach between the tracks is chosen as the first estimate of the
primary vertex. Specific physics processes, such as photon and strange hadron decays, are
reconstructed only after primary vertex and full track reconstruction. The overall flow of the
event reconstruction is schematically reported in Fig. 2.5.

2.5.3 Multiplicity and centrality determination

Reconstructed events can be classified depending on the number of charged particles produced
in the collision. Among different possible strategies to estimate this quantity, also known as
charged particle multiplicity, a forward-backward estimator is chosen in this work, in order to
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avoid to estimate the multiplicity in the same region where the measurement of the analysis is
performed. This choice is meant to exclude a possible bias, observed for light-flavor particles
measured in pp collisions at

√
s = 7 TeV [34], which is introduced if both the measurement

of particle production and the multiplicity estimation are carried out with the central barrel
detectors. For this purpose, the information coming from the V0 detector can be exploited:
the event multiplicity is evaluated from the V0 signal amplitude, which is proportional to
the number of charged particles traversing the V0 scintillators. The multiplicity estimator
is chosen as the sum of the signals of the V0A and V0C detectors and is labeled as V0M.
From the integral of the normalized V0M signal, percentile classes are selected as shown in
the left panel of Fig. 2.6 for pp collision at

√
s = 13 TeV [88]. Finally, a large number of

collisions is simulated through a dedicated MC code and the response of the V0 detector is
studied. In this way the correspondence between multiplicity and V0M signal is obtained and
an average charged-particle multiplicity at mid-rapidity ⟨ dNch

dηlab
⟩ is extracted and is associated

to each multiplicity class.
This approach acquires a specific geometrical meaning in Pb–Pb collisions. In particular, a
heavy-ion collision is characterized by the impact parameter b, which is the distance between
the center of the two colliding nuclei in the plane transverse to the beam. Since this quantity
can not be directly measured, a Glauber Model [89] is exploited to correlate the impact
parameter to the charged particle multiplicity measured by the V0 detector. Thus for Pb–Pb
collisions a new observable called centrality is defined as

c(b) =
1

σAA

∫ b

0

dσ

db′
db′ (2.3)

where σAA is a normalization factor defined as
∫

∞

0
dσ

db′ db′. By assuming that the impact
parameter depends monotonically on the charged particle multiplicity and that the total
cross section can be replaced by the number of observed events it is possible to express the
centrality as

c(b)≈ 1
σAA

∫
d

N∞
ch

dn
dN′

ch
dN′

ch . (2.4)

The distribution of the V0M signal is fitted with a function taken from a Monte Carlo Glauber
model to connect this experimental quantity with the impact parameter of the collision as
shown in the right panel of Fig. 2.6. As a remnant for the geometrical meaning of centrality,
events from a class with a large V0M signal, thus a small impact parameter, are called central,
while events with low V0M signal are defined as peripheral. As well as for multiplicity in pp
collisions, the centrality distribution is divided into centrality classes and for each centrality
class an average charged-particle multiplicity at mid-rapidity ⟨ dNch

dηlab
⟩ is evaluated.
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Fig. 2.6 Left: distribution of the V0M amplitude/⟨V0M amplitude⟩ for pp collisions at
√

s =
13 TeV [88]. The sample is divided into percentile multiplicity classes. Right: distribution of
the V0M amplitude in arbitrary units for Pb–Pb collisions at

√
sNN = 2.76 TeV [90], divided into

centrality classes. The fit performed with a Glauber Model is also reported in red.

2.5.4 ALICE analysis framework

Collected and simulated data are accessible to the whole collaboration through the JAlien
(Java ALICE Environment) [91] grid middleware software infrastructure. An optimized
access pattern, called analysis train, allows the users to analyze different data samples at the
same time limiting the usage of computing resources. This is a guarantee of reproducibility
of the results, since it defines standard analysis flows which can be validated by each user.
Both reconstructed and simulated data are stored in two formats. The first one is called Event
Summary Data (ESD) and it is mainly used for calibration and detector performance studies.
Thanks to the reduced amount of disk space needed, the Analysis Object Data (AOD) format
is the preferred one for physics analyses. The main part of the ALICE offline software is
the AliRoot [92] package, which is based on the ROOT [93] framework and it includes the
analyses related code, which is called AliPhysics.

2.6 ALICE performance

The ALICE detector was specifically designed to cope with the very demanding experimental
environment created in the hadronic collisions provided by the LHC. In order to perform
physics analyses in this challenging conditions, excellent PID performances are needed,
together with precise vertex and track reconstruction capabilities. The performance achieved
by the ALICE detectors during the data taking are described in the following.
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2.6.1 Tracking

Tracking is a complex procedure which requires in parallel different information from many
detectors of the central barrel. The process starts building track seeds moving from the
outer region of the TPC inwards, by subsequently attaching inner TPC clusters to the track.
Whenever a compatible cluster is found, a dedicated algorithm based on a Kalman filter [94]
is responsible for updating the track parameters. Shared clusters between multiple tracks
are permitted, but a predefined threshold is usually set between 25% and 50%: if in a track
the fraction of shared clusters is above the threshold, the candidate tracks with the worst
quality parameters are rejected by a dedicated algorithm. In order to improve the quality
of the TPC track reconstruction, tracks with less than 20 clusters out of a maximum of
159 or that miss more than 50% of the expected clusters are also rejected. The tracking
reconstruction efficiency of the TPC detector is shown as a function of the track momentum
for pp collisions at

√
s = 8 TeV and for two different centrality classes in Pb–Pb collisions

at
√

sNN = 2.76 TeV in Fig. 2.7. The reconstruction process moves then to the ITS, with a
procedure which is the same as described for the TPC detector: the TPC tracks are prolonged
to the second layer of the SSD and progressively inwards to match ITS clusters. Tracks with
a smaller amount of compatible clusters are penalized in the reconstruction. If both the TPC
and ITS reconstruction are successful, the ITS+TPC track is then propagated outwards to
match the other central barrel detectors. The algorithm starts building TRD tracklets, which
are segments connecting two clusters belonging to two consecutive layers, and searches for
matches between ITS+TPC tracks and TRD tracklets. Then the track is extrapolated to match
one of the TOF clusters and to get additional information about the track from the HMPID,
PHOS and EMCal detectors. Finally the track is refitted from the TRD back to the innermost
ITS layer to get its global parameters and a specific refit flag is switched on if the procedure
ends successfully. The track reconstruction process is schematically described in Fig. 2.8.
The complete tracking process provides a very precise measurement of position, direction,
inverse curvature and covariance matrix of the track, which are needed for the particle
momentum measurement and the vertex determination. The momentum of a charged particle
traveling in a magnetic field B can be calculated as

p =
L2qB

8s
(2.5)

where L is the lever arm length of the tracking detectors, q is the charge of the particle and s
is the sagitta of the track, which is provided by the position sensitive detectors located in the
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Fig. 2.7 TPC track reconstruction efficiency for pp (green line) collisions at
√

s = 8 TeV and for
different centralities (red dots and blue open squares) in Pb–Pb collisions at

√
sNN = 2.76 TeV. The

tracking efficiency appears not to depend on the event multiplicity. Figure from [95].

space surrounding the interaction point. This quantity can be evaluated with a resolution

σp

p
∝ p

σs

BL2 (2.6)

which depends on the resolution over the track sagitta σs. The large radial coverage of
the ALICE experiment allows for a precise measurement of particle momentum over a
wide momentum range. The resolution on the quantity 1/pT is reported in Fig. 2.9 for p–Pb
collisions at

√
sNN = 5.02 TeV for tracks obtained at different steps of the tracking procedure.

2.6.2 Vertexing

The capability to reconstruct vertices with an excellent precision is another relevant feature
of the ALICE experiment. The vertexing process is meant to reconstruct both the primary
vertex, i.e. the collision point, and secondary vertices coming from the weak decays of
particles, and to separate them efficiently.

Primary vertex The primary vertex evaluation starts with a very fast vertex estimation
provided by the SPD layers of the ITS in the event reconstruction process, as described in
Sec. 2.5.2. The algorithm builds SPD tracklets from the SPD clusters in a fixed azimuthal
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Fig. 2.10 Resolution on the primary vertex position using the SPD clusters only (open markers)
and the full track information (full markers) as a function of the charged particle multiplicity in pp
collisions at

√
s = 7 TeV. The red points correspond to the y coordinate while the blue ones to the x

coordinate.

angle window and extrapolate the tracklets to the nominal interaction point. If at least
two tracklets are present, the primary vertex is evaluated as the point which minimizes the
distance from all of them. This rough estimate is superseded by the vertex estimation which
is performed at the end of the tracking process: when full tracks have been reconstructed,
they are propagated to the nominal beam line and the vertex position is evaluated again by
excluding tracks too far from it. The results coming from the two approaches are reported in
Fig. 2.10 as a function of charged particle multiplicity. Higher multiplicity events grant a
better resolution in terms of primary vertex estimation, reaching a precision of the order of
∼ 50 µm.

Secondary vertex The search for additional vertices coming from the decay of unstable
particles takes place once the primary vertex position has been estimated. A dedicated
algorithm, called weak decay finder, is implemented in the ALICE software and is responsible
to search for the weak decays of both charged and neutral particles. The process starts from
the latter: pairs of tracks with opposite sign and close in the phase space are matched
and backward reconstructed to form a neutral mother particle (V0) which decays in the
minimum distance point between the daughter tracks. Among the huge number of two-
particle combinations, the pairs must fulfill some quality criteria in order to be stored as
V0 candidates. The Distance of Closest Approach (DCA), which is the minimum distance
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between the prolonged charged tracks, must be small enough, as well as the minimum
distance between the tracks and the estimated secondary vertex. The cosine of the pointing
angle (cos(θp)), where θp is the angle between the total momentum vector of the daughter
pair and the straight line connecting the primary and secondary vertices, is required to be
large. After the reconstruction of V0s, such as K0

S mesons and Λ baryons, an additional
iteration of the weak decay finder combines V0s and charged tracks to reconstruct the weak
decays of charged particles. As well as for the reconstruction of the V0 vertex, selection
criteria on the DCA between the V0 and the charged particle, and on cosine of pointing angle
are applied to reduce the combinatorial background. Finally, the secondary vertex position
is estimated as halfway between the point of closest approach of the V0 and the point of
closest approach of the charged track. Two operating modes are available for the weak decay
finder algorithm. The offline finder is executed after the full track reconstruction, while the
on-the-fly one is already used during the track fitting procedure. In this work, the offline
finder will be used to reconstruct the decays of the Ξ and Ω baryons, whose analysis will be
described in details in Chapter 5.

2.6.3 Particle Identification

A key feature of the ALICE experiment is the excellent particle identification capability of the
detectors, characterized by high resolution over a wide momentum range. The PID is mainly
carried out by the ITS, TPC, TOF and HMPID detectors, and is based on different physical
principles depending on the detector technology. The ITS and the TPC identify charged
particles via specific energy loss measurements, the TOF detector measures the time of flight
and the HMPID evaluates the relativistic β = v/c measuring the Cerenkov light angle. In
each physics analysis the particle identification is performed by combining the information
of a subset of PID detectors, depending on the analysis requirements. This is done in order
to achieve the desired purity without drastically reducing the detection efficiency. In the
following, the PID detectors used for this work will be described.

TPC The TPC detector performs particle identification through specific energy loss mea-
surements in the detector gas. The 159 padrows located in the end-plates collect the free
charges drifting through the detector which have been produced via ionization by the charged
particles traversing the detector. The particle energy loss depends on the collected electric
charge with some contributions given by the value of the electric field and by gain factors,
which are known parameters for each data taking period. The final dE

dx is evaluated as the
truncated mean of each single padrow measurement. If the particle momentum is known, the
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specific energy loss is evaluated as

f (βγ) =
P1

β P4

{
P2 −β

P4 − ln
[

P3 +
1

(βγ)P5

]}
. (2.7)

This parameterization, which is provided by the ALEPH collaboration [96], relies on the
particle velocity β and on the Lorentz factor γ , while Pi are parameters fixed by a fit to
experimental data. An additional parameterization is provided by the ALICE analysis
framework through splines which allow to calculate the energy loss as a function of the
rigidity p/z for particles with electric charge z. The specific energy loss obtained through
splines is reported in Fig. 2.11 for p–Pb collisions at

√
sNN = 5.02 TeV.

Relying on dE
dx measurements, a precise identification of the particle species is possible

for low momentum tracks, where the specific energy loss varies significantly for different
particle types. On the contrary, for higher momenta, particles reach the Minimum Ionizing
Particle region and cannot be distinguished on a dE

dx measurement basis, since the expected dE
dx

values are similar for all species. The dE
dx resolution of the ALICE TPC is about 5.5% in pp

collisions and 7% in Pb–Pb collisions. The identification is commonly performed evaluating
the difference between the measured dE

dx and the expected one for a certain particle species.
The nσ value is calculated as

nσ =

dE
dx meas −

dE
dx

i
exp

σ i
exp

(2.8)

where σ i
exp is the expected detector dE

dx resolution for the species i obtained with a Gaussian
fit to the dE

dx distribution in different momentum intervals. dE
dx meas is the measured signal for

the candidate track and dE
dx

i
exp is the expected signal for the same species i, obtained from the

ALEPH parameterization or the ALICE splines.

TOF The time measurement provided by the TOF detector can be exploited for particle
identification purposes. If a TOF cluster is attached to a track during the tracking process,
the velocity β of the particle is evaluated as

βc =
∆tmeas

L
(2.9)

where ∆tmeas = tTOF − t0 is the time of flight of the particle and L is the integrated track
length. The collision time t0 is provided by the T0 detector as described in Sec. 2.3.4, while
tTOF is the time measured by the TOF detector. The measured β value for tracks with an
attached TOF cluster is reported as a function of the transverse momentum in Fig. 2.12 for
pp collisions at 5.02 TeV.
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Fig. 2.11 TPC specific energy loss as a function of the rigidity p/z for charged particles and antiparti-
cles in p-–Pb collisions at

√
sNN = 5.02 TeV. The red lines represent the expected detector response

for different particle species. Figure taken from the ALICE figure repository ©.

As well as for the TPC detector, the particle identification can be performed by using the nσ

method through the formula

nσ =
∆tmeas −∆t i

exp

σ i
exp

(2.10)

where ∆tmeas is the time of flight of the measured track, ∆t i
exp is the expected time of flight

for the particle species i and σ i
exp is the expected resolution on ∆tmeas for the species i.

Another possible strategy is the evaluation of the particle mass, starting from the TOF time
measurement, which can be calculated as

m2
TOF =

p2

c2

(
c2∆t2

meas
L2 −1

)
(2.11)

where p is the momentum of the particle and L is the integrated length of the track. Both
methods can be applied to perform particle identification in an intermediate to high momen-
tum region, which is typically not reachable with a TPC measurement, extending the physics
analyses towards higher momenta.



2.6 ALICE performance 43

Fig. 2.12 Velocity of the particles in pp collisions at
√

s = 5.02 TeV computed using the time of flight
information from the TOF detector as a function of the measured track momentum. The mismatch
background, due to tracks incorrectly matched to TOF clusters, is well visible. Figure taken from the
ALICE figure repository ©.



Chapter 3

Light nuclei and strangeness production
in high energy physics

The goal of probing and characterizing the QGP is pursued by the ALICE experiment by
studying many different and complementary observables. The production of light nuclei
in small colliding systems and strange hadrons in Pb–Pb collisions are two outstanding
examples of the large variety of measurements which can be carried out to explore the
physical processes underlying high energy hadronic collisions, ranging from small to large
colliding systems. In the following, those observables will be described together with the
theoretical models available up to date to describe the production mechanism of light nuclei
and strange particles in high energy physics.

3.1 Light flavor particle production from small to large
colliding systems

As was mentioned in Sec. 1.4.1, light nuclei and strange particles can be classified as soft
probes, being produced during the hadronization phase, shortly after the chemical freeze-out.
In this context, the understanding of the mechanism which governs light flavor particle
production is a key information to describe properly the latest stages of the evolution of
an hadronic collision. The production of light nuclei is theoretically described using two
phenomenological models: the coalescence model [97] and the Statistical Hadronization
Model (SHM) [98]. The coalescence model assumes that light nuclei, being composite objects
formed by more than one nucleon, can be produced via a coalescence process. The SHM
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describes the mechanism responsible for the production of various particle species by using a
thermal-driven approach for different collision systems at the LHC energies. In particular, it
is suitable to describe both the production of light nuclei and strange particles. On the other
hand, the production of strange particles is also explained by either hydrodynamic [99] and
microscopic [100, 101] models or general purpose event generators [102]. The former aim
to describe the fireball expansion and the subsequent system evolution through the principles
of hydrodynamics and via the microscopic interactions between the medium constituents,
while the latter are built to describe the hadronic collision as a whole, starting from the very
short distance scales of quark-quark interactions, up to the typical scale of hadron formation
and decay. A detailed discussion of these models will be given in the following, while the
comparison between the model predictions and the experimental results from this work will
be discussed in Chapter 4 and Chapter 5 for light nuclei and strange particles, respectively.

3.1.1 Coalescence model

The formation of light nuclei might be explained via the coalescence mechanism: the
fundamental assumption of the so called coalescence model is that nucleons which are close
enough in phase space at the kinetic freeze-out can bind together to form a nucleus. In this
static model, whose first implementation was developed for explaining nuclei production
in proton-nucleus collisions [103], there is no attempt to give a detailed description of the
interactions that lead to the formation of nuclei. Starting from the invariant momentum
distribution of the constituents nucleons Ep(d3Np/dp3

p), the coalescence model predicts the
momentum spectra of light nuclei Ei(d3Ni/dp3

i ). The key parameter of this model is usually
known as coalescence parameter BA and it is proportional to the probability to form a certain
nucleus starting from A protons and neutrons. The invariant momentum distribution of the
produced nuclei can be evaluated from the model as

Ei
d3Ni

dp3
i
= BA

(
Ep

d3Np

dp3
p

)A

(3.1)

where A is the mass number of the nucleus i under investigation, while Ei and Ep are the
energies of the nucleus and of the constituent nucleons, respectively. Equation 3.1 is obtained
under the assumption of proton-neutron isospin symmetry, since it is not possible for the
ALICE experiment to measure neutral particles such as neutrons, due to the absence of a
hadronic calorimeter. This is however a reasonable assumption, due to the expected vanishing
baryo-chemical potential at the LHC energies.
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A very simple implementation of the coalescence model, thus called naive coalescence [97],
takes into account only the nucleon momentum correlations, without considering any depen-
dence on the spacial coordinates. Nucleons are required to have similar momenta in order to
meet the conditions for coalescence to happen, but no constraints on their position within the
fireball is set. With this approximation, the coalescence parameter can be written as

BA =

(
4
3

π p3
0

)A−1 mA

mA
p

(3.2)

where mA and mp are the nucleus and proton masses, respectively. The only free parameter is
the p0 value, which is the maximum radius in the momentum space for which a coalescence
process is allowed. No dependence of BA on multiplicity, thus on the system size, nor on
transverse momentum is expected. This simplified approach is reasonable in small colliding
systems, such as pp collisions, since the system size (r ≈ 1 fm [104]) is similar or even
smaller than the nucleus radius (R ≈ 2 fm [105–107]) and nucleons are close in space.
However, when a larger system such as a Pb–Pb collision (r ≈ 6 fm in central Pb–Pb
collisions [108, 109]) is inspected, two nucleons can be produced far from each other but
with similar momenta: in this case, the naive implementation would allow a coalescence
process to happen, even though in principle the nucleons are well separate in space, thus a
coalescence process could not happen. For this reason a more advanced implementation is
required to describe the trend of the experimental data across different collision systems. A
Wigner formalism can be used to describe the quantum-mechanical nature of the coalescence
process and in this advanced approach [110] the starting point is the definition of a nucleus
wave-function as

ψA(⃗r) =
(
πR2

A
)− 3

4 e
− r2

2R2
A (3.3)

where the nucleus is approximated as a harmonic-oscillator characterized by a radius RA.
The complete space-time dependence is taken into account with an average correction factor
which enters the calculation and has the form

⟨CA⟩=
A

∏
i=1

(
1+

R2

4R2
i

)− 1
2 (A−1)

(3.4)

where R is the size of the emitting source created in the collision. The behavior of the ⟨CA⟩
correction factor as a function of R is reported in the upper panel of Fig. 3.1 for different
assumption on the value of the deuteron radius. ⟨CA⟩ is identically null for a point-like
source (R → 0) and it increases smoothly with increasing R, saturating to unity for large
source size values. Thanks to this approach, the model provides an analytical expression for
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the coalescence parameter which derives from quantum mechanical principles and can give
predictions across different colliding systems with a continuous behavior, depending only
on the interplay between the sizes of the system and of the nucleus. The BA parameter is
evaluated as

BA(R) =
gA

2A
1√
A

1
mA−1

T

 2π

R2 +
(

RA
2

)2


3
2 (A−1)

(3.5)

where gA is the spin degeneracy factor of the nucleus and mT =
√

m2 + p2
T is its transverse

mass. As an example, the coalescence parameter of deuterons B2 is reported in the lower
panel of Fig. 3.1 as a function of the system radius. The interplay between the system and
nucleus sizes drives the behavior of the coalescence parameter in this approach: for small
sources such as pp collisions, R is negligible and the coalescence parameter does not depend
on it, retrieving the naive coalescence implementation. On the contrary, for large systems the
inverse proportionality on R is the dominant factor, leading to a decrease in the coalescence
parameter as a function of the system radius.
Another similar implementation [111] exploits again the Wigner formalism in order to
compute production yields of light nuclei produced via coalescence. The phase-space
distribution of the fireball is described as a thermalized expanding spherical distribution with
a kinetic freeze-out temperature Tk and radius R via the formula

fp,n (x,k) =
Np,n

(2π)3 (mATkR2
p,n
) 3

2
e−

k2
2mATk

− x2

R2 (3.6)

where mA is the nucleus mass and Np,n is the number of neutrons or protons within the
fireball. The full calculation allows for the evaluation of the total number of produced nuclei.
As an example, the number of deuterons is obtained as

Nd(R) =
3NpNn

4(mdTkR2)
3
2

1(
1+ 1

mdTkR2
d

) 3
2

1(
1+ R2

d
4R2

) 3
2

(3.7)

where Rd is the size parameter of the deuteron. Keeping in mind that typically Tk ≈ 100 MeV,
thus mATk ≫ 1/R2

d, and dividing by the total number of produced protons, it is possible to
obtain predictions on the yield ratios between the produced nuclei and protons. For deuterons
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the ratio is expressed as

Nd

Np
(R) =

3Nn

4(mdTkR2)
3
2

1[
1+
(1.6 fm

R

)2
] 3

2
(3.8)

while for helions it is evaluated as

N3He
Np

(R) =
NnNp

4(m3HeTkR2)
3

1(
1+

R2
3He

2R2

)3 . (3.9)

The last factor of both Eq. 3.8 and Eq. 3.9 describes the interplay between the nucleus
size and the emitting source size. In particular, when R is of the order of the nucleus size,
this factor is responsible for the decrease of the nuclei to proton ratios with respect to the
saturation value, expected from the model for large system size.
Thus the coalescence models are able to predict a smooth evolution of two key observables,
the coalescence parameter BA and the nuclei-to-proton ratios, as a function of the system size,
going from small systems such as pp collisions to large collision systems, namely Pb–Pb
collisions at the LHC. These predictions will be compared to the experimental results from
this work in Sec. 4.10 and in Sec. 4.11.

3.1.2 Statistical hadronization model

The statistical hadronization model (SHM) [98], also known as thermal-model, relies on the
principles of statistical mechanics. Thanks to the very large number of particles produced
in the hadronic collision, SHM assumes that, at the chemical freeze-out, the fireball has
reached thermal and chemical equilibrium. The system is treated as a gas of ideal non-
interacting hadrons and resonances, including all the known contributions up to a temperature
of 190 MeV. Within this approach, the fireball can be described with a partition function and
by using statistical mechanics. Two different versions of the SHM are devoted to explain
particle production in small and large colliding systems and they depend on the conservation
laws that are applied in the calculations. They are based on either a canonical or a grand
canonical ensemble.

Grand canonical ensamble In large colliding systems a grand canonical (GC) ensemble
is used. With this approach, the conservation laws for energy and quantum numbers are
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Fig. 3.1 Quantum-mechanical correction factor ⟨CA⟩ (top) and coalescence parameter B2 (bottom)
as a function of the radius R of the emitting source. The predictions obtained by assuming different
deuteron radius Rd values are reported with different colors. Figure taken from [110]
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fulfilled on average over the system. The fireball is described via its partition function Z as

Z(T,V,µ) = ∏
j

Zj(T,V,µj) (3.10)

where T , V and µ are the variables characterizing the system, namely its temperature, volume
and chemical potential. For the specie j, the single partition function can be written through
its logarithm as

lnZj(T,V,µj) =
V gj

2π2

∫
∞

0
±p2dp ln

(
1± e−

Ej−µj
T

)
(3.11)

where gj = 2s+1 is the spin degeneracy factor and Ej =
√

p2 +m2
j is the total energy. The

+ and − signs are for fermions, according to the Fermi-Dirac statistics, and for bosons,
according to Bose-Einstein statistics, respectively. The chemical potential for the single
species is defined as the sum of the globally conserved quantum numbers. Since the SHM
includes contributions up to 190 MeV, the only quark species available are u, d and s, limiting
the quantum numbers to be conserved to three: charge Q, strangeness number S and baryon
number B. Thus the chemical potential for each species j can be expressed as

µj = QjµQj +SjµSj +BjµBj (3.12)

The initial state of the collision gives anyway constraints on the three quantum numbers
to be conserved. The strangeness content of the colliding nuclei is null, fixing µS = 0.
Moreover the µQ value is fixed by the net charge of the colliding particles. Thus the only
truly free component of the chemical potential is due to the baryo-chemical potential µB,
which depends on the energy of the collision. Starting from the partition function and keeping
in mind these constraints, it is possible to evaluate the average number of produced particles
for the species j as

⟨N(gce)
j ⟩(T,V,µBj) = (1+∑

i
Γi→j)

V T gj

2π2

∞

∑
k=1

(±1)k+1

k2 e
k
T

(
QµQ+BjµBj

)
m2

j K2

(
kmj

T

)
(3.13)

where the first term of the equation accounts for the decay of any possible hadronic resonance
i into the species j via its branching ratio Γi→j, resulting in an increase with respect to a
thermal-only production. The second term describes the thermal production of the species j
with a mass m. K2 is a modified Bessel function of the second kind. The grand canonical
approach to SHM grant predictions for a large variety of particle species in Pb–Pb collisions:
for what concerns this work, predictions for the production of both strange particles and
light nuclei arise naturally when the chemical freeze-out temperature and the baryo-chemical
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potential are set to T = 156 MeV and µB = 0.7 MeV, the specific values constrained by the
LHC running conditions [112].

Canonical ensamble In small colliding systems a canonical description of the fireball
is used, giving rise to the Canonical Statistical Model (CSM). In pp collisions, where the
spacial extension of the fireball is small, the hadron resonance gas is required to undergo local
conservation of quantum charges. Thus an exact conservation of Q, S and B is demanded
over the whole correlation volume Vc. At given temperature and correlation volume, the
partition function is defined as

Z(Q,S,B) =
∫

π

−π

dφQ

2π

∫
π

−π

dφS

2π

∫
π

−π

dφB

2π
e−i(QφQ+SφS+BφB)× e∑j Zje

i(QjφQ+SjφS+BjφB)
(3.14)

where j runs over all the species included in the gas. Qj, Sj and Bj are the quantum charges
associated to each species. Zj is the single partition function for the specie j and it is expressed
as

Zj =
Vcgj

2π2

∫
dmρj(m)m2T K2

(m
T

)
(3.15)

where gj and ρj(m) are the degeneracy factor and the mass distribution of the species j,
respectively. K2 is again the modified Bessel function of the second kind. As well as before,
the average number of produced particles for the species j is evaluated starting from the
partition function as

⟨N(ce)
j ⟩= (1+∑

i
Γi→j)

Z(Q−Qj,S−Sj,B−Bj)

Z(Q,S,B)
⟨N(gce)

j ⟩ (3.16)

where ⟨N(gce)
j ⟩ is the result obtained for the specie j in a GC ensemble. Similarly to the

grand canonical ensemble result, the first term of the equation accounts for the feed-down
contribution from hadronic resonance decays. The second factor acts on the grand canonical
production reducing the expected yields due to the local conservation of the Q, S and B
charges.
As an overall effect, the CSM expected yields are suppressed with respect to a GC description.
This effect, known as canonical suppression, can be observed in Fig. 3.2, where the ratio
between the predictions obtained with a SHM implementing a GC and a canonical ensemble
is reported as a function of the correlation volume. For particles with varying strangeness
content, ranging from π mesons to Ω baryons, this ratio is reported with different colors de-
pending on the quantum numbers conserved in the calculations. As described previously, the
CSM implements the local conservation of B, S and Q simultaneously, thus it is represented
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Fig. 3.2 Correlation volume dependence of the ratios of various final hadron yields calculated in
different canonical approaches over the GC values. Calculations are performed at T = 155 MeV.
Figure taken from [113].

by the continuous black line, while the other lines correspond to intermediate configurations
between a CSM and a GC approach. Except for the φ meson, which is not sensitive to the
variation of the conservation laws, the other hadron species behave qualitatively similarly as
a function of Vc: for large correlation volumes, corresponding to central Pb–Pb collisions, the
CSM predictions saturate, reaching the values of the GC SHM. Moving to lower correlation
volumes, a smooth decrease of the ratio is observed, until a minimum is reached for low
multiplicity pp collisions, namely for Vc ≈ 1 fm3. This effect will be discussed in details
and compared to the experimental measurements of the light nuclei and strange particles
production in Sec. 4.11 and in Sec. 5.10, respectively.

3.1.3 Hydrodynamic models

At present, there is not a unique theoretical description capable of modelling the nucleus-
nucleus collisions provided by the LHC. Alongside the coalescence and SHM models
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discussed in the previous Sections, a large sample of models inspired by the principles of
hydrodynamics [99] was exploited to describe low-momentum (pT ≲ 3 GeV/c) particle pro-
duction in heavy ion collisions. In particular, this class of models tries to describe the fireball
evolution, as long as the thermal equilibrium condition is met, by requiring a set of equations
to be conserved during the relativistic hydrodynamic evolution of the system. Typically,
models apply the conservation of quantum numbers, energy and momentum. The hydrody-
namical evolution of the system may be carried out within the ideal limit, meaning with null
viscosity, if it is performed in a perfect medium without dissipations, or with viscosity. When
finally the thermal equilibrium condition is broken, the transition from the hydrodynamical
fluid to free particles is performed with a Cooper-Frye freeze-out approach [114], assuming
the same momentum distribution for local fluid elements and particles which are produced
within that volume. Since these models describe only the evolution of the fireball, they
must be provided with a set of initial conditions which are used as a starting point for the
hydrodynamic calculations. Usually, the conditions used as inputs are an equation of state,
an energy density and a pressure.
An example from this class of models is the New causal Viscous Israel-Stewart Hydrody-
namics in 2+1 space-time dimensions (VISHNew) [115] model. The initial conditions used
by this model are provided by a Glauber Model [89], a phenomenological model which de-
scribes the nucleus-nucleus collisions in terms of the elementary collisions of the constituent
nucleons, based on geometrical assumptions only. On top of these initial conditions, a system
evolution based on the conservation of energy-momentum in a Eulerian space defined by
curvilinear coordinates (τ,x,y,η) is applied. In this coordinate system, x and y represent the
two directions transverse to the beam axis z, τ =

√
t2 − z2 is the longitudinal proper time and

η = 1
2 ln t+z

t−z is the space-time rapidity. The particle invariant spectra are calculated with a
Cooper-Frye integral as

Ei
d3Ni

dp3
i
=

gi

(2π)3

∫
Σ

p ·d3
σ(x)

[
f (i)eq (x, p)+δ f (i)(x, p)

]
(3.17)

where Σ is the surface of the fireball at the kinetic freeze out, supposed to happen at a constant
temperature T = 130 MeV and d3σ is its normal versor. The integral is performed over two
terms: the first one, f (i)eq (x, p), is the local thermal equilibrium distribution provided by the
hydrodynamical evolution of the system for the particle species i and depends on the spatial
and momentum coordinates x and p. The second term, δ f (i)(x, p), describes any possible
deviation from local thermal equilibrium due to viscous effects and can be approximated as

δ f (i)(x, p) = f (i)eq (x, p) · 1
2

pµ pν

T 2
πµν

e+ p
(3.18)
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where πµν is the viscous pressure tensor, pµ is the 4-momentum vector and e+ p is the
equilibrium enthalpy of the system. The main limit of this approach is due to the fact that,
even if the latter is generally a small correction to the former term, it grows quadratically
with momentum, thus it leads to a breakdown of the hydrodynamical viscous approach at
high momentum, where the integral is no more dominated by the equilibrium distribution.
Anyhow, comparisons to the Relativistic Heavy-Ion Collider (RHIC) results [116] obtained
in Au–Au collisions at

√
sNN = 200 GeV have shown that a hydrodynamical description

within the ideal limit, meaning with null viscosity, describes the evolution of a QGP state
better than viscous hydrodynamics.

3.1.4 Microscopic models

Another possible approach to describe the evolution of an hadronic collision relies on
modelling as precisely as possible the interactions characterizing the fireball expansion. In
particular, one has to deal with a large number of possible interactions and mechanisms
which depend on the energy scale of the collision. While at energy scales up to the critical
temperature for the QCD phase transition Tc ≈ 160 MeV a description in terms of hadrons
and resonances is appropriate, at higher energies the quark and gluon degrees of freedom
become the leading actors of the interactions.
An example of microscopic model is given by the Ultra-relativistic Quantum Molecular
Dynamics (UrQMD) model [100, 101]. The description of the model starts from the definition
of the colliding nuclei, which are treated as a Fermi gas with Gaussian-shaped nucleons.
Then the trajectories and interactions of all particles are determined individually throughout
the evolution of the system. This is done by solving the collisional Boltzmann equation
with a potential which is given by the sum of Yukawa, Coulomb and Skyrme [117] effective
potentials. The most relevant input for this calculation stands in the knowledge of all the
possible interaction cross sections and the decay widths for the unstable particles, which must
be well constrained in order to obtain a reliable description of the microscopic processes
characterizing the fireball. The main difficulty of this approach is due to the presence
of the hot and dense medium formed in the collision, which might change significantly
these quantities with respect to the ones known in vacuum. For this reason important
approximations are needed whenever an hadronic cross section is not known: in such a case,
the Additive Quark Model (AQM) [118] is used to extrapolate the hadronic cross section
from the known one coming from elementary quarks.
Usually, in order to avoid extrapolation, the UrQMD model is coupled to an event generator
which is responsible for the description of the in-medium interactions: as an example, the
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combination of the UrQMD model and the EPOS3 [119, 120] event generator was able to
describe the production of hadronic resonances measured by the ALICE experiment in Pb–Pb
collisions at

√
sNN = 2.76 TeV [121].

3.2 (Anti)nuclei production in pp collisions

The measurement of nuclei and antinuclei production in pp collisions can provide an interest-
ing comparison between the predictions of the CSM and the coalescence model.
In particular, the CSM is implemented into a package called Thermal-FIST [122], where
charge, strangeness content and baryon number are exactly set to zero in the initial status.
The remaining free parameters of the models, as described in Sec 3.1.2, are the chemical
freeze-out temperature T and the correlation volume Vc, whose effect on the predictions can
be tested with a variation of the used values. From previous measurements performed in
Pb–Pb collisions at

√
sNN = 2.76 TeV [123], a temperature value T = 155 MeV seems to

be favoured, even though another configuration with T = 170 MeV is also tested. Since
the correlation volume in which the charges are conserved may change event by event, also
this parameter is varied: in this study the two values Vc = dV/dy and Vc = 3(dV/dy) are
tested. The predictions from the model are reported as a function of pion multiplicity dNπ/dy
in Fig. 3.3 together with ALICE measurements [124–127] in different collision systems.
The nuclei-to-proton yield ratio is evaluated for deuterons (a), helions (b), hypertritons (c)
and alpha particles (d). For the two lightest among these nuclear species, deuterons and
helions, measurements are available in both pp and Pb–Pb collisions. The measurement of
such a ratio was not performed in pp collisions for heavier particles such as hypertritons, a
bound state of a deuteron and a Λ particle, and alpha particles, made up of two protons and
two neutrons because a higher statistics is needed. This is due to the combination between
the canonical suppression effect and the exponential decrease of the production yields as a
function of the mass number of the nucleus [128]. The predictions grow monotonically from
low to high pion multiplicity, reaching a saturation region which corresponds to the grand
canonical value. The comparison to data helps in testing the different parameterizations of
the Thermal-FIST model: when the values T = 155 MeV and Vc = 3(dV/dy) are assumed,
the level of agreement is better with respect to other configurations of the free parameters.
As described in Sec. 3.1.1, a refined implementation of a coalescence model which takes into
account both spacial and momentum distributions of nucleons can provide predictions of
nuclei-to-proton ratios as well. In particular, the expectations from such a model [111] are
reported in Eq. 3.8 and Eq. 3.9 and depend on the neutron multiplicity Nn, on the temperature
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Fig. 3.3 Predictions from the Thermal-FIST package for the deuteron-to-proton (top left), helion-
to-proton (top right), hypertriton-to-proton (bottom left) and 4-helion-to proton yield ratios. Three
parameterizations of the CSM are reported: T = 155 MeV for Vc =

dV
dy (solid black line), T = 155 MeV

for Vc = 3 dV
dy (dashed black line) and T = 170 MeV for Vc =

dV
dy (dash-dotted blue line). Experimental

data from the ALICE experiment [124–127] are also reported. Figure taken from [122].
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of kinetic freeze-out Tk and on the emitting source radius R. In order to fix these parameters,
the model takes into account the ALICE measurements [129–131] of pion, kaon and proton
production across different collision systems performed as a function of charged particle
multiplicity. The nuclei-to-proton ratio predictions for deuteron and helion together with the
triton-to-helion ratio are reported in Fig. 3.4 as a function of the charged particle multiplicity
of the event. For nuclei with mass number A = 3, the coalescence predictions are reported
both for a two body coalescence (red), meaning for a coalescence between a deuteron and
a proton, and for a three body coalescence, where three nucleons form a nucleus via coa-
lescence at the same time. A smooth behavior across multiplicity is foreseen also by this
implementation of the coalescence model, similarly to what was shown for a CSM.
Nuclei production in high-energy hadronic collisions can thus be explained by using models
which are based on really different assumptions and relies on complementary mechanisms,
leading to similar behavior, at least from a qualitative point of view. In this context, a more
comprehensive discussion and comparison between these two models is needed, in order to
understand the mechanism responsible for nuclei production. In the concluding part of next
Chapter such a comparison will be discussed in details and a comparison with the results
obtained from this work and from previous analyses will be reported.

3.3 Strange particle production in Pb–Pb collisions

The production of strange particles in heavy-ion collisions is considered a relevant research
field since the strangeness enhancement phenomenon, introduced in Sec. 1.4.1, was suggested
as a key signature for the observation of the QGP formation [28]. In order to described the
production of strange particles in heavy-ion collisions, very different approaches based on
SHM, hydrodynamic and microscopic models can be exploited.
The grand canonical SHM provides a good description of the production yields measured,
for different particle species, in heavy-ion collisions: the fit to the ALICE measurements
in Pb–Pb collisions at 2.76 TeV [130, 132, 133, 32, 124, 126, 125] in the centrality class
0–10% is reported in Fig. 3.5. Four different parameterizations of the SHM are reported:
THERMUS [134], SHARE [135], GSI-Heidelberg [112] and Thermal-FIST [122]. All the
models show similar qualitative results, being able to describe properly the production of light
flavor particles with the usage of a common chemical freeze-out temperature T ≈ 155 MeV.
When referring explicitly to the strangeness sector, meaning the K and φ mesons and the Λ,
Ξ and Ω baryons, discrepancies smaller than 2σ between the fit result and the ALICE data
are observed.
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Fig. 3.4 Deuteron-to-proton (top), helion-to-proton (center) and triton-to-helion (bottom) yield ratios
as a function of charged particle multiplicity. Data collected both in pp and in Pb–Pb collisions by the
ALICE experiment [124, 127, 130, 131] are also reported. The predictions of the coalescence model,
with theoretical uncertainties due to the emission source radius, are reported with the shaded bands.
For nuclei with three nucleon content the magenta and the blue lines correspond to two-body and
three-body coalescence, respectively. Figure taken from [111].



3.3 Strange particle production in Pb–Pb collisions 59

Fig. 3.5 Thermal model fit to the light-flavor hadron yields in central Pb–Pb collisions at 2.76 TeV [130,
132, 133, 32, 124, 126, 125]. Four different implementations of the model are reported with different
colors: THERMUS [134] (solid black), SHARE [135] (dash-dotted blue), Thermal-FIST [122] (dotted
green) and GSI-Heidelberg [112] (dashed yellow). Figure taken from the ALICE figure repository ©.

As for nuclei production, a canonical approach to the SHM can also be used for the
strangeness sector: the THERMUS package provides predictions for the ratios between
strange hadrons and pion yields. The results obtained with a specific implementation of the
package [136] are reported for various strange particles in Fig. 3.6 together with a comparison
to ALICE data [33, 137, 138, 35, 132, 130, 32, 133] as a function of pion multiplicity. For
what concerns the model, the radius of the emitting source was varied in order to test the
data ranging from small multiplicities (pp collisions) up to high pion multiplicities which
are typical of central Pb–Pb collisions. A chemical freeze-out temperature Tch in the range
between 146 and 166 MeV is set in order to take into account its effect on the predictions,
even though it shows a mild effect due to the chosen normalization: both data and the model
predictions are normalized to the data ratio in the 0–60% most central Pb–Pb collisions. Ex-
cept for the K0∗ and φ mesons, whose interpretation is not straightforward in the strangeness
sector due to additional effects like rescattering [139, 140] and potential out of equilibrium
production [133], the model describes qualitatively the data and predicts the aforementioned
strangeness enhancement with a smooth behavior across the different colliding systems.
This is another important demonstration on how reliable predictions can be when they are
provided by a static model like the SHM.
The dynamics of strange particles can also be studied with respect to the evolution of the
fireball by using hydrodynamic and microscopic models. In particular, a hybrid approach
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Fig. 3.6 Ratio between strange particle and pion yields evaluated via the THERMUS package. ALICE
results [33, 137, 138, 35, 132, 130, 32, 133] obtained across different collision systems and at various
energies are also reported. Figure taken from [136].
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Fig. 3.7 Top: transverse momentum spectra in different centrality classes measured by the ALICE
experiment in Pb–Pb collisions at 2.76 TeV [130] for pions (left), kaons (center) and protons (right).
Theoretical curves from a VISHNU simulation are also reported. Bottom: ratio between data and
model predictions for the 0–5%, 30–40% and 70–80% centrality classes. Figure taken from [142].

based on the combination of the VISHNew [115] and UrQMD [100, 101] models, called
VISHNU [141], is used to describe particle production spectra in the low transverse mo-
mentum region. The VISHNU basic workflow consists on performing a hydrodynamical
evolution of an initial state, which is usually provided by a MC generator or by a Glauber
model simulation, by using the VISHNew model. At the end of the hydrodynamic calculation,
the fluid cells are converted into particles as described in Sec. 3.1.3 and are then forced
to undergo a subsequent dynamical evolution via a UrQMD model, where each particle
is considered in its trajectory, interactions and eventual decay. At the end of this stage,
the obtained final state of stable particles can be compared to data. This approach showed
promising results in describing the production spectra of light flavor particles: the comparison
between the transverse momentum spectra measured by the ALICE experiment [130] for
pions, kaons and protons in different centrality classes and the VISHNU predictions [142] is
reported in the top panel of Fig 3.7. The ratio between data and model predictions, reported
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in the lower panel, shows how the VISHNU code can reproduce reasonably well, at least
from a qualitative point of view, the data in the central (0–5%) and semi-central (30–40%)
regions, in particular for protons. On the other hand for peripheral collisions (70–80%) a
large difference between data and VISHNU predictions is observed over the whole transverse
momentum range of the measurement. This behavior is expected since models based on
hydrodynamics usually perform better for central collisions: the system radius is larger in
central than in peripheral collisions, and so the hydrodynamic expansion lasts longer. From
this comparison a hydrodynamic evolution of the system seems to be more suitable for central
than for peripheral collisions.
Finally, an additional approach based on a revised combination of hydrodynamic and mi-
croscopic evolution of the system is given by the EPOS4 [102] event generator. The initial
stage of this framework consists in the simulation of the hadron-hadron interaction, which
is carried out via the S-matrix theory [143], a field theory calculation dedicated to solve
parton scattering problems. The main difference with respect to the VISHNU model resides
in how the system created in the collision is treated. In the EPOS4 model the system is
divided in two parts: core and corona [144]. The core, characterized by high energy density
and hard scattering processes, can be identified with the deconfined medium and evolves
under the principles of hydrodynamics until a hadronization phase, whose occurrence is set
depending on the energy density of the system. The corona part, which surrounds the core, is
characterized by a confined phase and no hydrodynamic evolution is foreseen. As a final step,
a microscopic evolution via a UrQMD model is applied to the system, until no further inter-
action between the hadrons of the system is observed. The EPOS4 model is able to provide a
good description of the ALICE measurements: as an example, the yield ratio to pions (left)
and the average transverse momentum are reported in Fig. 3.8 for the Ω baryon measured in
pp collisions at

√
s = 7 TeV [33] and in Pb–Pb collisions at

√
sNN = 2.76 TeV [32]. Four

different predictions from the EPOS4 model are reported in order to disentangle the effect of
the procedure used in the calculation: full EPOS4 model (red), core-corona without UrQMD
evolution (yellow), corona-only (blue) and core-only (green). For both the observables, the
core contribution is always significantly higher than the corona one, which anyway can not
be neglected in order to obtain a good description of data. On the contrary, the effect of
the UrQMD evolution has a minor effect, even though not negligible, in particular for the
yield ratio. An overall qualitatively good description of data can be obtained when the full
calculation is performed.
In conclusion, in order to understand the properties of the medium produced in high-energy
hadronic collisions, the results coming from SHM and microscopic models need to be con-
sidered: on one hand the SHM is able to provide a good description of data over a wide range



3.3 Strange particle production in Pb–Pb collisions 63

Fig. 3.8 Predictions for the ratio of the Ω and π yields (left) and average transverse momentum
of the Ω baryon (right) as a function of the average particle multiplicity produced at midrapidity
⟨d⟩nch/dη(0), compared to the ALICE measurements in pp collisions at

√
s = 7 TeV [33] (circles)

and in Pb–Pb collisions at
√

sNN = 2.76 TeV [32] (stars). Four different implementations from the
EPOS4 model are reported: full EPOS4 model (red), core-corona without UrQMD evolution (yellow),
corona-only (blue) and core-only (green). Figure taken from [102].

of physical processes with a statistical-only approach. On the other hand, the underlying
processes which are not taken into account in SHM are implemented in hydrodynamical and
microscopic models and should be considered to provide further constraints on the medium
properties. In the final part of Chapter 5, the SHM, the VISHNU model and the EPOS4
event generator will be compared with measurements in the strangeness sector from previous
analyses and from this work in order to test the capability of these approaches to describe the
strange particle production in high energy collisions across different collision systems.



Chapter 4

Light nuclei production in pp collisions at
5.02 TeV

The initial part of the thesis project aims to measure the production of protons (p), deuterons
(d), helions (3He) and their antimatter counterparts (p, d, 3He) in pp collisions at

√
s =

5.02 TeV. Since particles and antiparticles are analyzed in the same way in this thesis work,
the particle names (symbols) protons, deuterons and helions (p, d, 3He) will refer both to
matter and antimatter. Explicit reference will be made only when necessary to highlight
specific differences and avoid ambiguities. In the following, each step of the work which has
been carried on during this part of the thesis project will be discussed in details. Whenever
part of it has been inherited from previous works, this will be highlighted and references will
be given.

4.1 Analysis strategy

The measurement of light nuclei production is a complex procedure based on different steps,
which will be described in detail in the following sections. First of all, a defined set of
selections is applied to both events and reconstructed tracks in order to restrict the analysis
to high-quality data: in particular, only tracks with complete information from the central
barrel detectors and with good enough resolution are used for this analysis. The second step
consists on the selection of good light-nuclei candidates through the application of particle
identification techniques to the above selected tracks, a task which is performed using either
the TPC or the TOF detectors. For transverse momentum up to pT = 1 GeV/c, the TPC
information is sufficient to separate nuclei from the other particle species. At higher pT, the
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TOF detector is introduced to improve purity. The number of detected nuclei tracks has to be
corrected for the detector efficiency and acceptance, the fraction of candidates not coming
from the interaction point and the number of events lost due to trigger inefficiencies. This
information can not be extracted from the experimental data and must be obtained from MC
simulations. The first results of this analysis consist on the nuclei transverse momentum
spectra, which are obtained by combining the signal extraction and the subsequent corrections.
Two key observables such as the average transverse momentum and the production yields of
nuclei are extracted with a fit to the spectra, allowing for a comparison between this work
and previously published analyses. Finally, the coalescence parameters and the ratio between
the production yields of nuclei and protons are evaluated and compared to the predictions
coming from the theoretical models described in the previous Chapter.

4.2 Data and Monte Carlo samples

This analysis consists of nearly 1.1 ·109 pp collisions at
√

s = 5.02 TeV, the whole pp data
sample collected by ALICE in 2017. Two complementary detector read-out strategies were
adopted to enhance the number of collected inelastic events, both of them triggered requiring
a coincidence signal from the V0A and V0C detectors. The first one consists in reading-out
all the central barrel detectors and it is called CENT. Its main disadvantage is due to the
limited number of events which can be collected, since one of the read-out detectors, the
SDD, has a significantly larger busy time (≈ 1 ms) than the other central barrel detectors.
In order to cope with this issue, the FAST read-out strategy was adopted, consisting in the
exclusion of the SDD detector from the data acquisition.
Monte Carlo (MC) simulations played a crucial role in many steps of this analysis, ranging
from the efficiency and acceptance correction to the evaluation of systematic uncertainties, as
described in Sec. 4.7. Simulated samples were developed to mimic real data by implementing
the same conditions and experimental setup which characterized the data taking period
exploited for this analysis (anchoring procedure). A detailed list of the MC productions used
is reported in details in Table 4.1. Inelastic collision events were generated by means of the
PYTHIA [145] code, which does not provide a sizeable nuclei sample at reasonable CPU
cost. For this reason it was necessary to inject deuterons and helions in each event. As an
example, on top of each MC event used for the Efficiency x Acceptance correction, nuclei
were injected with the following scheme: one d and one 3He (or their antimatter counterparts)
where injected with a flat transverse momentum distribution in the range 0 < pT < 6 GeV/c.
Additionally, some MC Pb–Pb events, produced with the HIJING [83] event generator, were
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Purpose n. of Events Event Generator Transport Code
Eff x Acc 2.06 ·108 PYTHIA GEANT4

Secondary Nuclei 3.95 ·108 PYTHIA GEANT3
Material Budget 4.08 ·105 HIJING GEANT3

Trigger-induced Signal Loss 3.06 ·108 PYTHIA GEANT4
Table 4.1 Overview of the MC samples used in the nuclei analysis.

used to estimate the amount of matter, called detector material budget, traversed by the nuclei
candidates. This sample is characterized by significantly larger track densities with respect
to PYTHIA-based simulations and, moreover, the material budget did not change during the
whole Run2 campaign and does not depend on the collision system. Depending on the MC
production, either the GEANT3 [85] or the GEANT4 [86] transport codes were used to deal
with the energy loss of particles in the detector, the generation of secondary particles from
the material and the decay of unstable particles.

4.3 Event selection

On top of the online trigger selection described previously, a further offline event selection
procedure is required in order to solely retain events for which the ALICE apparatus can
provide prime reconstruction capabilities. Following the prescription of the Data Preparation
Group of ALICE for the analysis of pp collision events acquired during the LHC Run2
campaign, a standard set of event selections are adopted and summarized in Table 4.2. The
first selection consists on retaining events with at least one charged particle track in the
acceptance region |η |< 1 (INEL > 0) and rejecting events containing pile-up. The so called
in-bunch pile-up, which consists of two or more inelastic events happening in the same bunch
crossing or in bunch crossings separated by less than the SPD read-out time (≈ 300 ns), is
rejected exploiting the correlation between the number of clusters and tracks in the SPD
detector. Additional selections are related to the vertex reconstruction quality and position.
The vertex position along the beam axis is evaluated with the SPD (v(SPD)

z ) and after the
complete tracking process (v(TRK)

z ): if the difference between the coordinates obtained with
the two methods is larger than 0.5 cm, the vertex estimation is considered as not precise
enough and the event is rejected. Finally, only events with an estimated vertex position vz

in the fiducial region ±10 cm around the collision point are accepted, in order to grant a
symmetric acceptance. The number of selected events for each step of the selection chain is
reported in Fig. 4.1.
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Event Selections
|vz| ≤ 10 cm

Pile-up rejection∣∣∣v(SPD)
z − v(TRK)

z

∣∣∣≤ 0.5 cm

Table 4.2 List of event selection criteria.
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Fig. 4.1 Number of accepted events at each step of the event selection.

All the accepted events, both in data and MC samples, are characterized by a certain number
of produced charged particles in the acceptance region |η |< 0.5 and are consequently split
into charged particle multiplicity classes. The chosen multiplicity classes are reported in
Table 4.3 for protons and deuterons and in Table 4.4 for helions, together with the mean
charged particle multiplicity (⟨ dNch

dηlab
⟩) of the events included in each class [88]. The number of

multiplicity classes exploited for the helion analysis is smaller than for protons and deuterons
due to the limited number of helion candidates with respect to the proton and deuteron ones:
this effect is due to the suppression of the production yields of nuclei depending on their
mass number A, as will be discussed in Sec. 4.9.

4.4 Track selection

A second set of offline selections is applied directly on each reconstructed track to ensure
a high quality data sample. First of all, tracks are retained in the mid-rapidity region
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Class Multiplicity (%) ⟨ dNch
dηlab

⟩
I 0 - 1 18.45+0.26

−0.22
II 1 - 5 14.47+0.20

−0.16
III 5 - 10 11.92+0.16

−0.13
IV + V 10 - 20 9.72+0.14

−0.11
VI 20 - 30 7.76+0.11

−0.09
VII 30 - 40 6.34+0.09

−0.07
VIII 40 - 50 5.22+0.08

−0.06
IX 50 - 70 3.94+0.06

−0.05
X 70 - 100 2.43+0.04

−0.03
INEL > 0 0 - 100 5.49+0.08

−0.06
Table 4.3 Summary of the multiplicity classes and the related mean charged particle multiplicity
⟨ dNch

dηlab
⟩ for protons and deuterons. The ⟨ dNch

dηlab
⟩ values were measured for |ηlab|< 0.5 [88].

Class Multiplicity (%) ⟨ dNch
dηlab

⟩
I - III 0 - 10 13.81+0.19

−0.15
IV - X 10 - 100 4.91+0.07

−0.06
INEL > 0 0 - 100 5.49+0.08

−0.06
Table 4.4 Summary of the multiplicity classes and the related mean charged particle multiplicity
⟨ dNch

dηlab
⟩ for helions. The ⟨ dNch

dηlab
⟩ values were measured for |ηlab|< 0.5.
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Variable Selection
|η | < 0.5
|y| < 0.8

TPC clusters ≥ 70
ITS clusters > 1
SPD clusters > 0

|DCAz| < 1 cm∣∣DCAxy
∣∣ < 0.12 cm

χ2 per TPC cluster ≤ 2.5
χ2 per ITS cluster ≤ 36

ITS refit true
TPC refit true

Kink topologies rejected
Table 4.5 Outlook of the track selections applied in this work.

|y|< 0.5 and in the pseudorapidity region |η |< 0.8 only, in order to provide full-length track
reconstruction and to ensure near to nominal PID capabilities. Good transverse momentum
and specific energy loss resolutions (2% and 6%, respectively) can be obtained by requiring
tracks to have at least 70 clusters in TPC and two clusters in the ITS, with at least one of
them in the SPD. Secondary nuclei are rejected thanks to additional selections on the DCA,
which has been defined in Sec. 2.6.2. Since primary nuclei are expected to come from the
primary vertex, only tracks with |DCAz|< 1 cm and

∣∣DCAxy
∣∣< 0.12 cm are accepted. A

resolution better than 300 µm on the DCAz and on the DCAxy is obtained by applying the
above-mentioned rejection of tracks without clusters in the SPD. Additional selections are
related to the track fitting procedure: tracks are required to be refitted both in TPC and ITS,
with a maximum value of χ2 per cluster of 2.5 and 36 for TPC and ITS, respectively. Finally,
the leptonic weak decays of pion and kaon mesons are identified and rejected based on the
presence of a kink in the particle track. Table 4.5 summarizes the described track selections.

4.5 Signal extraction

The number of produced light nuclei (raw signal) is extracted as a function of the transverse
momentum for each multiplicity class defined in Sec. 4.2. Depending on the transverse
momentum region where the analysis is performed, two different detectors are used to
perform particle identification: the TPC and the TOF. The signal extraction method depends
on the detector used for PID and on the nucleus under study. A detailed explanation of the
two techniques is given in the following.
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TPC PID By means of the TPC PID technique, which is described in Sec. 2.6.3, for each
track fulfilling the above mentioned selections it is possible to obtain the distance in nσ

units from the expected dE/dx for a given particle hypothesis. The nσ distributions can
be described by the sum of a signal and a background function to take into account the
possible contamination from other particle species, whose exact functional form depends on
the particle under study. The raw signal is extracted integrating the signal function over the
complete nσ range. The analysis is performed in pT and multiplicity intervals, whose width
is driven by the abundance of candidates.

TOF PID The alternative particle identification strategy relies on the TOF capability
to evaluate particle masses, starting from a time-of-flight measurement. As described in
details in Sec. 2.6.3, two variables can be arranged starting from the TOF signal: the nσ

information and the squared mass of a particle m2
TOF. In order to increase purity in the TOF

analysis, an additional 3σ cut on the TPC nσ value is performed, so that the nσTOF and m2
TOF

distributions can be optimally modeled with a sum of a signal and a background function.
In some transverse momentum regions the background component is not null, thus the raw
signal is evaluated with the same procedure described for the TPC analysis in the previous
paragraph. Otherwise the bin counting method is applied.

4.5.1 Proton

The proton analysis relies on both the TPC and the TOF particle identification. For low
transverse momentum values, namely from 0.30 GeV/c up to 1.00 GeV/c, the information
coming from the TPC is used. The TPC nσ signal distribution is described with a gaussian
with two exponential tails, defined as

sig(x) ∝ Nraw


e−(x−µ−α1σ

2 )
α1
σ for x < µ +α1σ

e−
(x−µ)2

2σ2 for µ +α1σ ≤ x ≤ µ +α0σ

e−(x−µ−α0σ

2 )
α0
σ for x > µ +α0σ

(4.1)

where Nraw is the number of signal counts, µ and σ are respectively the mean and the
standard deviation of the gaussian and α1 and α0 are the number of σs from µ at which the
function becomes an exponential, on the left and on the right side of the gaussian, respec-
tively. Such a complex functional form is preferred to a simple gaussian function because,
in case of distributions with a large number of counts as in the whole proton analysis, a
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simple gaussian is not suitable in reproducing the exponential decrease of the distribution
tails. Since the background coming from the contamination of other particle species is quite
different depending on the transverse momentum region, two different functions have been
used to parameterize it: a Gaussian function for 0.55 ≤ pT < 0.60 GeV/c and the sum of two
Gaussian functions for 0.60 ≤ pT < 1.00 GeV/c. For pT < 0.55 GeV/c no background is
present, so that a simple bin counting technique is adopted.
For higher transverse momentum values the TOF nσ information is used. The nσ distribu-
tions are described as the sum of a gaussian function with an exponential tail on the right,
defined as

sig(x) ∝ Nraw

e−
1
2(

x−µ

σ )
2

for x ≤ µ +ασ

e−α( x−µ

σ
−α

2 ) for x > µ +ασ

(4.2)

where Nraw, µ and σ stand for the same quantities used for the TPC analysis, while α is
the number of σs from µ on the right side of the gaussian at which the function becomes
an exponential. Background is parameterized with different functions according to the pT

interval and the multiplicity class under study. As an example, for the multiplicity class X, at
low pT (1.0 ≤ pT < 1.7 GeV/c) the background is described with a single exponential. The
sum of an exponential and of either a single Gaussian function or two Gaussian functions are
used in the 1.7 ≤ pT < 2.5 GeV/c or 2.5 ≤ pT < 3.5 GeV/c regions. An example of the signal
extraction procedure is reported for different pT intervals and multiplicity classes for TPC
and TOF in Fig. 4.2 and in Fig. 4.3, respectively. The blue line represents the sum of signal
and background extracted from the fit, while the green shaded area is the one obtained for
signal. The azure and red functions are the background contributions of the fitting procedure.
For this part of the analysis, the sum of matter and antimatter is considered.

4.5.2 Deuteron

The deuteron signal is extracted with the same strategy used for the proton one. The TPC nσ

technique is exploited between 0.7 and 1.0 GeV/c, while in the region 1.0 ≤ pT < 3.4 GeV/c
the TOF squared-mass information is used. The deuteron signal is parameterized as a gaussian
with two exponential tails and with a gaussian with an exponential tail on the right for the
TPC and TOF analyses, respectively. The main difference with respect to the proton signal
extraction lays in the background estimation, since contamination from other particle species
is rather different. In particular, for pT ≤ 1.6 GeV/c no background is present, while in the
rest of the transverse momentum region an exponential background due to misassociated
TOF hits and other particles contamination is observed. The m2 distributions are re-centered
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Fig. 4.2 Distribution of the TPC nσ variable in arbitrary units for the multiplicity class II in the regions
0.35 GeV/c ≤ pT < 0.40 GeV/c (left) and 0.60 GeV/c ≤ pT < 0.70 GeV/c (right). The green shaded
area represents signal. If background is present, the red and blue ones represent the background
component obtained through the fit procedure. The blue line is the sum of signal and background
components.

Fig. 4.3 Distribution of the TOF nσ variable in arbitrary units for the multiplicity class IV + V in
the regions 1.7 GeV/c ≤ pT < 1.9 GeV/c (left) and 2.2 GeV/c ≤ pT < 2.5 GeV/c (right). The green
shaded area represents signal. If background is present, the red and blue ones represent the background
component obtained through the fit procedure. The blue line is the sum of signal and background
components.
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Fig. 4.4 Distribution of the TPC σ variable in arbitrary units for the multiplicity class I in the regions
0.7 GeV/c ≤ pT < 0.8 GeV/c (left) and 0.9 GeV/c ≤ pT < 1.0 GeV/c (right). The blue line represents
the signal function obtained via the fit procedure.

by subtracting the deuteron PDG mass m2
d to the measured value: as observed in previous

analyses [146], this distribution is shifted towards positive m2 −m2
d, but this effect does

not introduce any bias in the raw signal evaluation, which is based on an asymmetric bin
counting procedure. Since the m2 fit procedure leads to high χ2 values and a systematic
underestimation of the signal peak value when no background is present, the bin counting
method is used for 1.0 ≤ pT < 1.6 GeV/c. Such technique consists in computing the integral
of the signal in the range [µ − 3σ ,µ + 5σ ], where µ and σ are the mean and standard
deviation of the fit function used for the first step of the signal extraction. As can be noticed,
the bin counting interval is asymmetric to take into account the exponential tail which
characterizes the signal shape. An example of the deuteron signal extraction procedure is
reported for multiplicity class I and two different pT intervals for both TPC and TOF in
Fig. 4.4 and Fig. 4.5, respectively. The blue line represents the sum of signal and background
extracted from the fit, while the green and red dashed lines, when visible, are those describing
signal and background separately. This part of the analysis is performed separating deuterons
and antideuterons, while the final results are merged together in a later stage of the analysis,
as it will be seen in the coming sections.

4.5.3 Helion

Helion production is strongly suppressed with respect to the proton and deuteron ones, due
to its higher mass number. For this reason, the combination of both the TPC and TOF
detectors would drastically reduce the amount of observed helions. Moreover, the TPC
detector stand-alone is suitable enough to extract the helion signal over the whole transverse
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Fig. 4.5 Distribution of the measured TOF m2−m2
d difference for the multiplicity class I in the regions

1.2 GeV/c ≤ pT < 1.4 GeV/c (left) and 2.2 GeV/c ≤ pT < 2.6 GeV/c (right). The blue line represents
the sum of the signal (dashed green) and the background (dashed red) functions. As explained in the
text, the background component is not present for pT ≤ 1.6 GeV/c.

momentum region of interest (0.9 ≤ pT < 4.2 GeV/c in the INEL > 0 multiplicity class).
In order to maximize the pT reach of the analysis, the signal extraction is performed for
the sum of matter and antimatter. A non negligible contamination due to tritons can not
be completely separated by the TPC PID and is estimated through the fitting procedure.
Due to the limited number of signal and background counts, each of them is parameterized
by a gaussian function. Figure 4.6 shows an example of the fit to the nσ distributions for
helions in the integrated multiplicity class for two different transverse momentum regions.
As described above, green, red and blue lines represent the result of the fit performed to
reproduce the signal, the background and their sum, respectively.

4.6 Corrections to the raw signal

In order to extract the pT-differential production spectra for nuclei it is necessary to apply
some corrections to the results obtained at the signal extraction stage of the analysis. These
corrections take into account the detector efficiency and acceptance, the contribution from
secondary nuclei and the signal loss due to trigger inefficiencies, and are computed exploiting
the MC productions described in Sec. 4.2.

Efficiency x Acceptance Among all the particles produced in an hadronic collision, only a
fraction is detected by the experimental apparatus. The first reason for this is linked to the
geometrical coverage of the active area of the detector (acceptance), which is not hermetic.
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Fig. 4.6 Distribution of the TPC nσ variable in arbitrary units for the INEL > 0 multiplicity class in
the regions 0.9 GeV/c ≤ pT < 1.3 GeV/c (left) and 2.1 GeV/c ≤ pT < 2.6 GeV/c (right). The blue
line represents the sum of the signal (dashed green) and the background (dashed red) functions.

Moreover, particle detectors and the tracking algorithm itself are not fully efficient and some
nuclei may be rejected by the selection criteria described in Sec. 4.4 (efficiency). Since in a
MC production, which embeds the realistic data taking conditions period-by-period, the real
number of particle generated in an event and crossing the detector is known, the efficiency
and acceptance correction (ε ×Acc) can be calculated as

ε ×Acc(prec
T ) =

Nrec
(

prec
T
)
(|η |< 0.8, |y|< 0.5)

Ngen
(

pgen
T
)
(|y|< 0.5)

(4.3)

where pgen
T and prec

T are respectively the transverse momentum attributed to the particle by
the event generator and the one reconstructed by the tracking algorithm; Ngen is the number
of particles generated in the rapidity region |y|< 0.5 and in the azimuthal region 0 < φ < 2π

and Nrec is the number of reconstructed particles that pass all selections.. The correction
as a function of pT is reported for the integrated multiplicity class in Fig. 4.7, Fig. 4.8 and
Fig. 4.9 for the proton, deuteron and helion analyses, respectively. Matter is reported in black,
antimatter in red, and the sum of them in blue, whereas squares and circles represent the TPC
and the TOF analyses. As for the signal extraction procedure, the correction is evaluated
for the sum of matter and antimatter for protons and helions, while it is evaluated separately
for deuterons and antideuterons. Since it is observed that the ε ×Acc is compatible within
the different multiplicity classes for deuterons and helions, the INEL > 0 efficiency and
acceptance correction is used in order to have more statistical precision. On the contrary,
significant differences between the integrated sample and multiplicity classes are observed
for protons in the low-pT (pT ≲ 0.6 GeV/c) region. This effect, which amounts to 8% for
multiplicity class I in the region 0.30 GeV/c ≤ pT < 0.35 GeV/c, is connected to a more
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Fig. 4.7 Efficiency × acceptance correction of the sum of protons and antiprotons for the INEL > 0
multiplicity class as a function of transverse momentum for the TPC (squares) and the TOF (circles)
analyses.

challenging reconstruction of low-pT tracks as the number of charged particles per event
increases. For this reason, the raw spectra of protons are corrected with the efficiency ×
acceptance evaluated in each multiplicity class. For both the TPC and TOF analyses, the
efficiency × acceptance increases rapidly from low to intermediate pT. This is mainly
due to the reduced acceptance towards small pT and in minor part to the energy loss and
the multiple scattering of the particles within the detector material. For higher values of
transverse momentum the energy loss becomes smaller and the efficiency × acceptance
saturates for protons, while it decreases mildly for deuterons and helions. The described
correction is then applied, for each different multiplicity class, dividing the raw extracted
yields by the ε ×Acc correction.

Secondary nuclei An important source of background is given by the contamination due
to secondary nuclei. Since this work aims to compare with theoretical predictions describing
the production of nuclei in the primary hadronic collision, this contribution must be rejected
in order to avoid a bias in the measurement. Secondary nuclei are mainly produced via
knock-out from the interactions of the primary particles, i.e. coming from the interaction
point, with the material of the beam pipe and of the experimental apparatus. Due to baryonic
quantum number conservation this effect is negligible for antimatter, while it has to be
considered for matter. In particular, this mechanism is responsible for the production of a
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significant fraction of low transverse momentum nuclei, since in the knock-out interaction
only a small fraction of the initial pT is transferred to the secondary nucleus. Additionally,
since many decays, such as the Λ baryon decay Λ → p+π−, can yield to a proton in the
final state, a considerable amount of secondary protons and antiprotons also comes from the
weak decay of heavier particles. For deuterons and helions, this is a negligible contribution,
since the only known possible process is the decay of hypertriton (3

Λ
H → d+ p+π− and

3H →3 He+π), whose production is known to be severely suppressed in pp collisions [127].
The DCA information is used to estimate the correction for secondary nuclei. Primary
particles, which directly come from the interaction point, are expected to have a sharply
peaked distribution around DCAxy = 0 cm. On the other hand, secondary nuclei don’t have a
preferential flying direction, hence a flat DCAxy distribution is expected. A fit to the DCAxy

distribution of data is performed using histogram templates for primary and secondary nuclei
from MC, where the identity of primary and secondary particles is known. It is possible to
evaluate the fraction of primary particles as

fprim =
P
T

(4.4)

where P and T are respectively the integrals of the primary and total DCAxy distributions
after the template fit.
The template fit is performed using the ROOT TFractionFitter [147] (TFF) class, which is
based on an algorithm which allows to fit experimental distributions using MC data samples,
considering the statistical uncertainties of the MC histograms in the maximization of the
likelihood. In particular, the mean value of the DCAxy distribution inside each DCAxy bin of
the MC sample is considered as a fit parameter and therefore its value is modified during
the fitting process. Examples of the fit procedure are shown in the left panels of Fig. 4.10,
Fig. 4.11 and Fig. 4.12 for protons, deuterons and helions, respectively. As anticipated, the
template for primary particles (blue) is peaked at DCAxy = 0, while the contribution from
secondary nuclei (red) is spread out over the whole DCAxy region. Nevertheless, a significant
peak structure due to the incorrect association of secondary tracks to wrong SPD clusters,
already observed in previous measurements [146] is present, in particular for protons and
helions. For the proton analysis, the additional contribution from secondary protons from
weak decays is reported in orange. The primary fractions as a function of pT are finally fitted
with the functional form

fprim (pT) =
1

1−|a|e−|b|pT
. (4.5)

For each transverse momentum bin, the function value at the center of the bin is used to
correct the raw counts. This is a useful strategy which can cope with non-physical fluctuations
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Fig. 4.10 Left: TFF fit result for the proton analysis in the region 0.30 GeV/c ≤ pT < 0.35 GeV/c
for the multiplicity class III. The contributions from primaries, secondaries from weak decays and
secondaries from material are reported in blue, orange and red, respectively. Right: exponential fit to
the primary fractions of protons as a function of pT for the multiplicity class III.

in the DCAxy template fit and gives also an estimate at very high pT, where the number of
nuclei is so limited that it is not possible to perform the fits.
The correction, whose importance decreases with increasing transverse momentum, has
larger impact on heavier nuclei. Depending on the analysis, it is evaluated either in the
different multiplicity classes or in the integrated multiplicity class only. Where the number of
nuclei allows the fit procedure to converge properly, such as in the proton and in the deuteron
analyses, the multiplicity-differential strategy has been adopted, while in the case of the
helion a integrated multiplicity strategy has been pursued. Moreover the MC production used
does not provide secondary helions, so the templates are extracted from the proton sample at
one third of the studied pT. This procedure is based on the assumption that the templates of
secondary helions are compatible with the ones of protons at a transverse momentum which
is scaled with the rigidity p/z of helion, where z is the helion electric charge. The primary
fraction correction as a function of the transverse momentum is reported, together with the
fit function, in the right panels of Fig. 4.10, Fig. 4.11 and Fig. 4.12 for protons, deuterons
and helions, respectively.

Signal and event loss Trigger inefficiencies may also introduce a bias in the evaluation of
the nuclei spectral shape. In particular, all events wrongly rejected by the event selections
lead to a loss in the count of nuclei produced in those events. For this reason it is necessary
to estimate the true number of inelastic events instead of the number of accepted events. The
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Fig. 4.11 Left: TFF fit result for the deuteron analysis in the region 0.9 GeV/c ≤ pT < 1.0 GeV/c for
the multiplicity class I. The contributions from primaries and secondaries from material are reported
in blue and red, respectively. Right: exponential fit to the primary fractions of deuterons as a function
of pT for the multiplicity class I.
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Fig. 4.12 Left: TFF fit result for the helion analysis in the region 1.3 GeV/c ≤ pT < 1.7 GeV/c for
the INEL > 0 multiplicity class. The contributions from primaries and secondaries from material are
reported in blue and red, respectively. Right: exponential fit to the primary fractions of helions as a
function of pT for the INEL > 0 multiplicity class.
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number of true events is evaluated as

1
Ntrue

events
×

d2Ntrue
part

dpTdy
=

εevents

Nacc
events

×
d2Nacc

part

dpTdy
× 1

εpart (pT)
(4.6)

where εevents = Nacc
events/Nevents is the fraction of accepted events after the event selection.

Nevents is the normalization factor accounting for the number of events and d2Ntrue
part/(dpTdy)

is the MC production spectrum for the particle species under study. The fraction of signal
loss εpart is then evaluated as

εpart (pT) =

d2Ngen
part

dpTdy
(acc)

d2Ngen
part

dpTdy
(true)

(4.7)

where the events defined as acc are those events that passed the selections, while the true
events are those events which have at least one primary charged particle in the pseudorapidity
region |η |< 1 and the vertex in the region |ztrue|< 10 cm (INEL > 0).
For protons, this correction is directly calculated from the MC sample used for the efficiency
estimation. On the other hand, this study can not be carried out on the same injected
production used for deuterons and helions, since the injection alters the signal loss fractions
which need to be estimated. For this reason a general purpose MC production, which
reproduces properly the charged-particle multiplicity measured in data, must be used. Since
such simulation do not contain nuclei, the fraction of signal lost in the event selection is
estimated for deuterons and helions as the average of the ones determined for pions, kaons
and protons. This is done by exploiting the independence of the lost signal on the particle
mass, which was observed in simulations [148]. The signal loss correction as a function
of the transverse momentum is reported for the different multiplicity classes in Fig. 4.13,
Fig. 4.14 and Fig. 4.15 for protons, deuterons and helions, respectively. A clear dependence
on the average multiplicity of the class is observed for this correction: even if at high and mid
multiplicity the signal loss fraction is negligible, it becomes more important going towards
low multiplicities and for the INEL > 0 class. This effect, which at pT ∼ 1 GeV/c accounts
for ≈ 12% for the multiplicity class X of protons and deuterons, is expected since at low
multiplicity it is more likely that one event is rejected because there are no tracks in the
pseudo-rapidity region |η |< 1.
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Fig. 4.13 Signal loss correction as a function of transverse momentum for the multiplicity classes
used in the proton analysis.
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Fig. 4.14 Signal loss correction as a function of transverse momentum for the multiplicity classes
used in the deuteron analysis.
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Fig. 4.15 Signal loss correction as a function of transverse momentum for the multiplicity classes
used in the helion analysis.

4.7 Systematic uncertainties

In order to make a quantitative comparison between the nuclei yields determined in this
work and the theoretical predictions, one has to evaluate the systematic uncertainties due to
the analysis procedure described in the previous sections. For this reason, different sources
of systematic uncertainties are evaluated by changing the analysis criteria and selections
in each step. The sources of systematic uncertainties taken into account are: the track
selections, the signal extraction methods, the different corrections to the raw signal and some
additional contributions due to the MC description of the studied physical processes and
of the ALICE apparatus. To evaluate the total systematic uncertainty, all the contributions
are then summed in quadrature. In the following a detailed description of the systematic
uncertainties evaluation is reported.

Track selection The results of the analysis can be slightly influenced by the criteria used
for the selection of candidates, since the MC does not reproduce the data perfectly. This
systematic uncertainty is evaluated performing the same analysis steps on data samples
selected with different selection criteria. In particular, in order to test the effect of the track
quality on the measurement, the number of required TPC clusters is varied between 60 and
80. Additionally, when the TOF PID is used, the pre-selection on the nσTPC is released up to
nσTPC = 3.5, lowering the purity of the TOF signal. All the selections used for this study are
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Variable Default value Other values
TPC clusters 70 60, 65, 75, 80

TPC nσ 3 3.25, 3.5
Table 4.6 Summary of the track selection variations. The TPC nσ variation is used only for the TOF
analysis, otherwise the default selection is not required.

listed in Table 4.6. The root mean square (RMS) of the raw yields for each specific selection
is taken as the corresponding systematic uncertainty.

Signal extraction A variation with respect to the default signal extraction procedure can
affect the analysis results as well. This contribution to the total systematic uncertainty is
evaluated in two different ways: the bin counting method and a Toy Monte Carlo study.

Bin counting As described before, the signal extraction is performed by fitting the TPC
or the TOF signal distributions. A second approach exploited is the bin counting method,
which has been previously described and consists in the evaluation of the integral of the
distribution in a reference range which contains the signal region. For those bins in which the
background is not negligible, a fit in the regions far from the intervals where the bin counting
is used is performed to compute background integral to be subtracted from the bin counting
result. This approach is used to evaluate a systematic uncertainty for both the TPC and the
TOF analyses, by widening and by shifting the default interval in which it is performed, or by
comparing the result obtained via bin counting and fit parameters. Unfortunately this method
is affected by a not negligible drawback: if the number of counted nuclei is not large enough,
even a small variation in the counting process will produce an overestimated systematic
uncertainty. For this reason the bin counting method is not applied to the helion analysis.

Toy Monte Carlo study If the number of identified nuclei is too limited to allow for
the usage of the bin counting method (namely for the helion analysis), the signal extraction is
tested by fitting pseudo-data distributions which are similar to the data ones. This approach
is based on the ROOT class RooMCStudy from the RooFit toolkit [149], which has been
developed to perform multiple cycles of event generation. Starting from a functional form
and a distribution to be described, this class generates a user defined number of events, from
the provided function, according to a multinomial distribution. Each event class has the same
integral of the initial distribution. The obtained distribution is then fitted with the provided
function. In order to perform a study on the systematic uncertainty related to the signal
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Fig. 4.16 Distribution of the pulls Psig for the events generated by the toy MC for the helion analysis
in the transverse momentum region 1.3 GeV/c ≤ pT < 1.7 GeV/c for the INEL > 0 multiplicity class.

extraction, the initial function and the distributions which are passed to the class are those
used in the default signal extraction approach. For each event, the pull of the extracted signal
Psig is defined as

Psig =
Nsig −Ntrial

sig

σNsig

(4.8)

where Nsig and σNsig are the yield and its error determined at the signal extraction step. Ntrial
sig is

the yield obtained at each event generation of the Toy MC study. An example pull distribution
is reported in Fig. 4.16 for the INEL > 0 multiplicity class of the helion analysis. In principle,
if no bias is introduced by the fitting procedure, a standard normal distribution, i.e. with mean
value µP = 0 and standard deviation σP = 1, would be expected. This hypothesis is tested by
performing a gaussian fit to the pull distribution (dashed blue line), showing a deviation from
µP = 0. In order to consider this effect, the systematic uncertainty is estimated as µP times
the statistical error.

Rejection of secondary nuclei As was observed in Sec. 4.6, the rejection of secondary
nuclei is a fundamental step in the evaluation of the corrected nuclei yields. Among the track
selections applied for the analysis, the DCAxy and DCAz selections are widely affecting the
number of rejected secondary nuclei: as a term of comparison, the fraction of secondary
deuterons measured in data in the transverse momentum region between 0.7 and 0.8 GeV/c for
the INEL > 0 multiplicity class corresponds to 49.2±0.4 and 29.9±0.4 for the two extreme
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Variable Default value Other values
DCAxy (cm) 0.12 0.10, 0.14
DCAz (cm) 1 0.5, 0.75, 1.5, 2

Table 4.7 Summary of the track selection variation for the evaluation of the systematic uncertainties
related to the rejection of secondary deuterons.

selection DCAz = 1 cm and DCAz = 2 cm, respectively. For this reason this uncertainty
is evaluated by performing the analysis on data samples with different selection criteria on
the DCA which are listed in Table 4.7. Then the RMS of the raw yields for each specific
selection is evaluated and the sum in quadrature of the results obtained for the DCAz and the
DCAxy is taken as systematic uncertainty.

Material budget In the MC samples, a non optimal description of the material budget of
the experimental apparatus would reflect into an incorrect determination of the efficiency ×
acceptance correction. Since the material budget does not depend on the collision system, the
efficiency × acceptance is evaluated by using three MC productions where Pb–Pb collisions at
√

sNN = 5.02 TeV are simulated. One production assumes the standard material budget, taken
as reference, and in the remaining two the standard value is increased and decreased by 4.5%
respectively. For each transverse momentum value, the variation induced by the different
material budget is supposed to follow a uniform distribution inside the maximum possible
variation and therefore the corresponding systematic uncertainty σMat(pT) is described as

σMat =
εmax − εmin√

12
(4.9)

where εmax and εmin are the maximum and the minimum efficiency × acceptance values,
respectively, obtained for each transverse momentum interval.

Hadronic interaction The imperfect knowledge of the hadronic interaction cross section
of nuclei with the material of the experiment contributes to the systematic uncertainty as
well. The efficiency × acceptance correction relies on the momentum and mass number
dependence of the measured cross sections parameterized in GEANT4 [86, 150] (σG4).
However the inelastic interaction cross sections of nuclei have been measured by several
experiments [151–164] (σexp) as a function of momentum on different materials. Since
the GEANT4 parameterization does not describe perfectly the experimental measurements,
an additional source of systematic uncertainty is considered in order to cope with these
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discrepancies and it is evaluated as

σhad =
∆x
λI

|σG4 −σexp|
σG4

(4.10)

where ∆x is the detector thickness and λI = M/(ρNAσI) is the hadronic interaction length,
which depends on the properties of the detector material, i.e. the molar mass M, the density ρ ,
the Avogadro constant NA = 6.022 ·1023 mol−1 and the true inelastic cross section σI. In this
work, the systematic uncertainty values adopted to take into account the difference between
the GEANT4 parameterization and the experimental measurements are those calculated for
previous analyses performed in ALICE for the study of the nuclei production [165].

ITS-TPC matching efficiency The procedure of the track propagation from the TPC to the
ITS affects the track reconstruction efficiency. It is necessary to account for this contribution
as a source of systematic uncertainty. The matching efficiency between TPC and ITS tracks
is defined as the fraction of tracks with clusters in both ITS and TPC (NITS+TPC) over the
total number of tracks with clusters in TPC (NTPC) and it is given by the formula

εITS−TPC =
NITS+TPC

NTPC
. (4.11)

The systematic uncertainty is evaluated as

σITS−TPC =
εITS−TPC − ε

(MC)
ITS−TPC

εITS−TPC
(4.12)

where ε
(MC)
ITS−TPC is the ITS-TPC matching efficiency computed for the MC simulation. This

source of systematic uncertainty was suggested and provided by the ALICE Data Preparation
Group which is in charge, within the ALICE Collaboration, for the calculation of this
systematic effect for pp collisions at

√
s = 5.02 TeV recorded in the 2017 data taking.

Signal loss The signal loss correction described in Sec. 4.6 is also considered as a source
of systematic uncertainty. Since this correction is based on an extrapolation assuming no
dependence on the particle mass, a conservative approach is chosen to evaluate the systematic
uncertainty: half of the signal loss correction is thus assigned as a contribution to the total
systematic uncertainty. Even though a different calculation may be considered in order to
reduce this source, it is worth to mention that this is a subdominant effect with respect to
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Fig. 4.17 Systematic uncertainty evaluated for the analysis of protons as a function of the transverse
momentum for the INEL> 0 multiplicity class. The blue thicker line is the total systematic uncertainty,
while each single contribution is defined by a different color.

the total systematic uncertainty, except for the lowest multiplicity class of the proton and
deuteron analyses, then it does not have a strong effect on the uncertainty on the final results.

4.7.1 Proton

In Fig. 4.17 the total systematic uncertainty as a function of the transverse momentum is
reported for the analysis of the proton production for the integrated multiplicity class. For
what concerns the contribution of the signal extraction to the total systematic uncertainty, the
difference between the bin counting method and the result obtained via the fit parameters is
used. As shown in the figure, the most relevant contribution to the systematic uncertainty is
due to the rejection of secondary protons in the whole transverse momentum region covered
in the analysis. At high pT the track selection variations have a significant effect on the total
systematic uncertainties, becoming dominant at very high transverse momentum. The total
systematic uncertainty is always limited in the range between 2% and 12%.

4.7.2 Deuteron

Since the deuteron analysis is performed separately for matter and antimatter, it is possible to
decouple the contributions for deuterons and antideuterons, whose systematic uncertainty for
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Fig. 4.18 Systematic uncertainty for the analysis of deuterons (left) and antideuterons (right) as a
function of the transverse momentum for the INEL > 0 multiplicity class. The blue thicker line is the
total systematic uncertainty, while each single contribution is defined by a different color.

the INEL > 0 class is reported in Fig. 4.18. For both matter (left) and antimatter (right) the
total systematic uncertainty shows values similar to those evaluated for the proton analysis,
even though each component has a different impact on the final value of the uncertainty in
each pT interval. In particular, the deuteron analysis does not have a dominant component at
low pT. Moreover, while for deuterons the hadronic interaction cross section is well known
and constrained in GEANT4, this is not true for antideuterons. In the antimatter case the
hadronic interaction is the dominant contribution in the whole transverse momentum range
of the analysis, reaching 7% at most. In the case of the deuterons and antideuterons, the
contribution of the signal extraction is evaluated by adopting the bin counting method. In
particular a default bin counting range have been chosen to be [µ −3σ ,µ +3σ ] for the TPC
and [µ −3σ ,µ +5σ ] for the TOF analyses, respectively, where µ and σ are the mean value
and the standard deviation of the fit function used for the signal extraction. The selection
interval for the TOF analysis is asymmetric to take into account the exponential tail which
characterizes the signal shape, as was mentioned before. The default interval is varied by
widening and shifting its limits according to the values reported in Table 4.8 for the TPC and
the TOF analyses, respectively. The systematic uncertainty for range widening and shifting
is computed as the RMS of the results obtained for the different variations of the default
range. This two values are then summed in quadrature to obtain the systematic uncertainty
related to the signal extraction. In Fig. 4.18 it is clearly visible that this contribution becomes
dominant at very high pT, since the number of nuclei is reduced and the bin counting is more
sensible to instabilities in the fit of the background shape.
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Analysis Default Range Variations

TPC [µ −3σ ,µ +3σ ]

[µ −3σ −0.2 a.u.,µ +3σ +0.2 a.u.]
[µ −3σ +0.2 a.u.,µ +3σ −0.2 a.u.]
[µ −3σ −0.4 a.u.,µ +3σ +0.4 a.u.]
[µ −3σ +0.4 a.u.,µ +3σ −0.4 a.u.]

TOF [µ −3σ ,µ +5σ ]

[µ −3σ −0.08 GeV2c−4,µ +5σ +0.08 GeV2c−4]
[µ −3σ +0.08 GeV2c−4,µ +5σ −0.08 GeV2c−4]
[µ −3σ −0.16 GeV2c−4,µ +5σ +0.16 GeV2c−4]
[µ −3σ +0.16 GeV2c−4,µ +5σ −0.16 GeV2c−4]

Table 4.8 List of bin counting intervals used to determine the systematic uncertainty related to the
range widening, for the TPC and the TOF analyses.

Analysis Default Range Variations

TPC [µ −3σ ,µ +3σ ]

[µ −3σ +0.2 a.u.,µ +3σ +0.2 a.u.]
[µ −3σ −0.2 a.u.,µ +3σ −0.2 a.u.]
[µ −3σ +0.4 a.u.,µ +3σ +0.4 a.u.]
[µ −3σ −0.4 a.u.,µ +3σ −0.4 a.u.]

TOF [µ −3σ ,µ +5σ ]

[µ −3σ +0.08 GeV2c−4,µ +5σ +0.08 GeV2c−4]
[µ −3σ −0.08 GeV2c−4,µ +5σ −0.08 GeV2c−4]
[µ −3σ +0.16 GeV2c−4,µ +5σ +0.16 GeV2c−4]
[µ −3σ −0.16 GeV2c−4,µ +5σ −0.16 GeV2c−4]

Table 4.9 List of bin counting intervals used to determine the systematic uncertainty related to the
range shifting, for the TPC and the TOF analyses.
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Fig. 4.19 Systematic uncertainty for the analysis of helion as a function of the transverse momentum
for the INEL > 0 multiplicity class. The blue thicker line is the total systematic uncertainty, while
each single contribution is defined by a different color.

4.7.3 Helion

The systematic uncertainty evaluated for the analysis of the helion is reported for the INEL >

0 multiplicity class in Fig. 4.19. The source of systematic uncertainty coming from the
signal extraction has been evaluated via the toy MC method, since the helion sample is too
limited to allow for the bin counting approach. As a term of comparison, the raw signal for
protons, deuterons and helions in the integrated multiplicity class and around pT = 2.4 GeV/c
accounts for 2.4 · 106, 6.3 · 103 and 30 candidates, respectively. This approach led to a
contribution which is negligible at low transverse momentum and increases at higher pT.
The overall systematic uncertainty is larger than those evaluated for the analyses of protons
and deuterons and this is due to the fact that in the helion case the secondary correction is
more important. At low transverse momentum this source is dominant and it reaches a value
of 16% and decreases with increasing pT. Thus the total systematic uncertainty for helions
ranges between 8% and 17%.
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4.8 Production spectra

Combining the information of the signal extraction and the corrections described in details in
the previous sections, the production spectra of nuclei are evaluated as

1
N

d2N
dpTdy

=
1

Nev

εev

εpart

fprim

ε ×Acc
d2Nraw

dpTdy
(4.13)

where
d2Nraw

dpTdy
is the raw signal per transverse momentum and rapidity unit, ε ×Acc is the

efficiency × acceptance correction and fprim is the estimated fraction of primary nuclei. εev

and εpart are the event and signal loss fractions, respectively. Nev is the normalization factor
on the number of events. In order to use the correct normalization, Nev is defined as

Nev =
Nsel·N|z|<10cm

Nvtx
(4.14)

where Nsel is the number of events fulfilling the event selection criteria described in Sec. 4.3,
excluding the vertex related selections. Nvtx is the number of accepted events which have a
vertex determined either by SPD or by global tracking and N|z|<10cm is the number of events
that pass all the previous selections and have a reconstructed vertex in the region |z|< 10 cm.
This choice for the normalization allows to consider the loss of inelastic events and therefore
to normalize the production spectra by the real number of inelastic events.
Since for deuterons both the signal extraction and the evaluation of the corrections are
performed separately for matter and antimatter, the resulting production spectra is computed
as the weighted average of the deuteron and antideuteron spectra. The corrected production
spectra of nuclei, reported in Fig. 4.20, are evaluated as a function of the transverse momen-
tum and for each of the multiplicity classes listed in the first two columns of Table 4.11. In
particular, for protons (left) and deuterons (center) it was possible to exploit nine multiplicity
classes in addition to the integrated multiplicity one. Due to its lower production rate, the
helion (right) was measured in two multiplicity classes only and in the INEL > 0 one. A fit
(dashed and dash-dotted black lines) to the final spectrum was performed for each particle
and multiplicity class to evaluate the integrated production yield and average transverse
momentum of nuclei, as will be described in the next Section.
The procedure of computing the overall nuclei production spectra, without a separate study
for matter and antimatter production, relies on the assumption that nuclei and antinuclei are
equally produced at the LHC energies. In both the coalescence and the thermal model frame-
works, if a condition of vanishing baryo-chemical potential is fulfilled, the ratio between
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Fig. 4.20 Corrected pT spectra for protons (left), deuterons (center) and helions (right), multiplied
by a proper scale factor for better visualization. Each color corresponds to a different multiplicity
class. The statistical uncertainties are represented by vertical bars while the systematic uncertainties
are represented by boxes. The spectra have been fitted with Levy-Tsallis functions (dashed lines) for
protons and deuterons, and with mT-exponential functions (dashed-dotted).

antinuclei and nuclei abundances R is defined as

R =

(
p
p

)A

(4.15)

where A is the number of constituent nucleons of the nucleus under study. p and p are the
corrected yields for protons and antiprotons, respectively, whose ratio have been measured in
pp collisions at different LHC energies [148, 166] and it was found to be compatible with
the unity. For this reason this assumption was checked for the deuteron analysis, where
the secondary correction is particularly challenging and could lead to some bias in the
corrected spectra at low pT, where such a correction is more relevant. The ratio between
the antideuteron and deuteron spectra is reported in Fig. 4.21 for all the multiplicity classes
of the analysis. In order to test the aforementioned assumption, the ratios are fitted with a
constant function and the results are reported in Table 4.10. As expected from the models,
the ratios are in agreement with the unity within their uncertainties for each multiplicity class,
except for classes III and IX, where they are compatible within 2 sigmas.
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Fig. 4.21 Ratio between the antideuteron and deuteron spectra as a function of pT for all the multiplicity
classes of the analysis. The statistical uncertainties are represented by vertical bars while the systematic
uncertainties are represented by boxes.

Class Multiplicity d/d
I 0−1% 0.97±0.03
II 1−5% 1.00±0.02
III 5−10% 0.97±0.02

IV + V 10−20% 1.01±0.02
VI 20−30% 1.01±0.02
VII 30−40% 0.99±0.02
VIII 40−50% 0.99±0.02
IX 50−70% 0.97±0.02
X 70−100% 0.98±0.04

INEL > 0 0−100% 1.00±0.01
Table 4.10 Result of the fit to the d

d ratio for each multiplicity class. The reported uncertainty is
the one obtained from the fit procedure, which takes into account both the statistical and systematic
uncertainties of each ratio.
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4.9 Production yields and average transverse momenta

The production of nuclei in hadronic collisions can be studied via two key observables:
the integrated production yields per rapidity unit dN

dy and the average transverse momenta
⟨pT⟩. The aforementioned quantities are obtained by fitting the corrected spectra of nuclei.
In pp collision, a good description of the production spectra is observed when using the
Levy-Tsallis function

f (pT) = pT
dN
dy

(n−1)(n−2)
nC[nC+m0(n−2)]

[
1+

(p2
T +m2

0)
1
2 −m0

nC

]−n

(4.16)

where m0 is fixed to be the nucleus PDG mass. n, C and dN
dy are free parameters and are

evaluated in the fitting procedure. This parameterization is useful to extrapolate the pT

spectra in the unmeasured region, leading to the measurement of the integrated production
yield and of the average transverse momentum ⟨pT⟩ of the produced nuclei. The contribution
from the extrapolated region strongly depends on the considered particle species, since the
pT-coverage is generally different, and for the highest (lowest) multiplicity class it accounts
for 10% (20%), 25% (55%) and 35% (40%) of the total yield for protons, deuterons and
helions, respectively.
In order to consider the extrapolation procedure in the systematic uncertainties, the spectrum
is fitted using two alternative functions:

1. a Boltzmann distribution
d2N

dpTdy
= ApTmTe−

mT
T (4.17)

2. an mT-exponential function
d2N

dpTdy
= Ae−

mT
T (4.18)

where A and T are fit parameters and mT = (p2
T+m2

0)
1
2 is the transverse mass of the particle of

interest with PDG mass m0. Half of the difference between the maximum and the minimum
values of dN

dy and ⟨pT⟩ computed with the fit functions described in Eq. 4.16, Eq. 4.17 and
Eq. 4.18 is added in quadrature to the systematic uncertainty. For the helion spectra, the
mT-exponential function have been chosen as default function to grant more stability to the
fit procedure, due to the limited number of transverse momentum bins. The production yields
of nuclei in the multiplicity classes of the analysis are reported in Table 4.11. The largest part
of the uncertainty on this measurement is due to systematic contribution, which accounts
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for 6%, 7% and 13% for the highest multiplicity class of protons, deuterons and helions,
respectively, while the statistical uncertainty is negligible for protons and limited to 2% for
deuterons and 6% helions.
As was observed in the p–Pb analysis at

√
sNN = 5.02 TeV [128], the production yields

follow an exponentially decreasing trend as a function of A. In order to perform the same
study on the data sample used for this analysis, the multiplicity classes for both protons and
deuterons were merged to match the helion ones, resulting in two wide multiplicity classes
I – III and IV – X: the yields in these new multiplicity classes have been calculated as the
average of the yields in the finer ones, weighted for the number of events in each parent
multiplicity class. The integrated yields normalized for the spin degeneracy factor of nuclei
2J+1 are shown in Fig. 4.22 for the I – III (left) and IV – X (right) multiplicity classes. The
predictions for the proton yields from the Thermal-FIST package [113] are also reported
(dashed green line): even though they are based on a default parameterization and not directly
to a fit to the pp at

√
s = 5.02 TeV data, they can at least qualitatively describe the proton

results. From the exponential fit (dashed black line) it is then possible to extract the penalty
factor S, i.e. the suppression factor in the nuclei production when adding a nucleon to the
nucleus. The values obtained in this work are S = 805±58 and S = 1044±102 for the I -
III and IV - X multiplicity classes, hinting to an increasing suppression factor for decreasing
multiplicity.
The average transverse momenta for the particle species analyzed in this work have been
computed as a function of the charged particle multiplicity and they are shown in Fig. 4.23,
together with a comparison to the measurements performed by the ALICE Collaboration
in pp and p–Pb collisions at different collision energies. The results obtained in this work
are in good agreement with those previously published for nuclei [165, 167, 168, 165, 34,
169, 170, 137, 171, 128]. As expected, the mean transverse momentum shows an increasing
trend with the charged particle multiplicity which appears to be consistent across energies
and collision systems. Moreover, as was previously observed for many light-flavored particle
species [137, 172], a clear mass ordering is present.

4.10 Coalescence parameter BA

One of the possible mechanisms that brings to the production of light nuclei is the coalescence
of protons and neutrons which are close in phase space, explained by the coalescence model
described in Sec. 3.1.1. The key parameter of the model, the coalescence parameter BA,
was measured in this work as a function of transverse momentum and multiplicity. The
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Class Multiplicity dN/dy
p (× 10−1) d (× 10−4) 3He (× 10−7)

I 0 – 1% 5.0 ± 0.0 ± 0.3 10.7 ± 0.2 ± 0.7
II 1 – 5% 4.0 ± 0.0 ± 0.2 8.10 ± 0.07 ± 0.39
III 5 – 10% 3.4 ± 0.0 ± 0.2 6.36 ± 0.05 ± 0.32

IV + V 10 – 20% 2.8 ± 0.0 ± 0.2 4.92 ± 0.03 ± 0.24
VI 20 – 30% 2.2 ± 0.0 ± 0.1 3.60 ± 0.03 ± 0.18
VII 30 – 40% 1.8 ± 0.0 ± 0.1 2.65 ± 0.03 ± 0.14
VIII 40 – 50% 1.5 ± 0.0 ± 0.1 1.98 ± 0.02 ± 0.09
IX 50 – 70% 1.1 ± 0.0 ± 0.1 1.28 ± 0.01 ± 0.06
X 70 – 100% 0.6 ± 0.0 ± 0.1 0.48 ± 0.01 ± 0.06

I – III 0 – 10% 5.4 ± 0.3 ± 0.7
IV – X 10 – 100% 1.5 ± 0.1 ± 0.4

INEL > 0 0 – 100% 1.5 ± 0.0 ± 0.1 2.29 ± 0.01 ± 0.12 1.7 ± 0.1 ± 0.4
Table 4.11 pT integrated yields for the different species for each multiplicity class of the analysis. For
protons, statistical uncertainties are negligible with respect to systematic uncertainties.

0.5 1 1.5 2 2.5 3 3.5

A 

8−10

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

 +
 1

)
J

 / 
(2

y
 / 

d
N

 d

 = 5 TeVspp, 

Thermal-FIST CSM
y/dV = 3 dcV = 155 MeV, chT

0.5 1 1.5 2 2.5 3 3.5

A 

8−10

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

 +
 1

)
J

 / 
(2

y
 / 

d
N

 d

 = 5 TeVspp, 

Thermal-FIST CSM
y/dV = 3 dcV = 155 MeV, chT

Fig. 4.22 Integrated yields of nuclei as a function of the mass number A evaluated in the I – III (left)
and IV – X (right) multiplicity classes, together with the predictions from the Thermal-FIST CSM
package (dashed green line). The results are fitted with an exponential function (dashed black line).
The statistical uncertainties are represented by vertical bars while the systematic uncertainties are
represented by boxes.
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Fig. 4.23 Average transverse momenta for protons (left), deuterons (center) and helions (right).
The values obtained in this work are reported in red. The results obtained in high-multiplicity
pp collisions at

√
s = 13 TeV [165], in pp collisions at

√
s = 13 TeV [167, 168, 165] and at√

s = 7 TeV [34, 169, 170], and in p–Pb collisions at
√

sNN = 5.02 TeV [137, 171, 128] are also
shown for comparison. The statistical and systematic uncertainties are represented by vertical bars
and by boxes, respectively.
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coalescence parameter relates the production of light nuclei to that of its constituents and it
is defined as

BA =

1
2π pA

T

d2NA

dydpA
T(

1
2π pp

T

d2Np

dydpp
T

)A (4.19)

with pp
T = pA

T/A, where pp is the transverse momentum of the nucleons involved in the
coalescence process and pA is the transverse momentum of the resulting nucleus with mass
number A. This formula is obtained by assuming equal transverse momentum spectra for
neutrons and protons, since the former cannot be measured. The corrected spectra of protons,
deuterons and helions, measured in this work and reported in Fig. 4.20, have been used to
calculate the coalescence parameters B2 and B3.
The BA is computed for deuterons and helions as a function of transverse momentum per
nucleon pT/A and it is reported in Fig. 4.24. The most simple coalescence models, which
do not consider the spacial extension of nuclei, predict a flat coalescence parameter in all
the multiplicity classes. A constant fit to the BA has been tested: the flat hypothesis can
not be rejected with a χ2 test at a confidence level of 95%, even though a mild increasing
trend may be present. Even if in multiplicity classes the coalescence parameter is compatible
with a constant, in the integrated sample the increase of BA with transverse momentum is
significant. This behavior has already been observed in pp collisions at

√
s = 13 TeV [168]

and it is caused by the hardening of the proton spectrum with increasing multiplicity, since
this effect plays a role in the mathematical definition of BA. Advanced implementations of
the coalescence models [111] in which also the space-time distributions of nucleons is taken
into account, could explain a mild raise in pT.
In order to compare results obtained at different energies and in different collision systems it
is useful to study the coalescence parameter as a function of charged particle multiplicity for
a fixed value of pT/A. The results of the present analysis are reported in red as a function of
charged particle multiplicity in Fig. 4.25. The coalescence parameters B2 and B3 are shown
for pT/A = 0.75 GeV/c and pT/A = 0.78 GeV/c for deuterons and helions, respectively. The
values of pT/A are the same used in previous ALICE analyses and this allows a direct and
meaningful comparison with the existing measurements. The large number of multiplicity
classes exploited in this work, especially for deuterons, allows to describe with unprecedented
precision the low multiplicity region. Moreover a significant reduction of uncertainties is
achieved with respect to the previous results due to the new techniques used to parameterize
the hadronic cross sections of nuclei, described in Sec. 4.7. From the comparison between
the pp and p–Pb collision systems one can conclude that the measurements are in agreement
and a smooth trend from low up to high multiplicity is observed, without any dependence on



100 Light nuclei production in pp collisions at 5.02 TeV

0.5 1.0 1.5 2.0 2.5
)c/A (GeV/

T
p

2−10

1−10

1

10

)
3

c/
2

 (
G

e
V

2
B

)
0

 2×I (

)1 2×II (

)2 2×III (

)
3

 2×IV - V (

)4 2×VI (

)
5

 2×VII (

)
6

 2×VIII (

)7 2×IX (

)
8

 2×X (

)
9

 2×INEL > 0 (

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
)c/A (GeV/

T
p

5−
10

4−10

3−
10

2−10)
6

c/
4

 (
G

e
V

3
B

ALICE

 < 0.5y = 5 TeV, spp, 

)
0

 2×I - III (

)1 2×IV - X (

)
3

 2×INEL > 0 (

ALI-PUB-522436

0.5 1.0 1.5 2.0 2.5
)c/A (GeV/

T
p

2−10

1−10

1

10

)
3

c/
2

 (
G

e
V

2
B

)
0

 2×I (

)1 2×II (

)2 2×III (

)
3

 2×IV - V (

)4 2×VI (

)
5

 2×VII (

)
6

 2×VIII (

)7 2×IX (

)
8

 2×X (

)
9

 2×INEL > 0 (

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
)c/A (GeV/

T
p

5−
10

4−10

3−
10

2−10)
6

c/
4

 (
G

e
V

3
B

ALICE

 < 0.5y = 5 TeV, spp, 

)
0

 2×I - III (

)1 2×IV - X (

)
3

 2×INEL > 0 (

ALI-PUB-522436

Fig. 4.24 Coalescence parameter B2 (top) and B3 (bottom) as a function of transverse momentum per
nucleon for each multiplicity class. The statistical uncertainties are represented by vertical bars while
the systematic uncertainties are represented by boxes.



4.10 Coalescence parameter BA 101

5 10 15 20 25 30 35 40 45 50

|<0.5
lab
η|
〉

lab
η/d

ch
Nd〈

0

5

10

15

20

25
3−

10×)
3

c/
2

 (
G

e
V

2
B

 = 5 TeV
NN

s Pb, −p  = 7 TeVspp, 

 = 13 TeVspp,  = 13 TeV, HMspp, 

 = 5 TeVspp, 

(d) = 1.96 fmr coalesc. 2B

Param. A (fit to system radii)

)
2

B Pb −Param. B (constrained to ALICE Pb 

c = 0.75 GeV/A/
T

p

5 10 15 20 25 30 35 40 45 50

|<0.5
lab
η|
〉

lab
η/d

ch
Nd〈

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

3−
10×)

6
c/

4
 (

G
e

V
3

B

ALICE
He) = 1.76 fm

3
( r coalesc. 3B

Param. A (fit to system radii)

)
2

B Pb −Param. B (constrained to ALICE Pb 

c 0.78 GeV/≈ A/
T

p

ALI-PUB-522441

5 10 15 20 25 30 35 40 45 50

|<0.5
lab
η|
〉

lab
η/d

ch
Nd〈

0

5

10

15

20

25
3−

10×)
3

c/
2

 (
G

e
V

2
B

 = 5 TeV
NN

s Pb, −p  = 7 TeVspp, 

 = 13 TeVspp,  = 13 TeV, HMspp, 

 = 5 TeVspp, 

(d) = 1.96 fmr coalesc. 2B

Param. A (fit to system radii)

)
2

B Pb −Param. B (constrained to ALICE Pb 

c = 0.75 GeV/A/
T

p

5 10 15 20 25 30 35 40 45 50

|<0.5
lab
η|
〉

lab
η/d

ch
Nd〈

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

3−
10×)

6
c/

4
 (

G
e

V
3

B

ALICE
He) = 1.76 fm

3
( r coalesc. 3B

Param. A (fit to system radii)

)
2

B Pb −Param. B (constrained to ALICE Pb 

c 0.78 GeV/≈ A/
T

p

ALI-PUB-522441

Fig. 4.25 B2 (top) and B3 (bottom) as a function of the multiplicity in this work (red), in high-
multiplicity pp collisions at

√
s = 13 TeV [165], in pp collisions at

√
s = 13 TeV [168] and at√

s = 7 TeV [169], and in p–Pb collisions at
√

sNN = 5.02 TeV [171]. The statistical uncertainties
are represented by vertical bars while the systematic uncertainties are represented by boxes. The two
lines are theoretical predictions of the coalescence model based on two different parameterization of
the system radius as a function of multiplicity.
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the collision system or energy.
Since it was observed [110] that the charged particle multiplicity can be directly related to
the system radius through the relation

R = a⟨ dNch

dηlab
⟩1/3 +b (4.20)

this behavior can be interpreted as a hint of a common production mechanism that depends
only on the system size. This relation yields to slightly different predictions depending on the
values of the a and b parameters. Two alternative parameterizations have been proposed [110].
As shown in Fig. 4.25, B2 is better described with a first parameterization (dashed black
line) obtained via fits to the system radii from two particle correlation measurements [129,
173, 174], while B3 is in agreement with another parameterization (continuous black line)
constrained to the ALICE B2 result in Pb–Pb analysis [125, 124]. In general, none of the two
parameterizations can simultaneously describe quantitatively both the B2 and the B3 results.
Despite of the values used for the a and b parameters, at low charged-particle multiplicity the
system size is comparable with the size of the nucleus, which is of the order of few fm, and a
slow decrease with multiplicity is observed. On the contrary, if multiplicity increases, the
system size becomes larger than the nucleus size, making the coalescence process less and
less probable. In conclusion, the trend of BA as a function of multiplicity can be qualitatively
explained by a coalescence model that takes into account the finite size of nuclei, but new
measurements of the nuclei radii as a function of multiplicity are needed in the attempt to
have a comprehensive and quantitative description of the coalescence parameters of different
nuclear species at the same time.

4.11 Ratio to proton yields

Another relevant observable to test the theoretical models is the ratio between the integrated
yields of nuclei and protons. The deuteron over proton (d/p) and the helion over proton (3He/p)
yield ratios as a function of multiplicity are reported in Fig. 4.26 for all the measurements
performed by the ALICE experiment in pp and p–Pb collisions, together with the predictions
from both the coalescence and the SHM models. In particular, the two black lines are the
theoretical predictions of the Thermal-FIST statistical model [122] for two different sizes
of the correlation volume, Vc = 3 dV/dy (dashed) and Vc = 1 dV/dy (continuous). For
deuterons, the green band represents the expectation from a coalescence model [111]. For
helion, the green and blue lines represent the expectations from two-body and three-body
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Fig. 4.26 Ratio between the pT-integrated yields of nuclei and protons as a function of multiplicity
for deuterons (top) and helions (bottom). Measurements obtained in this work (red) are compared to
high-multiplicity pp collisions at

√
s = 13 TeV [165], pp collisions at

√
s = 13 TeV [168, 165] and at√

s = 7 TeV [170], and p–Pb collisions at
√

sNN = 5.02 TeV [171, 128]. The statistical uncertainties
are represented by vertical bars while the systematic uncertainties are represented by boxes. The
two black lines are the theoretical predictions of the Thermal-FIST statistical model [122] for two
sizes of the correlation volume Vc. For deuterons, the green band represents the expectation from
a coalescence model [111]. For helion, the green and blue lines represent the expectations from a
two-body and three-body coalescence models [111].



104 Light nuclei production in pp collisions at 5.02 TeV

coalescence models [111].
As observed for the BA measurement, a reduction of uncertainties up to a factor 2 is achieved
in this work if compared to previous analyses. For the d/p ratio this leads to a clear agreement
with the predictions from a coalescence models, while no parameterization of the SHM can
describe the data over the whole multiplicity region of the analysis. The new measurement
shows an excellent agreement with the data collected both in pp collisions at

√
s = 7 TeV and

√
s = 13 TeV and in p–Pb collisions at

√
sNN = 5.02 TeV. The same consideration holds for

the 3He/p ratio, even if neither a coalescence, nor a SHM model can describe quantitatively
the reported results. Similarly to the coalescence parameter measurement, the yield ratios
of nuclei as a function of multiplicity show a smooth trend going from low multiplicity pp
collisions to the p–Pb multiplicity values. This is an additional observation which favors the
idea of a single production mechanism for nuclei depending only on the system size.



Chapter 5

Multi-strange hadrons production in
Pb–Pb collisions at 5 TeV

The second part of the thesis work is devoted to the measurement of the production rate of
multi-strange particles. In particular, the measurement of Ξ and Ω baryons, together with
their antiparticles, will be discussed and a description of the data samples and techniques
exploited and of the results obtained within this thesis project will be given. In the following,
these particles will be referred to as cascades, due to the peculiar decay topology which will
be described in Sec. 5.4.

5.1 Analysis strategy

The analysis of multi-strange particles is conceptually similar to the nuclei measurement
described in Chapter 4, with some relevant differences due to the physical processes in-
volved. After a preliminary rejection of bad quality events, Ξ and Ω baryons must undergo
a reconstruction process: since these particles are weakly decaying objects, they must be
reconstructed backwards starting from the measured properties of their decay products, which
are detected by the experimental apparatus. After this stage, the signal can be extracted
and corrected for the efficiency and acceptance of the detector. The production yields are
obtained from the corrected spectra and compared to the published ALICE measurements.
Finally, the ratio between cascade and pion yields is evaluated in order to test the strangeness
enhancement effect described in Sec. 1.4.1 as a function of charged particle multiplicity.
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Purpose n. of Events Event Generator Transport Code Injection

Anchor period: 2018

Eff x Acc 9.53 ·106 HIJING GEANT3 -
Eff x Acc 1.86 ·107 HIJING GEANT3 (A)
Eff x Acc 1.01 ·107 HIJING GEANT4 (B)

Anchor period: 2015

Eff x Acc 9.55 ·106 HIJING GEANT3 -
Eff x Acc 1.41 ·107 HIJING GEANT3 (C)

Material Budget 1.13 ·107 HIJING GEANT3 (D)
Material Budget 6.50 ·106 HIJING GEANT3 (E)

Table 5.1 Overview of the MC samples used in the analysis of multi-strange baryon production. The
different injection schemes, if present, are labeled with letter and explained in details in Table 5.2

5.2 Data and Monte Carlo samples

This analysis exploits the whole Pb–Pb data sample collected by the ALICE experiment
during Run2. In particular two separate data taking periods were devoted to Pb–Pb collisions
at

√
sNN = 5.02 TeV in 2015 and 2018. The 2015 data sample consists of nearly 1.2·108

events collected with a minimum bias (MB) trigger, while in 2018 two additional triggers,
called Central and SemiCentral, have been exploited on top of the usual minimum bias one.
Such additional triggers were developed by tuning the thresholds of the V0 detector signal
amplitude in order to collect additional events in the 0–10% and 30–50% centrality intervals.
The overall sample of events collected in 2018 consists of the sum of 1.2·108 MB collisions,
8.6·107 Central events and 5.9·107 SemiCentral ones. The thesis work exploits both of the
two data taking periods by analyzing the whole data samples, in order to collect the largest
number of Pb–Pb events ever studied in an analysis of multi-strange baryons production.
The MC simulations used in this analysis are reported in Table 5.1. Two different general
purpose simulations were produced in order to map in statistics the data taking conditions
of the two periods under investigation. These MC productions are exploited to evaluate the
efficiency times acceptance correction. Since the production yields of cascades are too small
to have a large enough sample to evaluate efficiencies with small statistical uncertainties,
additional injected MC productions characterized by a flat pT injection were requested. The
injection scheme was chosen depending on centrality and transverse momentum range, and
is reported in Table 5.2. Finally, two MC productions with augmented and decreased detector
material budget were exploited to study its effect on the final results.
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Species Injection pT Range (GeV/c) Centrality (%) n. of Injected Particles

Ξ

(A) [0.5; 12.0]

0 – 10 60
10 – 30 20
30 – 50 6
50 – 90 2

(B) [0.5; 5.0]

0 – 10 50
10 – 30 32
30 – 50 8
50 – 90 1

(C) [0.0; 24.0]
0 – 10 40

10 – 50 16
50 – 90 2

(D) [0.0; 12.0] 50 – 90 1
(E) [0.0; 3.0] 50 – 90 10

Ω

(A) [0.5; 10.0]

0 – 10 60
10 – 30 20
30 – 50 6
50 – 90 2

(B) [0.5; 4.5]

0 – 10 50
10 – 30 24
30 – 50 8
50 – 90 1

(C) [0.0; 10.0]
0 – 10 17

10 – 50 4
50 – 90 1

(D) [0.0; 10.0] 50 – 90 1
(E) [0.0; 3.0] 50 – 90 10

Table 5.2 Injection scheme of the injected MC samples used for the cascade analysis. The number of
injected particles refers to the sum of matter and antimatter particles per event.
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Event Selections
Trigger selection
|vz| ≤ 10 cm∣∣∣v(SPD)

z − v(TRK)
z

∣∣∣≤ 0.2 cm
Pile-up rejection

Table 5.3 List of event selection criteria.

5.3 Event selection

Conceptually similarly to what discussed for the nuclei analysis, offline event selections
are implemented for the strangeness analysis in order to filter out bad quality events. The
full list of offline event selections is summarized in Table 5.3. By default, all the events
characterized by an incomplete data acquisition, i.e. missing relevant information about
the detectors exploited in this analysis, are rejected. Then, all the events which are not
associated to the triggers used for this analysis, namely MB, Central and SemiCentral, are
rejected. The primary vertex reconstruction is also tested: events are accepted if the vertex
position is reconstructed in the fiducial z-region ±10 cm around the collision point and
if the estimates provided by the SPD detector (v(SPD)

z ) and by the full tracking procedure
(v(TRK)

z ) are compatible within 0.2 cm. Finally, the aim of an additional selection based on
the correlation between the number of ITS and TPC clusters is to reject out-of-bunch pile-up
events: in particular, an event is rejected if the number of clusters registered by SDD and
SSD is larger than a standard parameterization of the number of TPC clusters based on a
second degree polynomial, provided by the ALICE Data Preparation Group. The effect of the
various event selection stages is reported in Fig. 5.1 for the 2015 and 2018 data samples on
the left and right panels, respectively. It is worth to notice that the most penalizing selection
is the one developed for pile-up, which acts differently on the different periods, removing
approximately 23% and 30% of the events for 2015 and 2018, respectively. In particular,
this difference does not depend on the different triggers available for the two periods, since
a similar rejection factor is obtained for each trigger, but on the running conditions which
characterized the data taking period.
The remaining events are finally divided into centrality classes according to their multiplicity,
defining each class as a given percentile of the overall multiplicity distribution. For this
analysis, 10% wide centrality classes were chosen and are reported in Table 5.4.



5.3 Event selection 109

No cuts Trigger and event selections Vertex reconstruction Pile-up rejection
0

20

40

60

80

100

610×

N
um

be
r o

f s
el

ec
te

d 
ev

en
ts

No cuts Event and trigger selections Vertex reconstruction Pile-up rejection
0

50

100

150

200

250

610×

N
um

be
r o

f s
el

ec
te

d 
ev

en
ts

Fig. 5.1 Number of accepted events at each step of the event selection for the 2015 dataset (left) and
the 2018 one (right).

Class Centrality (%) ⟨ dNch
dηlab

⟩
I 0 - 10 1765±52
II 10 - 20 1180±31
III 20 - 30 786±20
IV 30 - 40 512±15
V 40 - 50 318±12
VI 50 - 60 183±8
VII 60 - 70 96.3±5.8
VIII 70 - 80 44.9±3.4

IX (Ξ only) 80 - 90 17.52±1.89
INEL > 0 0 - 90 545±17

Table 5.4 Summary of the multiplicity classes and the related mean charged particle multiplicity
⟨ dNch

dηlab
⟩ for cascades. The ⟨ dNch

dηlab
⟩ values were measured for |ηlab|< 0.5 and provided by the ALICE

Data Preparation Group.
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5.4 Topological reconstruction

The secondary vertex finding process described in Sec. 2.6.2 is exploited for the reconstruction
of cascades and is centrally carried out by the ALICE experiment at the level of data
reconstruction. This procedure relies on the peculiar decay topology which is a clear
signature of the presence of a multi-strange baryon and is reported for a Ξ− particle in
Fig. 5.2. After being produced at the primary vertex (PV), the Ξ− (Ξ+) particle undergoes
a first weak decay into a pair of Λ (Λ) and π− (π+). In the following the charged pion
produced at this stage will be referred to as bachelor particle, while the Λ baryon as V0.
As well as for the cascade, the Λ (Λ) particle is not stable and decays weakly into a p–π−

(p–π+) pair. The decay topology of an Ω baryon differs from the one just described for the
bachelor particle only, since the pion is replaced by a kaon. Being Λ baryons charge neutral,
they do not interact electromagnetically with the detectors and, hence, they cannot be directly
detected. Therefore, the initial Ξ cascade is reconstructed backwards starting from the three
charged daughter particles.
The reconstruction process relies on very loose selections depending on the topology of the
cascade decay, which must be tightened at the analysis level to reject the huge combinatorial
background. The detailed set of topological selections implemented for this work is reported
in Table 5.5. The most effective topology selection when dealing with weak decays is related
to the pointing angle: the pointing angle is defined as the angle between the reconstructed
mother particle momentum and a straight line connecting the vertex where the particle was
generated and its decay vertex. A tight enough selection on the cosine of the pointing angle
for both the Ξ and the V0 decays guarantees a good pointing of the decay products to the
initial production vertex. In this way only cascades (V0s) really coming from the primary
vertex (secondary vertex) are taken into account for the analysis. The cosine of the pointing
angle is also used in this analysis to exclude wrongly reconstructed cascades for which
the bachelor particle has been combined to the baryon V0 daughter p or p. A diversified
selection on the maximum bachelor-to-baryon pointing angle has been developed in order to
remove candidates which could be reconstructed with this wrong topology, whose presence
is more important for central events and low pT and is reported in Table 5.6. Since the
effect of this selection is quite penalizing in terms of signal rejection and that the wrong
topology association becomes less important moving from central to peripheral events, the
selection is applied in the centrality range 0–50% only. An additional minimum decay
radius, defined in the two-dimensional x-y plane, is set for both the cascade and the V0,
in order to reject decays which are not displaced enough, to guarantee a good secondary
vertex determination. Moreover, the V0 is also required to decay before the inner wall of
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the TPC detector placed at ≈ 85 cm, in order to grant a complete TPC tracking for the V0
daughters. Geometrical selections on the DCA between the daughter particles and the PV
are also implemented: since the bachelor and the V0 daughters are not directly coming from
the interaction point, a minimum value of the DCA between each particle and the PV is
required. Finally, the DCA between particles coming from the same decay vertex is also
computed, requiring a small enough value between bachelor and V0, and between the V0
daughters. In addition to the selections related to the decay topology, a set of kinematic and
track quality selections are also implemented. A first selection on the cascade rapidity and on
its daughters’ pseudorapidity is introduced to consider only particles detected in the central
barrel region, in order to have a full operational tracking. Good quality TPC tracks, leading
to a good momentum resolution, are also required in terms of minimum number of TPC
clusters and good TPC track fit quality, in analogy with what was done for the nuclei analysis.
In addition to those, a specific selection is dedicated to the removal of those tracks falling
for a large fraction of their path in a dead sector of the TPC. These tracks are not correctly
modeled in the MC, so that their removal allows to avoid biases, as per the ALICE DPG
prescription. In particular the so called geometrical cut is implemented for the centrality
classes up to 40%, while the usage of at least 50 TPC clusters for the PID is required for
the other centrality classes. Finally, a very loose PID selection is performed with the TPC
detector, requiring that daughter particles are correctly identified within a given range of nσ

in the TPC. Table 5.7 summarizes the described track and kinematic selections.
After the application of all selections, the invariant mass minv of the cascade candidate is
calculated as

minv =

√(√
m2

Λ
+ p⃗2

Λ
+
√

m2
bach + p⃗2

bach

)2

− (p⃗Λ + p⃗bach)
2 (5.1)

where p⃗Λ = p⃗pos + p⃗neg is the three-momentum of the Λ candidate reconstructed from
its positive and negative daughters, whose three-momenta are labeled as p⃗pos and p⃗neg,
respectively. These momenta are, together with the three-momentum vector of the bachelor
particle p⃗bach, the only three quantities needed to reconstruct the invariant mass of the cascade
particle. mΛ and mbach are the nominal masses of the Λ and of the bachelor particles, taken
from the PDG.
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Fig. 5.2 Topology of the cascade decay for a Ξ baryon. Some of the key quantities used to describe
the decay are also reported.

Variable Selection
cos(θpa) > 0.99

V0 cos(θpa) > 0.99
bachelor–baryon cos(θpa) parametric, see Table 5.6

R > 1 cm
V0 R > 3 cm, < 85 cm

DCA V0–PV > 0.1 cm
DCA bachelor–PV > 0.1 cm

DCA V0 daughters–PV > 0.2 cm
DCA bachelor–V0 < 1 cm
DCA V0 daughters < 1σ

Table 5.5 Topology selections applied in this work to the cascade decay.

pT region (GeV/c) bachelor–baryon cos(θpa)
[0.8;1.0] < 0.999
[1.0;2.0] < 0.9995
[2.0;2.6] < 0.9997
[2.6;3.2] < 0.9999
[3.2;10.0] < 0.999999

Table 5.6 Parametric selection on the bachelor–baryon cosine of pointing angle for the centrality
classes in the region 0–50%.
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Variable Selection
|y| < 0.5

daughters’ |η | < 0.8
V0 mass |m(rec)

Λ
−m(PDG)

Λ
|< 5 MeV/c2

Proper lifetime < 3cτ

TPC clusters ≥ 80
TPC clusters over findable ≥ 0.8

χ2 per TPC cluster ≤ 2.5
TPC nσ ≤ 5

TPC refit true
Track quality for Pb–Pb true
Table 5.7 Kinematic and track selections applied in this work.

5.5 Centrality flattening

Due to how it is estimated, the centrality distribution of the events considered for this analysis
features some small deviation from flatness. Moreover the data sample from 2018 is not
centrality-flat by definition, since the two Central and SemiCentral triggers were adopted
to enhance the number of collected events in the centrality ranges 0–10% and 30–50%,
respectively. These two features can bias the final results, since in wide centrality classes
such as those used for this analysis the integration of the signal results from a non-physical
weighted sum of events with a wrong centrality distribution. The non-flatness is clearly
shown in Fig. 5.3, where the centrality distribution of collected events is reported for the
2015 and 2018 data taking periods on the left and on the right, respectively. In particular, a
significant discrepancy with respect to a flat behavior is observed in the former for peripheral
events, and in the latter for the very central ones. Moreover, the huge difference in terms of
number of collected events where the additional triggers were used would also have a strong
biasing effect on the evaluation of the integrated centrality result: due to the larger number of
central and semi-central events, the corrected spectrum would be wrongly driven by those.
In order to avoid these drawbacks, the centrality distribution of data is re-scaled to make it
flat. In principle, this could be the case also for MC, since different number of events were
produced depending on the centrality class. This procedure is indeed applied to each MC
sub-sample used for the centrality differential analysis.
However, for the integrated centrality class the MC flattening is more complex due to the
very heavy injection scheme implemented for the strangeness injected samples, which is
not constant over the whole centrality region. The number of Ξ− candidates is reported in
Fig. 5.4 for the sum of all MC samples anchored to the 2015 and 2018 data samples on the
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Fig. 5.3 Centrality distribution of the selected events for the 2015 (left) and 2018 (right) data taking
periods.

left and on the right, respectively. The number of generated Ξ− is far from being distributed
in a physical way with centrality. Thus an additional re-weighting procedure is required. In
order to obtain a matching between the real production yields of Ξ particles and the MC
shape, each centrality interval i of the MC distribution is multiplied by custom weights
defined as

wi =
⟨N(I)

gen⟩
Ngen,i

dN
dy meas,i

dN
dy

(I)

meas

(5.2)

where Ngen,i is the number of generated Ξ− in the centrality bin i, while ⟨N(I)
gen⟩ is the average

number of generated Ξ− in the centrality class 0–10%. The latter is a constant value over the
whole procedure and its choice does not affect the final results, and it was chosen to keep, at
least for the most central class, the same order of magnitude of produced particles before and
after the re-weighting procedure. The goal of the second part of the equation is twofold: first
of all, in each 10%-wide centrality class of the analysis the number of generated Ξ− must be
centrality flat. Then, the Ξ− distribution in the centrality intervals of the analysis must mimic
the centrality distribution of real Ξ− baryons: for this reason, the integrated production yields
of the Ξ− baryon dN

dy meas,i
, for each centrality class, are taken from the centrality differential

result of this work reported in Table 5.11. The distribution of generated Ξ− as a function
of centrality after the re-weighting procedure is reported in Fig. 5.5. The same procedure
described above is used for the other particles studied in this analysis.



5.5 Centrality flattening 115

0 10 20 30 40 50 60 70 80 90
Centrality (%)

0

20

40

60

80

100

120

140

160

180

200

310×-
Ξ

N
um

be
r o

f g
en

er
at

ed
 

0 10 20 30 40 50 60 70 80 90
Centrality (%)

0

50

100

150

200

250

310×-
Ξ

N
um

be
r o

f g
en

er
at

ed
 

Fig. 5.4 Original centrality distribution of the number of generated Ξ for the 2015 (left) and 2018
(right) MC samples.
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Fig. 5.5 Centrality distribution of the number of generated Ξ for the 2015 (left) and 2018 (right) MC
samples after the reweighting procedure.
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5.6 Signal extraction

The cascade reconstruction algorithm provides an estimate of the mass of the cascade
candidates starting from the measured four-momenta of their daughters, as described by
Eq. 5.1. The raw signal is extracted by fitting the invariant mass histograms obtained dividing
the candidates according to their pT and considering the centrality of the event where they
were registered. An example for this procedure is reported in Fig. 5.6 and in Fig. 5.7 for
Ξ and Ω particles, respectively; different transverse momentum and centrality intervals are
reported, on the left for the 2015 data sample, on the right for the 2018 one. The invariant
mass distribution is described as the sum of a signal and a background functions. Due to the
non-Gaussian tails of the signal, this is described with a double-sided Crystal-Ball defined as

sig(x) = Nraw



(
nL
|αL|

)nL
e
−α2

L
2

(
nL
|αL|

−|αL|− x−µ

σ
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R
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(
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−|αR|− x−µ

σ

)−nR

for x−µ

σ
≥ αR

(5.3)

where, apart from the mean µ and standard deviation σ which describe the gaussian core,
the αR, αL, nR and nL parameters are responsible for the non-Gaussian tails on the left (L)
and on the right (R) of the peak. In particular, the α parameters define, in terms of number
of standard deviations from the central value, the point where the tail starts, while the n
parameters describe the steepness of the tail.
Since the large number of free parameters can lead to instabilities in the fitting procedure, a
preliminary fit to the MC MB sample in the same pT region is performed in order to fix the
four tail parameters in a clean situation where the background is not present. This procedure
is reported in Fig. 5.8 for two different transverse momentum ranges in the MC samples
anchored to the 2018 data taking period, for Ξ and Ω particles on the left and on the right,
respectively. This is a clear evidence on how important are the deviations from a simple
Gaussian picture and on the fact that the addition of non-Gaussian tails is indeed necessary
to properly describe the cascade signal.
The background varies significantly depending on the centrality and transverse momentum
region: for central events and low pT the background shows a steeply falling behavior
depending on the invariant mass window, while it becomes flatter for peripheral events and
high pT. For this reason, the background is fit with a second degree polynomial, which
evolves into a first degree polynomial depending on the centrality and transverse momentum
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Fig. 5.6 Invariant mass distribution for the Ξ particle for the centrality class VIII in the region
6.0 GeV/c ≤ pT < 7.0 GeV/c (left) and for the centrality class I in the region 2.2 GeV/c ≤ pT <
2.4 GeV/c (right). The green and red dashed lines represent signal and background, respectively. The
blue line is the sum of the signal and background components.

region. As an example, for the Ξ baryon, in the centrality classes I, II and for the integrated
sample the second degree polynomial is used up to pT = 4.6 GeV/c, while in the other
centrality classes a first degree polynomial is suitable to fit the background shape over the
whole pT region.
For each centrality and transverse momentum interval, the raw number of cascades is
extracted via bin counting: in the reference region between µ −5σ and µ +5σ the integral
of the background function is subtracted from the one of the invariant mass distribution. The
statistical uncertainty on the raw signal is finally calculated by adding in quadrature the error
on the integral from the invariant mass distribution and the one from the background function
integration, evaluated taking into account the covariance matrix resulting from the fit.

5.7 Efficiency x acceptance correction

The only relevant correction to be applied to the raw cascade signal is the efficiency x
acceptance one. As well as for nuclei, it is evaluated starting from the MC and it is supposed
to reproduce the signal loss due to the geometrical acceptance, the efficiency of the detector
and the selections applied at the analysis level and described in Sec. 5.4. The number of
generated and reconstructed cascades Ngen and Nrec is exploited to evaluate the acceptance x
efficiency correction as

ε ×Acc(pT) =
Nrec (pT)(|η |< 0.8, |y|< 0.5, |m−µ|< 5σ)

Ngen (pT)(|y|< 0.5)
(5.4)
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Fig. 5.7 Invariant mass distribution for the Ω particle for the centrality class II in the region
4.0 GeV/c ≤ pT < 4.4 GeV/c (left) and for the centrality class V in the region 1.6 GeV/c ≤ pT <
2.0 GeV/c (right). The green and red dashed lines represent signal and background, respectively. The
blue line is the sum of the signal and background components.
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Fig. 5.8 Invariant mass distribution in the 2018 MC sample for the Ξ particle for the MB centrality
class in the region 1.4 GeV/c ≤ pT < 1.6 GeV/c (left) and for the Ω particle for the MB centrality
class in the region 5.0 GeV/c ≤ pT < 6.0 GeV/c (right). The blue line represent the double-sided
Crystal-Ball function used to describe the MC signal.
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where pT is the transverse momentum of the reconstructed cascade. The number of recon-
structed particles is counted in the same invariant mass region where the signal extraction
is performed on data, which varies depending on the centrality and transverse momentum
region as described in the previous section. The correction as a function of pT is reported for
each centrality class in Fig. 5.9 and Fig. 5.10 for Ξ− and Ω−, respectively. The left and right
panels show the efficiency corrections for the 2015 and 2018 samples, respectively. First
of all, although the analysis described in this chapter is based on two different data taking
periods, the efficiencies are compatible between the two samples. This is not a guaranteed
a-priori feature when combining the measurements of different data taking periods. A large
discontinuity in the behavior as a function of centrality is observed around 40%. This effect
is introduced by the requirement of the geometrical cut in the centrality region 0–40%, which
is responsible for an additional rejection of about 50% of the candidates which pass all the
other selections. The pT behavior of the correction is similar to the nuclei one, with a steep
rise at low transverse momentum until a plateau region is reached. At high pT a decreasing
trend is observed. This is due to the track selections applied, since at high pT the daughter
particles from the cascade decay have small curvature and point straight to the primary vertex.
Thus, the DCA selections requiring a minimum distance between the daughter particle tracks
and the primary vertex, implemented to require the daughter tracks to come from a secondary
vertex, are affecting differently the efficiency depending on pT.
Two main differences are observed with respect to the nuclei analysis: first of all the plateau
value is lower in this analysis, since the weak decay finder algorithm is not fully efficient
in reconstructing cascades. Moreover a strong centrality dependence is present: in Pb–Pb
collisions, a lower reconstruction efficiency is expected for central events, where the number
of produced particles is higher and the tracking algorithm becomes less efficient. This effect
becomes milder for peripheral events. For this reason the correction is evaluated separately
for each centrality class and applied to the corresponding raw spectrum.

5.8 Systematic uncertainties

Similarly to what has been done for the nuclei analysis, a potential source of systematic
error is evaluated by changing a specific selection or procedure both in data and MC and
evaluating the impact on the final corrected spectrum.
In order to decouple the effect of statistical fluctuations on the systematic uncertainty evalua-
tion, each source of systematic uncertainty is requested to undergo an exclusion test called
Barlow check [175]. Since the uncertainties are evaluated as a variation with respect to the



120 Multi-strange hadrons production in Pb–Pb collisions at 5 TeV

1 2 3 4 5 6 7 8 9 10

)c (GeV/
T

p

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

E
ff
 x

 A
cc

 , 0% - 10%
-
X  , 10% - 20%

-
X

 , 20% - 30%
-
X  , 30% - 40%

-
X

 , 40% - 50%
-
X  , 50% - 60%

-
X

 , 60% - 70%
-
X  , 70% - 80%

-
X

 , 80% - 90%
-
X  , 0% - 90%

-
X

2015

1 2 3 4 5 6 7 8 9 10

)c (GeV/
T

p

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

E
ff
 x

 A
cc

2018

Fig. 5.9 Efficiency x acceptance for the 2015 (left) and 2018 (right) MC samples for the Ξ− particle
as a function of the transverse momentum. Each color corresponds to a different centrality class.
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Fig. 5.11 Systematic uncertainty of Ξ baryons as a function of the transverse momentum for the MB
multiplicity class of the 2015 (left) and the 2018 (right) data sample. The blue thicker line is the total
systematic uncertainty, while each single contribution is defined by a different color.

default flow of the analysis, a Barlow-sigma σB is defined as

σB =
√∣∣σ2

def −σ2
var
∣∣ (5.5)

where σdef and σvar are the statistical uncertainties of the default and varied analyses, respec-
tively. If the systematic uncertainty obtained from the variation is smaller than two times
σB, it is considered as not significant and, hence, dropped. All the contributions passing the
Barlow check are finally summed in quadrature to obtain the total systematic uncertainty.
The total systematic uncertainty for the Ξ and Ω particles is reported in Fig. 5.11 and Fig. 5.12,
respectively. Since the final production spectra will be shown for the sum of particles and
antiparticles, the total uncertainty is evaluated as the weighted average of the matter and
antimatter systematic uncertainties, where the statistical error on the production spectra is
used as a weight. For both the Ξ and Ω particles, the major source of uncertainty is due to
the effect of the topological selections, which accounts up to 10% for the former and 15% for
the latter. Minor effects are due, for the Ξ baryon, to the pile-up rejection and Pb–Pb track
quality selection at low and intermediate pT. On the other hand, these latter two contributions
are more important for Ω at high transverse momentum, where signal extraction is also
contributing relevantly. A detailed description of each source of systematic uncertainty is
given in the next paragraphs.

Topology and track selection All the selections used in the cascade reconstruction con-
tribute to the major part of the systematic uncertainty in this kind of analyses. This is due to
the complex decay topology which implies the usage of a large number of selections and to
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Fig. 5.12 Systematic uncertainty of Ω baryons as a function of the transverse momentum for the MB
multiplicity class of the 2015 (left) and the 2018 (right) data sample. The blue thicker line is the total
systematic uncertainty, while each single contribution is defined by a different color.

the the fact that the MC does not reproduce perfectly the effect of the selections performed
on data.
In order to test this effect on the analysis a specific procedure is developed in this thesis
work. First of all, the signal extraction is re-performed by varying the selections one by
one while keeping fixed the other ones, with an evenly-spaced scan between an upper and
lower limit. The limits and number of variations for each selection criterion are reported
in Table 5.8. Moreover, also the MC signal is extracted applying the same variation and
within the same region used for the bin counting method in data. Systematic uncertainties
are evaluated applying variations which lead to a increase or decrease of around 10% of the
raw signal. For each transverse momentum region, centrality class and selection criterion,
the contribution to the systematic uncertainty is evaluated though the double ratio R(±) as

R(±) =

∣∣∣∣∣∣∣∣1−
raw(±)

Data

raw(def)
Data

raw(±)
MC

raw(def)
MC

∣∣∣∣∣∣∣∣ (5.6)

where rawData and rawMC are the raw signal extracted for data and MC, respectively. The
raw signal is extracted in the three configurations defined by the superscripts reported within
parentheses: (def), (+) and (−) represent the default case and the variations which lead
to a modification of the raw signal in data not exceeding +10% and −10%, respectively.
Thus the R(±) quantity defines how well the effect obtained by varying a selection on data is
reproduced in the MC. In order to give a conservative estimate of the systematic uncertainty
due to the selection criteria, the maximum value between R(+) and R(−) is considered. For
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Variable Limits n. of variations
cos(θpa) [0.950 – 0.999] 21

V0 cos(θpa) [0.950 – 0.999] 21
bachelor–baryon cos(θpa) [0.99900 – 0.99999] 10

R [0.5 – 1.5] cm 11
V0 Rmin [1 – 5] cm 11
V0 Rmax [45 – 125] cm 5

DCA V0–PV [0.05 – 0.15] cm 11
DCA bachelor–PV [0.05 – 0.15] cm 11

DCA V0 daughters–PV [0.1 – 0.3] cm 11
DCA bachelor–V0 [0.5 – 1.4] cm 10
DCA V0 daughters [0.5 – 1.4] σ 10
V0 mass window [2 – 6] MeV/c2 5
Proper lifetime [2 – 5] cτ 7
TPC clusters [70 – 90] 11

TPC clusters over findable [0.75 – 0.90] 11
TPC nσ [2 – 7] 6

Table 5.8 Lower and higher limits of the variations used for the evaluation of the systematic uncertainty
from the topology and track selections. The number of variations is also reported.

each transverse momentum and centrality region, the systematic uncertainty is evaluated as
the sum in quadrature of the R values obtained for each single selection criterion.
In principle, this study should be carried out separately for each centrality class of the analysis.
Unfortunately, due to the limited number of cascade candidates, in particular for peripheral
events, this in not possible and would lead to overestimated systematic uncertainties. For this
reason, a weighted average on the values obtained for each centrality is used and is evaluated
as

σsel(pT) =
∑

IX
i=I wi(pT)σsel,i(pT)

∑
IX
i=I wi(pT)

(5.7)

where σsel,i is the total systematic uncertainty due to the selection criteria evaluated in the
centrality class i and wi is the raw signal for that centrality class. In this way, the systematic
uncertainty is defined across the whole centrality region by a common value.

Signal extraction The signal extraction method is also tested in order to asses how a
different approach could lead to a slightly different final result. First of all, the fitting
procedure is varied by enlarging and restricting the fitting window by 1σ , where σ is the
standard deviation of the final fit in the default case. With this approach, the shape of the
background changes, leading to an estimate of the impact that a different background fitting
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Variations
Fit region def, def±1σ

Counting region def, def+1σ , def+2σ

Method bin counting, signal integration
Table 5.9 List of the variations applied to the signal extraction, used to determine the systematic
uncertainty.

function has on the signal extraction. Moreover, the bin counting region is enlarged to 6 and
7σ to check if a fraction of the signal is lost due to the default µ ±5σ choice. Finally, the bin
counting technique is also replaced by the integration of the signal function. The summary of
the changes applied to the signal extraction technique for systematic uncertainty evaluation is
reported in Table 5.9. For each of the three cases, the difference between the variation which
yields to the maximum discrepancy with respect to the default and the default raw signal
itself is considered as the systematic uncertainty. The total systematic uncertainty is given by
the sum in quadrature of these three components. In order to reduce statistical fluctuations,
this source of systematic uncertainties is evaluated for the integrated centrality class and the
relative error is kept fixed across centrality.

Material budget A potential mismatch in the MC description of the ALICE material
budget could be a source of systematic uncertainty and is evaluated with the same procedure
described in Sec. 4.7 for the nuclei analysis. The main difference is due to the fact that two
separate MC productions with different material budget variation are available depending
on the transverse momentum region. For pT > 3.0 GeV/c a first simulation with a ±4.5%
variation in the material amount is used. Since the number of cascade candidates is not large
enough to evaluate a reliable efficiency for pT < 3 GeV/c, an additional production with a
±10% material budget variation and heavier cascade injection scheme is used. In order to
compare the two simulations, the results obtained from the latter are scaled down by a factor
0.45.

Pile-up rejection The removal of out-of-bunch pile-up events is described in Sec. 5.3 and
is applied at the event selection level. Nevertheless, alternative pile-up rejection methods can
be used. A possible rejection can be performed at particle level, requiring that at least one
out of the three daughter tracks has been successfully refitted using the ITS information or
has a TOF cluster. The first condition implies that at least one track is well reconstructed
in the SPD layers of the ITS, which are fast detectors able to distinguish between particles
coming from different bunch crossings. Unfortunately, this method decreases the detection
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Variable Variations
Sector width (n. of pads) 2, 3, 4

Track length (cm) 120, 130, 140
TPC clusters for PID 40, 50, 60

Table 5.10 List of the variations applied to the selection for Pb–Pb track quality, used to determine the
systematic uncertainty.

efficiency at high transverse momentum, where refitting gets more complicated. To cope
with this issue, this selection is complemented by the second condition exploiting TOF, a fast
detector which has higher efficiency at high pT. The requirement of either the refitting in ITS
or the TOF cluster ensures pile-up removal without too large efficiency reductions over the
whole transverse momentum region probed by the analysis. The double ratio between data
and MC defined by Eq. 5.6 is evaluated for this additional requirement with respect to the
standard analysis and an R value as a function of the transverse momentum is evaluated for
each centrality class. As it was described in Sec. 5.8 and in particular in Eq. 5.7, a common
systematic uncertainty across centrality is evaluated as the weighted average over the number
of candidates of each centrality class.

Track quality The track quality selection suggested by the ALICE DPG and implemented
in this analysis is also slightly changed in order to search for systematics. The geometrical
cut applied in the centrality classes between 0% and 40% is tested varying the width of the
TPC dead sectors and the minimum requirement on the track length. In the centrality region
40–90% also the selection on the minimum number of TPC clusters used for the PID is
varied. The default settings and variations are reported in Table 5.10. Half the difference
between the maximum and minimum variations is assumed as a systematic uncertainty. The
variation on the number of TPC clusters used for the PID is observed to be negligible and
largely suppressed by the Barlow test. Since the effect of this selection is expected to be
centrality dependent, the final contribution is computed as the sum in quadrature of the two
variations of the geometrical cut configuration, separately for each centrality class.
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5.9 Production spectra

The production spectra of cascades are obtained by dividing the raw signal
d2Nraw

dpTdy
per

transverse momentum and rapidity unit by the efficiency × acceptance correction ε ×Acc:

1
N

d2N
dpTdy

=
1
N

1
ε ×Acc

d2Nraw

dpTdy
. (5.8)

The number of events per centrality class N enters the calculation as a normalization factor.
Each step of the analysis has been performed separately for matter and antimatter, and
for the two data taking periods 2015 and 2018. The production spectra of particles and
antiparticles were compared and a good agreement between them was observed, supporting
the assumption that matter and antimatter are equally produced at LHC energies, as was also
shown in Sec. 4.8 for the nuclei analysis. The ratio between the Ξ̄+ and Ξ− (Ω̄+ and Ω−)
transverse momentum spectra is reported in Fig. 5.13 (Fig. 5.14) for the 2015 and for the
2018 data samples, on the top and on the bottom panels, respectively. Since matter and
matter production is compatible within uncertainties, the corrected spectra are evaluated as
the weighted average between them. Under the reasonable assumption of fully correlated
systematic effects, also the total systematic uncertainty is evaluated as the weighted average
between those of matter and antimatter.
In order to obtain the final production spectra of cascades in Pb–Pb collisions at

√
sNN =

5.02 TeV, the two data samples collected in 2015 and 2018 should be considered together.
Before merging them together, their consistency has to be tested via the evaluation of the
ratio of the corrected spectra from the two data samples, which is reported in Fig. 5.15
and in Fig. 5.16 for the Ξ and the Ω particles, respectively. For each multiplicity class,
the ratio between the corrected spectra of the 2015 and 2018 data samples is reported as a
function of transverse momentum with their statistical uncertainty. The shaded band centered
at 1 represents the systematic uncertainty on the final production spectra when the two
data samples are considered together and is evaluated as the weighted average between the
systematic uncertainties of the two separate periods. The overall agreement is very good,
with the only significant difference being observed in central collisions in the intermediate
pT region and amounting to ≈ 8% maximum, thus sitting at the edge of the systematic
uncertainty on the spectrum. For the most peripheral centrality class some deviations are also
present, even though they are not significant due to the large statistical uncertainties on the
measurement. For the other centrality classes no systematic difference is observed, while
residual fluctuations are reasonably accounted for by the systematic uncertainties. For the
Ω particle the trend is alike, even though larger statistical and systematic uncertainties are
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Fig. 5.13 Ratio between the corrected spectra of the Ξ̄+ and Ξ− particles evaluated from the 2015
(top) and 2018 (bottom) data samples. The shaded band represents the total systematic uncertainty
computed as the weighted average of the systematic uncertainties of matter and antimatter, as described
in the text.
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Fig. 5.14 Ratio between the corrected spectra of the Ω̄+ and Ω− particles evaluated from the 2015
(top) and 2018 (bottom) data samples. The shaded band represents the total systematic uncertainty
computed as the weighted average of the systematic uncertainties of matter and antimatter, as described
in the text.



5.9 Production spectra 129

0.6

0.8

1

1.2

1.4
20

15
/2

01
8 I

20
15

/2
01

8
 = 5.02 TeVNNs Pb, −Pb 

IV

20
15

/2
01

8

V0M Centrality Classes

VII

0.6

0.8

1

1.2

1.4

20
15

/2
01

8 II

20
15

/2
01

8

V

20
15

/2
01

8

VIII

2 4 6 8 10
0.6

0.8

1

1.2

1.4

20
15

/2
01

8 III

2 4 6 8 10

)c (GeV/
T

p

20
15

/2
01

8

VI

2 4 6 8 10

20
15

/2
01

8

IX

Fig. 5.15 Ratio between the corrected spectra of the Ξ particle evaluated from the 2015 and 2018
data samples. The shaded band represents the total systematic uncertainty computed as the weighted
average of the systematic uncertainties of the two separate periods.
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data samples. The shaded band represents the total systematic uncertainty computed as the weighted
average of the systematic uncertainties of the two separate periods.
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Fig. 5.17 Corrected pT spectra for Ξ (left) and Ω (right) particles. Each color corresponds to a different
centrality class. The statistical uncertainties are represented by vertical bars while the systematic
uncertainties are represented by boxes.

present. For this reason, an additional contribution to the systematic uncertainty is added in
quadrature to the total systematic uncertainty described in the previous section to take into
account any possible discrepancy between the two datasets for the most central events only:
a constant fit to the 2015/2018 spectra ratio is performed starting from a minimum transverse
momentum of 2.0 GeV/c and half of the fit parameter is assigned as relative systematic
uncertainty. This additional source of systematic uncertainty accounts for 4% in the most
central class for both the Ξ and Ω particles.
The production spectra for the Ξ and Ω particles in Pb–Pb collisions at 5.02 TeV are reported
in the left and right panels of Fig. 5.17 respectively, and have been computed as the weighted
average between the data samples collected in 2015 and 2018. Moving from peripheral (blue
points) to central events (red points), the cascade spectrum becomes harder and harder, being
shifted to larger transverse momentum values. This effect can be interpreted as coming from
the presence of a radial flow in central Pb–Pb collisions and is qualitatively explained as a
hydrodynamic expansion of the medium produced in the collision.
Predictions coming from different theoretical models described in Sec. 3.3 are available and
are compared to the final production spectra in Fig. 5.18. Out of all the centrality classes
analyzed, results from central (class I, red), semicentral (class IV, green) and peripheral (class
VIII, blue) classes are considered in the comparison so to study the capability of models to
describe data as a function of centrality. The first phenomenological model considered is the
hybrid model iEBE–VISHNU [141] with TRENTo [176] initial conditions (dashed lines),
characterized by the implementation of both an hydrodynamical approach and a microscopic
description of particle interactions after the hadronization. The predictions from this model,
as well as in general for hydrodynamical models, are limited to the low to mid transverse



5.9 Production spectra 131

Fig. 5.18 Top: corrected pT spectra for Ξ (left) and Ω (right) particles in the centrality classes I (red),
IV (green) and VIII (blue). For each centrality classes, the predictions from the hybrid model iEBE–
VISHNU with TRENTo initial conditions (dashed line) and the event generator EPOS4 (continuous
line) are also reported. Bottom: normalized difference between data and model predictions are
reported for the three centrality classes I, IV and VIII in different pads. The bands correspond to the
uncertainty propagated from the ones of data and model predictions.
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momentum regions, where quark or gluon fragmentation and parton coalescence are not the
dominant source of particle production. The lower panels of Fig. 5.18 show that such a model
is capable of describing properly the shape of the spectra of cascades. In terms of centrality,
the agreement is better for central events than for the peripheral ones as it is conceivable for
models based on a collective description of large systems featuring hydrodynamical behavior.
Additional predictions are provided by the recently available event generator EPOS4 [177]
(continuous lines). This is a general-purpose event generator which aims at describing the
whole evolution of the collision system, starting from initial conditions, hard scattering
(core) and underlying event (corona), statistical hadronization and post-freeze-out hadronic
interactions. This model extends its predictions over a wide transverse momentum range: in
the low pT region the results are similar to the iEBE–VISHNU predictions, while at higher
pT the polynomial tail of the distribution models the perturbative part of the production
cross-section. In the intermediate to high-pT regions the agreement of the model to the
data worsens progressively, though qualitatively the features in the measured spectra are
correctly described. In particular, the model systematically underestimates the spectra,
meaning that the predicted cascade spectra are softer than the measured ones. Due to the
larger uncertainties for the Ω particle, the agreement between the EPOS4 calculation and
the measured spectra is better than for the Ξ particle, even though the magnitude of their
difference is similar for both of the particles. In general, the models under investigation
show a rather good agreement with the measured spectral shape, taking into account the wide
ranges in centrality and transverse momentum which are covered by the predictions.

5.10 Production yields and ratio to pions

The measured transverse momentum spectra are used to compute the integrated production
yields per rapidity unit dN

dy via a fit procedure which is similar to the one used for nuclei. The
main difference with respect to what was discussed in Sec. 4.9 lies in the fitting function,
since a Levy-Tsallis functional form is not suitable to describe the production spectra in
Pb–Pb collisions. In large collision systems, particle spectra are usually described assuming a
thermal production from an expanding source by using a Blast-Wave [178] approach. In this
work, a good description of the production spectra up to a maximum transverse momentum
of 5 GeV/c is obtained with a Blast-Wave function, whose functional form is defined by

1
pT

dN
dpT

=
∫ R

0
rmTI0

(
pT sinhρ

Tk

)
K1

(
mT coshρ

Tk

)
dr (5.9)
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Class Centrality dN/dy
Ξ Ω (× 10−1)

I 0 – 10 10.38 ± 0.04 ± 1.22 13.43 ± 0.15 ± 2.27
II 10 – 20 6.93 ± 0.03 ± 0.74 9.52 ± 0.22 ± 2.11
III 20 – 30 4.75 ± 0.02 ± 0.50 5.96 ± 0.10 ± 0.99
IV 30 – 40 3.16 ± 0.02 ± 0.35 4.06 ± 0.07 ± 0.70
V 40 – 50 1.91 ± 0.01 ± 0.21 2.51 ± 0.04 ± 0.40
VI 50 – 60 1.06 ± 0.00 ± 0.12 1.30 ± 0.03 ± 0.22
VII 60 – 70 0.51 ± 0.00 ± 0.05 0.54 ± 0.01 ± 0.08
VIII 70 – 80 0.22 ± 0.00 ± 0.02 0.22 ± 0.01 ± 0.04
IX 80 – 90 0.08 ± 0.00 ± 0.01

INEL > 0 0 – 90 3.20 ± 0.01 ± 0.34 4.15 ± 0.03 ± 0.65
Table 5.11 pT integrated yields for the different species for each centrality class of the analysis. The
statistical uncertainties are always negligible with respect to systematic uncertainties.

where I0 and K1 are modified Bessel functions, r is the distance between the particle and the
center of the expanding system, R is the limiting radius of the system expansion, Tk is the
temperature of the kinetic freeze-out and ρ is the velocity profile. The velocity profile is
expressed as a function of the transverse expansion velocity of the system βT as

ρ = tanh−1
[( r

R

)n
βT

]
. (5.10)

mT = (p2
T +m2

0)
1
2 is the transverse mass of the particle of interest with PDG mass m0. This

parameterization is used to extrapolate the pT spectra in the unmeasured region at low
transverse momentum, leading to the measurement of the integrated production yield of
cascades.
The systematic uncertainty associated to the extrapolation of the spectrum in the unmeasured
regions is carried out with the same technique used for the nuclei analysis and described in
4.9. The production yields of both the Ξ and Ω particles in the centrality classes explored in
this analysis are reported in Table 5.11. The values reported show clearly how the systematic
uncertainties are largely dominant over the statistical ones for this analysis. As an example,
for the INEL > 0 multiplicity class, the statistical uncertainty is lower than 1% for both
the particle species, while systematic uncertainty accounts for 10% and 16% for Ξ and Ω

baryons, respectively.
The ratio between the aforementioned yields and the yields of pions is an observable suitable
to be compared with model predictions. In particular, the ratio between cascade and pion
integrated yields for this work is reported in Fig. 5.19 as a function of the charged particle in
the collision. This work (red markers) managed to extend the multiplicity coverage of the



134 Multi-strange hadrons production in Pb–Pb collisions at 5 TeV

1 10 210 310
|<0.5η|

〉η/d
ch

Nd〈
0.002−

0

0.002

0.004

0.006

0.008

0.01

0.012

π
 / 

Ξ (this work) = 5.02 TeV NNs Pb, −, Pb 
+
Ξ+-Ξ

 = 2.76 TeVNNs Pb, −, Pb 
+
Ξ+-Ξ

 = 5.02 TeVNNs Pb, −, p 
+
Ξ+-Ξ

 = 13 TeVs, pp, 
+
Ξ+-Ξ

 = 7 TeVs, pp, 
+
Ξ+-Ξ

=156 MeVchT Pb - −Pb 
GSI-Heidelberg model

=156 MeVchT Pb - −Pb 
THERMUS V3.0 model

 Pb−EPOS4 Pb 

1 10 210 310
|<0.5η|

〉η/d
ch

Nd〈
0.0002−

0

0.0002

0.0004

0.0006

0.0008

0.001

0.0012

0.0014

0.0016

π
 / 

Ω (this work) = 5.02 TeV NNs Pb, −, Pb 
+

Ω+-Ω

 = 2.76 TeVNNs Pb, −, Pb 
+

Ω+-Ω

 = 5.02 TeVNNs Pb, −, p 
+

Ω+-Ω

 = 13 TeVs, pp, 
+

Ω+-Ω

 = 7 TeVs, pp, 
+

Ω+-Ω

=156 MeVchT Pb - −Pb 
GSI-Heidelberg model

=156 MeVchT Pb - −Pb 
THERMUS V3.0 model

 Pb−EPOS4 Pb 

Fig. 5.19 Ratio between the pT integrated yields of cascades and pions for Ξ (top) and Ω (bottom)
particles in this work (red), in Pb–Pb collisions at 2.76 TeV [32, 37] (orange), in p–Pb collisions
at 5.02 TeV [35, 36] (blue), in pp collisions at 13 TeV [172, 167] (brown) and in pp collisions
at 7 TeV [33, 34] (green). The statistical uncertainties are represented by vertical bars while the
systematic uncertainties are represented by boxes. The two red lines represent theoretical predictions
of two different implementations of the SHM, while the green one is the prediction from the EPOS4
model.
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previous ALICE measurement performed in Pb–Pb collisions at
√

sNN = 2.76 TeV: the Ξ

result at low multiplicity corresponds to ⟨ dNch
dηlab

⟩ values typically associated to high multiplicity
pp and p–Pb collisions. At low Pb–Pb multiplicities, a good agreement between this result
and the measurements performed in pp and p–Pb collisions is obtained, in particular for the
Ξ baryon. At higher multiplicity, a saturation region is observed for semicentral and central
Pb–Pb collisions. This high multiplicity saturation regime is also predicted by the SHM
using a grand-canonical ensemble approach, such as GSI-Heidelberg [112] (continuous red
line) and THERMUS [134] (dotted red line) models. From a quantitative point of view, the
models show similar predictions and are able to describe properly the Ω saturation value,
while underestimate the Ξ results. An additional prediction is provided by the EPOS4 model
(green) described in Sec. 3.3, which implements a hydrodynamic core-corona approach
followed by a UrQMD evolution of the system, after hadronization. This model is able to
describe both the saturation region at high multiplicity and the mild decrease going towards
peripheral Pb–Pb collisions, for both the Ξ and Ω baryons.
In general, a significant increase in the strange to non-strange hadron production is observed
going from low multiplicity pp collisions to central Pb–Pb collisions. As well as for the
nuclei to proton yield ratios discussed in Sec. 4.11, a smooth behavior as a function of the
average charged particle multiplicity of the system ⟨ dNch

dηlab
⟩ is present, without any dependence

on the collision system or on the collision energy. This is an additional observation that
particle ratios in hadronic collisions are not driven by the collision system but only by the
density of charged particles produced in the final state.



Chapter 6

Conclusions

In this work the measurement of light nuclei and multi-strange baryon production in pp and
Pb–Pb collisions using the ALICE apparatus have been presented.
The first part of this project was devoted to the study of the production of protons, deuterons,
helions and their antimatter counterparts in pp collisions at

√
s = 5.02 TeV. Following the

procedure described in Chapter 4, the transverse momentum spectra have been measured
differentially in nine multiplicity classes for protons and deuterons, and in two for helions,
in addition to the integrated multiplicity class spectrum (Fig. 4.20). Starting from the pT-
differential results, the integrated production yields dN

dy and the average transverse momentum
⟨pT⟩ have been evaluated. An increasing suppression in the production yields of nuclei as a
function of their mass number is observed (Fig. 4.22): this suppression also depends on the
event multiplicity, being stronger as the multiplicity decreases. The ⟨pT⟩ values estimated in
this work (Fig. 4.23) are in agreement with the measurements performed by ALICE in pp
collisions at different center of mass energy and in p–Pb collisions, showing the expected
mass ordering going from lighter nuclei (protons) to heavier ones (helions). The theoretical
models attempting to explain the formation of light nuclei in high energy hadronic collisions,
the statistical hadronization and the coalescence models, attempt to describe the production of
nuclei as a function of the event multiplicity in terms of the ratio between the integrated yields
of nuclei and those of protons, d/p, 3He/p. The nuclei-to-proton ratios (Fig. 4.26) presented
in this work constitute the most precise measurement performed in the low multiplicity
region by the ALICE collaboration and are in very good agreement with the measurements
previously performed by the experiment. Both the statistical hadronization model and the
coalescence model predictions can describe the smooth increase of the nuclei-to-proton ratios
as a function of multiplicity, starting from very different phenomenological model assump-
tions. Nevertheless, only the coalescence model is able to describe quantitatively the d/p over
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the whole multiplicity coverage of the measurements. The 3He/p is currently not reproduced
by neither the statistical hadronization model, nor the coalescence model. Additionally, the
coalescence parameters B2 for deuterons and B3 for helions were measured as a function of
the multiplicity (Fig. 4.25) and compared to other ALICE measurements in small collision
systems. As well as for the nuclei-to-proton ratio, the evolution with multiplicity is smooth,
as predicted by the coalescence model. Anyway, a single parameterization of the coalescence
model is not able to reproduce quantitatively the B2 and the B3 at the same time.
The second part of this work was focused on the analysis of the production of the multi-
strange baryons Ξ and Ω, also called cascades, in Pb–Pb collisions at

√
sNN = 5.02 TeV.

This dataset integrates the largest number of Pb–Pb events ever recorded by the ALICE
experiment at the top Run2 energy for Pb–Pb collisions. In Chapter 5, the analysis strategy
developed to evaluate the corrected pT spectra of cascades (Fig. 5.17) was described. With
such a large dataset, it was possible to exploit nine centrality classes, granting a dense scan in
terms of the event multiplicity. Theoretical models based on hydrodynamic calculations, such
as iEBE-VISHNU and EPOS4, are able to describe the bulk of cascade production at low pT

(Fig. 5.18), even though the results get worse at higher transverse momentum: the EPOS4
model, generally successful in describing the overall spectrum over few orders of magnitude,
predicts softer spectra than the measured ones for pT > 3 GeV/c. Finally, the ratio between
the production yields of cascades and pions, Ξ/π and Ω/π , have been measured as a function
of multiplicity (Fig. 5.19). Thanks to the large number of centrality classes considered, the
results from this work represents a key measurement in order to compare small and large
collision systems, especially in the low Pb–Pb multiplicity region. This result extends the
multiplicity coverage of the Pb–Pb measurement performed at

√
sNN = 2.76 TeV down to

intermediate multiplicities usually measured in pp and p–Pb collisions. At high multiplicity,
the saturation expected from the statistical hadronization model is observed, even though the
models describe quantitatively only the Ω-to-π ratio, while they underestimate the Ξ-to-π
one.
In general, the particle ratios for both the nuclei and cascade analyses and the coalescence pa-
rameter measurements showed a smooth evolution with the final state multiplicity, regardless
of the collision system and energy. Even though there is no single model able to reproduce
all these observables at the same time, this behavior suggests the presence of a common
production mechanism for light-flavor particles in high energy physics which depends only
on the multiplicity, thus on the size of the hadronizing system.
Currently ALICE is taking data in the LHC Run3 campaign with an upgraded detector which
can better exploit the large luminosity provided by the accelerator facility and has a more
flexible triggering system which allows to select events characterized by features which are
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connected to specific physics observables. Nonetheless, given the precision and granularity
of the results presented in this thesis, no groundbreaking improvement can be foreseen for
these observables. The only measurement which will substantially benefit from the new data
taking campaign will be the helion one, whereby a larger number of multiplicity classes
would be achievable and a more constraining comparison with the theoretical models could
be done. More importantly, a major improvement to the topics discussed in this work has
to come from the theoretical side: within the current picture, in particular for the nuclei
measurement, no model is capable of reproducing quantitatively at the same time different
observables.
On the other hand, new measurements involving heavier nuclei, such as 4-helion, could
complement the present results and challenge even more the theoretical predictions. At
the same time, thanks to the upgraded Inner Tracking System, short-living charged strange
particles could be efficiently detected in the new apparatus, opening the possibility to measure
for the first time charged Σ baryons, thus completing the strangeness enhancement picture
for light flavour hadrons.
Another valuable contribution may come from other experiments: in particular, the Beam
Energy Scan (BES) program from the STAR experiment is aimed to explore the QCD phase
diagram in a range characterized by non-vanishing baryo-chemical potential. In this region,
which can not be accessed at the LHC energies, one can collect new insights on the properties
of the phase transition between ordinary and QGP matter and the potential existence of a
critical point can be explored.
In conclusion, this thesis work provided final results from the ALICE Run2 phase for light
nuclei production in small collision systems and for multi-strange baryon production in heavy
ion collisions. These results will constitute the new reference for future analysis efforts in
the field of light flavour particle production studies, both in ALICE and in other experiments.
At the same time, the legacy of these results will consists in a precise benchmark for the
development and tuning of the phenomenological models.
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