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Abstract— The current government policy led by President 

Joko Widodo regarding relocating the capital city from Daerah 

Khusus Ibukota (Capital Special Region) of Jakarta to East 

Kalimantan has drawn a variety of comments, ranging from 

praise, criticism, suggestions, innuendo to hate speech. This is 

supported by many Indonesian political figures who have 

Twitter accounts to provide support or opinions on this policy. 

This study aims to analyze the sentiments about this issue. There 

is very varied sentiment from this issue, either positive or 

negative responses. This research used Convolutional Neural 

Network (CNN) algorithm as a part of the Deep Learning 

method to classify sentiments towards government policy on 

moving capital city of Indonesia with data obtained from 

Twitter. The process begins with text pre-processing containing 

case folding, tokenizing, stop-words removing, stemming, and 

changing the emoticon to word. Then, the word embedding 

process used Word2Vec. The result of experiment of CNN 

algorithm with 1,515 tweets in the Indonesian language and 15 

times of experiment shows that the average accuracy is 66.68% 

with the highest accuracy is 70.3%. The experiment used five 

training and testing data splitting variations, with three epochs, 

among others: 10 epochs, 30 epochs, and 100 epochs. 

Keywords— convolutional neural network, deep learning, 

Indonesia issue, sentiment analysis, state capital relocation 

I. INTRODUCTION 

Since August 17, 1945 the Unitary State of the Republic 

of Indonesia (NKRI: Negara Kesatuan Republik Indonesia) 

proclaimed its independence, and there has never been a 

serious discussion about establishing a city as the capital of 

the country. The city that became the nation's capital (Jakarta) 

is now a relic of Dutch colonialism. The relocation of the 

national capital has been carried out by several countries, for 

various reasons [1]. The government's policy currently led by 

President Joko Widodo regarding relocating the capital city 

from the Special Capital Region Province (DKI: Daerah 

Khusus Ibukota) Jakarta to East Kalimantan has received 

various comments, ranging from praise, criticism, 

suggestions, innuendo to hate speech. 

A popular communication tool among internet users at 

this time is a microblogging site. Where there are millions of 

messages present every day on microblogging websites such 

as Twitter. This makes many users upload issues that are 

developing or express their opinions on something [2]. Of the 

212.35 million Internet users in Indonesia or reaching 76.8 

percent of the 276.3 million Indonesian population, around 

61.8 percent spend their activities on the internet to access 

social media [3]. Twitter is the most data source that used in 

text analytics research. This is because of the easy access and 

permission to pull data from Twitter compared to other social 

media. However, apart from more uncomplicated data 

collection techniques, Twitter is a place that is more open, 

open-minded, egalitarian, and a place for various trending 

news [4]. Compared to Facebook, which has many fake 

accounts and is spreading hoax news, and Instagram, which 

is mostly used for self-promotion and self-exposure, Twitter 

has far more educated users. The lack of mental judgment 

shows this, and if there is news that is a hoax, has a toxic 

smell, and is fighting with each other, Twitter users are wiser 

in dealing with it. In essence, social media analysis 

technology is currently one of the research strengths in the 

digital era [5]. Therefore, Twitter is considered to be more in 

demand by the public because it is easy to express their 

opinions. With so many Twitter users expressing this 

opinion, it can be used to find information. However, its use 

requires good analysis so that the information obtained can 

help many parties to support a decision. 

There are several sentiment analysis research to find 

public opinion about government or politic issues, among 

others: (1) sentiment analysis of presidential election in 

Indonesia using polarity method and texblob with only 250 

tweet data for training and 100 data for testing [6]; (2) 

comparison between Support Vector Machine and K-Nearest 

Neighbor to analyze the sentiment of Indonesia presidential 

election [7]; sentiment analysis for public policy and 

bureaucracy service issues in Indonesia [8]; (3) sentiment 

analysis to find the public opinion COVID-19 vaccination 

policy in Indonesia using Support Vector Machine [9]; (4) 

sentiment analysis to get public response about how to 

Indonesian government in handling COVID-19 pandemic 

[10]; (5) polarization of Indonesia politics before presidential 

election using with social network and sentiment analysis 

[11]; (6) sentiment analysis to monitor the performance of 

politics issue in Thailand [12]; (7) sentiment analysis to know 

the influence of politics in COVID-19 pandemic [13]; (8) 

sentiment analysis technique also used to find political 

communication through social media [14]–[16]; and many 

more.  

Today, many sentiment analysis researchers use the Deep 

Learning method. Deep Learning method is considered to 

have higher accuracy and is consistent when faced with big 



data. From these advantages, Deep Learning can produce 

better accuracy [7]. Several of Indonesia's largest NLP 

communities, such as IndoLEM, are developing Indonesian 

NLP benchmarks (Indonesian Language Evaluation 

Montage) [17], IndoNLU (Indonesian Natural Language 

Understanding) [18], and IndoNLG (Indonesian Language 

for Natural Language Generation) [19]. These studies also 

perform NLP research, which includes sentiment analysis 

utilizing Deep Learning. Deep learning, which is the creation 

of artificial neural networks, is widely used in sentiment 

analysis: (1) sentiment analysis for Indonesian News using 

Deep Learning [20]; (2) sentiment analysis based on 

emoticon using Convolutional Neural Network and Support 

Vector Machine [21]; (3) sentiment analysis using Deep 

Belief Network for the Indonesian language [22]; (4) a review 

and comparative study of sentiment analysis using deep 

learning [23]–[25]; (5) sentiment analysis about Covid-19 

using deep learning [26]; and so on. 

For sentiment classification, of the many deep learning 

algorithms, the most widely used in text classification are 

Convolutional Neural Networks (CNN) and Recurrent 

Neural Networks (RNN), because traditional machine 

learning algorithms such as Support Vector Machine (SVM) 

and Naïve Bayes Classifier reach the limit. Where adding 

more training data will not increase accuracy. On the other 

hand, classification using deep learning improves with more 

data being trained [7]. The Deep Learning method currently 

has the most significant results in the classification is the 

Convolutional Neural Network (CNN). This is because CNN 

is trying to mimic the system in the human visual cortex. 

CNN has a smaller number of parameters, so it can be trained 

with small data [7].  

The sentiments of the Indonesian people regarding the 

relocation of the new capital city are certainly interesting and 

important to study. Because moving the capital city is a big 

and historic decision for a country. Public opinion is certainly 

an important consideration, especially in a democratic 

country like Indonesia. Therefore, by utilizing sentiment 

analysis technology, this study aims to analyze the public 

sentiment about state capital relocation as hot issue in 

Indonesia using Convolutional Neural Networks. The next 

sections will be explained the research method, result and 

discussion, and the conclusion of this research.    

II. RESEARCH METHODS 

A. Sentiment Analysis 

Sentiment analysis is a technique to find public sentiment 

on specific issues [27], [28]. Sentiment analysis groups data 

with positive, neutral, and negative class labels related to 

public opinion or views from many sources, such as social 

media [29]–[34], movie review [35]–[37], news portal [20], 

review of a product [38], [39], and others. The sentiment 

analysis technique uses a classification approach, where the 

training data must be labeled (positive, negative, or neutral) 

so that the computer can learn to recognize patterns and 

predict labels on other text data. 

 

B. Research Activities 

This section contains research initiatives that demonstrate 

CNN's performance in sentiment analysis research. These 

tasks include data collection and labeling, text pre-

processing, word embedding, sentiment analysis using CNN, 

and evaluation using confusion matrix, as shown in Fig 1.  

 

 
 

Fig. 1. Research Activities 

 

1) Data Collecting and Labeling 

Dataset was collected from Twitter using Twitter API. 

The data taken are tweets related to the relocation of the 

capital city of Indonesia with several keywords such as the 

new capital city and moving the capital city. A sampling of 

tweet data was carried out from 1 February 2020 to 30 May 

2020. There are 1,515 tweets in Indonesian language for this 

research. Then, data was labeled by positive or negative 

sentiment.  

 

2) Text Pre-processing 

Text pre-processing is a key step in the mining process 

that prepares the data. Text pre-processing ensures the quality 

of input data, ensuring that the results are of the anticipated 

quality [40], [41]. Several text pre-processing processes are 

utilized in this study, including case-folding and tokenizing, 

deleting unneeded letters, removing stop-words, and 

stemming. This study uses the Sastrawi library, employing 

the Nazief-Adriani stemming algorithm for Indonesian 

language stemming [42]. Then, the emoticons that many find 

from social media will be converted to text. 

 

3) Convolutional Neural Network 

Convolutional Neural Network is a neural network 

method that is extensively used in image and text processing. 

Convolution, or simply convolution, is a matrix that filters 

and classifies images or text [43]. The layers of a 

Convolutional Neural Network are utilized to conduct 

filtering in each phase. The procedure is known as the 

training procedure. There are three layers in the training 

process: Convolutional, Pooling, and Fully-connected layers 

[44][45]. Fig 2 shows the CNN layer architecture. Where the 

key layer for producing new features from input data is the 

Convolutional layer. The Pooling layer, like the 

Convolutional Layer, is in charge of reducing the spatial size 

of the Convolved Feature. The computer power required to 

process the data is lowered because of dimensionality 

reduction. It also aids the training process by extracting 
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rotational and positional invariant dominating features. There 

are two types of pooling: maximal pooling and average 

pooling. Max Pooling returns the maximum value from the 

image's Kernel-covered area. The average of all values from 

the Kernel's segment of the data is returned by Average 

Pooling. The Fully-Connected layer then begins to learn a 

non-linear function. Using a Fully-Connected layer to learn 

non-linear combinations of the high-level qualities 

represented by the convolutional layer's output is a cheap 

technique to learn non-linear combinations of the high-level 

characteristics represented by the convolutional layer's 

output. 

 

 
Fig. 2. CNN Architecture Illustration 

 

4) Confusion Matrix 

The classification metric used in sentiment analysis 

techniques is the confusion matrix to evaluate the sentiment 

classification result model [46]. There are values of accuracy, 

precision, and recall, which are calculated by the formula (1)-

(3) [47]–[49]. 

precision =
|TP|

|TP|+|TN|
    (1) 

recall =
|TP|

|TP|+|FP|
   (2) 

accuracy =
|TP|+|FN|

|D|
    (3) 

Precision is calculated by dividing the total sentiment 

classifications that are correctly predicted to be positive (True 

Positive - TP) by the number of sentiment classifications that 

are correctly predicted to be positive and the correct 

sentiment classifications are predicted to be negative in the 

document (True Negative - TN), so that the prediction results 

correctly determine whether the sentiment classification is 

correct, both predicted by humans and predicted by the 

system is correct. In a document, Recall is equal to the total 

number of predicted true sentiment classifications divided by 

the number of false-positive predicted and false-positive 

sentiment classifications (FP). Recall evaluates the 

proportion of sentiment classifications predicted by humans 

and those generated by the system. At the same time, 

accuracy is defined as the proportion of the total sentiment 

classification that is predicted correctly and incorrectly 

divided by the total sentiment classification in a document. 
 

III. RESULT AND DISCUSSION 

A. Text Pre-processing Result 

Test pre-processing is an essential process of preparing 

unstructured text data into structured data so that the data can 

be appropriately processed. In pre-processing, several stages 

are divided into five parts, namely case-folding, tokenizing, 

filtering (including removing regular expressions and stop-

words), stemming, and emoticon conversion. Table I shows 

the example process of text pre-processing (begin from case-

folding, filtering, stop-words removing, stemming, until 

converting the emoticons) from the example of three tweets 

in the Indonesian language below: 

 
1. Ibu Kota pindah ke Kalimantan? Mau ngerusak paru-paru dunia? 

Wkwkw (Capital city moved to Kalimantan? Want to destroy the 

lungs of the world? Wkwkw) 

2. Pemindahan Ibu Kota dari DKI Jakarta ke Kalimantan Timur 

penting untuk pemerataan wilayah pembangunan :) #Ibu KotaBaru 

(Moving the capital city from DKI Jakarta to East Kalimantan is 

important for equitable distribution of development areas :) #New 

Capital) 

3. INDONESIA GAK BUTUH IBU KOTA BARU, CUMA BUTUH 

PRESIDEN BARUUU (INDONESIA DON'T NEED A NEW 

CAPITAL, JUST NEED A NEW PRESIDENT) 

TABLE I.  THE EXAMPLE OF TEXT PRE-PROCESSING RESULT 

Process Result 

Case-folding 

1. ibu kota pindah ke kalimantan? mau ngerusak 

paru-paru dunia? Wkwkw 

2. pemindahan ibu kota dari dki jakarta ke 

kalimantan timur penting untuk pemerataan 

wilayah pembangunan :) #ibu kotabaru 

3. indonesia gak butuh ibu kota baru, cuma butuh 

presiden baruuu  

Tokenizing 

1. ‘ibu’, ‘kota’, ‘pindah’, ‘ke’, ‘kalimantan?’, 

‘mau’, ‘ngerusak’, ‘paru-paru’, ‘dunia?’, 

‘wkwkwk’ 

2. ‘pemindahan’, ‘ibu’, ‘kota’, ‘dari’, ‘dki’, 

‘jakarta’, ‘ke’, ‘kalimantan’, ‘timur’, ‘penting’, 

‘untuk’, ‘pemerataan’, ‘wilayah’, 

‘pembangunan’, ‘:)’, ‘#ibukotabaru’ 

3. ‘indonesia’, ‘gak’, ‘butuh’, ‘ibu’, ‘kota’, ‘baru,’, 

‘cuma’, ‘butuh’, ‘presiden’, ‘baruuu’ 

Filtering and 

Stop-words 

Removing 

1. ‘ibu’, ‘kota’, ‘pindah’, ‘kalimantan’, ‘ngerusak’, 

‘paru paru’, ‘dunia’ 

2. ‘pemindahan’, ‘ibu’, ‘kota’, ‘dki’, ‘jakarta’, 

‘kalimantan’, ‘timur’, ‘penting’, ‘pemerataan’, 

‘wilayah’, ‘pembangunan’, ‘:)’, ‘ibukotabaru’ 

3. ‘indonesia’, ‘gak’, ‘butuh’, ‘ibu’, ‘kota’, ‘baru,’, 

‘butuh’, ‘presiden’, ‘baruuu’ 

Stemming 

1. ‘ibu’, ‘kota’, ‘pindah’, ‘kalimantan’, ‘rusak’, 

‘paru-paru’, ‘dunia’ 

2. ‘pindah’, ‘ibu’, ‘kota’, ‘dki’, ‘jakarta’, 

‘kalimantan’, ‘timur’, ‘penting’, ‘rata’, ‘wilayah’, 

‘bangun’, ‘:)’, ‘ibukotabaru’ 

3. ‘indonesia’, ‘gak’, ‘butuh’, ‘ibu’, ‘kota’, ‘baru,’, 

‘butuh’, ‘presiden’, ‘baruuu’ 
Converting 

emoticons to 

word 

1. ‘ibu’, ‘kota’, ‘pindah’, ‘kalimantan’, ‘rusak’, 

‘paru-paru’, ‘dunia’ 

2. ‘pindah’, ‘ibu’, ‘kota’, ‘dki’, ‘jakarta’, 

‘kalimantan’, ‘timur’, ‘penting’, ‘rata’, ‘wilayah’, 

‘bangun’, ‘senyum’, ‘ibukotabaru’ 

3. ‘indonesia’, ‘gak’, ‘butuh’, ‘ibu’, ‘kota’, ‘baru,’, 

‘butuh’, ‘presiden’, ‘baruuu’ 

 

B. Word Embedding using Word2Vec 

Word embedding is a type of word representation that 

allows for the representation of words that have similar 

meanings [50]. There are many word embedding 

representations, such as Word2Vec [51], GloVe [52], and 

FastText [53]. The embedding layer in this study is 

Word2Vec. Word2vec is a method for expressing words in 

N-dimensional vector form [54]. Word2Vec uses a neural 

network to determine contextual and semantic similarity 

(contextual and semantic similarity) in the form of one-hot 

encoded vectors when presenting a word. Contextual and 

semantic similarity can be used to illustrate a word's 

relationship to other words. Word embedding representation 

varies by language. 



 

C. Implementation of Convolutional Neural Network 

By using the linear regression layer as the output layer, 

we can create a simple CNN model for our purpose. The 

task's CNN architecture is given here. The embedding layer, 

which is the initial layer of the model, is found within the 

CNN algorithm. Words are represented as real-valued vectors 

in a high-dimensional space using layer embedding. This 

layer allows for the pre-trained word vector matrix to be used 

to initialize vocabulary word vectors. The input tweets are 

converted into numeric word token sequences, such as t1, t2, 

..., tN, where tN represents the original word, and N is the 

token vector length. To keep the result size identical for 

tweets of varying length, the authors limit the maximum 

value of N to the maximum tweet length of all tweets. Any 

tweet was shorter than N will be populated to N using zeros. 

In the convolutional layer, the m filter is used to extract the 

local n-gram features from the matrix of the previous layer. 

In a sliding window of width w indicating that w-grams can 

be extracted, the Fl filter (1 ≤ l ≤ m) studies the feature map 

as formula below: 

 
Where ◦ is a convolutional operation, W ∈ Rw × d is the 

weight matrix of the token vector record output (ti ti + 1, ..., ti + 

w – 1, where ifk> previous layer, b is bias, and Ti: i + w − 1 dari 

mana yl = 0, tk = 0). The result of Fl is yl ∈ Rd, i is an element 

of yl. This research uses Re-LU as an activation function for 

a more simple and accurate calculation [55]. 

There are several stages in the classification process, 

namely Convolutional Layer, Pooling Layer, and Fully 

Connected Layer. After the pre-processing stage, the 

module's word (tweet) input will be converted into an array 

of tokens with specific dimensions using word embedding 

and then mapped in the feature matrix or sentence matrix by 

the embedding layer. Furthermore, in the data convolution 

layer, the weight is calculated layer by layer with a filter layer 

to perform calculations on each embedding layer. This layer 

is used to form the weights that the input layer has with the 

hidden layer. Then, the largest value weight is taken from 

each filter layer using a pooling layer. The fully connected 

layer finally composes these features to output the final 

regression results with a linear decoder. After doing the pre-

training then it is done to train the backpropagation algorithm 

to train the error rate. A loss function is an error in the training 

data set. Loss validation is an error after running a data 

validation set. 

 

D. Experiment Scenario and Result 

The experiment was carried out on 1,515 data that had 

been obtained from Twitter, the data was first processed until 

the data was ready for the classification process. The 

processing consists of several processes, namely case-

folding, filtering, and tokenizing. The testing process is 

carried out by changing three types: the amount of training 

data, test data, and the number of epochs. The data for testing 

is divided into five times testing. The first test was carried out 

with 90% training data, 10% test data, and ten epochs. The 

second test was carried out with 80% training data, 20% test 

data, and ten epochs. The third test used 70% training data 

and 30% test data with epoch 10. In the fourth test, the 

amount of training data is 60%, 40% is test data, and epoch 

10. The last test or fifth test is with the amount of training 

data is 50%, 50% test data, and epoch 10. After that, the next 

test was carried out by dividing the amount of training data 

and testing data the same as before but increasing the number 

of epochs to 30 and 100. Totally, there are 15 experiment 

variations in this research. Then, the result of the experiment 

is evaluated using a confusion matrix. Table II shows the 

accuracy result from the confusion matrix evaluation for each 

experiment scenario.  

TABLE II.  ACCURACY RESULT OF EXPERIMENT 

Epoch 
Percentage of Data 

Accuracy 
Training Testing 

10 

  

  

  

  

90% 10% 69.70% 

80% 20% 67.80% 

70% 30% 67.60% 

60% 40% 67.30% 

50% 50% 65.20% 

30 

  

  

  

  

90% 10% 68.40% 

80% 20% 66.90% 

70% 30% 66.50% 

60% 40% 67.90% 

50% 50% 67.50% 

100 

  

  

  

  

90% 10% 70.30% 

80% 20% 69.30% 

70% 30% 66.30% 

60% 40% 66.30% 

50% 50% 64.90% 

Average of Accuracy 67.46% 

  

E. Discussion 

The graph in Fig. 3 shows tests 1-5 with epochs of 10 

producing an accuracy value of 65.2% for 50:50 data sharing, 

then in the second test it rose to 67.3% for 60:40 data division. 

Then the third test rose again to 67.6% with a data share of 

70:30. Furthermore, the accuracy becomes 67.8% in the 

fourth test for 80:20 data sharing, and the last one increases 

the accuracy on 90:10 data sharing with an accuracy value of 

69.7%. Furthermore, the value of epochs or iterations was 

added to 30 and retested in the order as before and resulted in 

an accuracy of 67.5%, 67.9%, 66.5%, 66.9%, and 68.4%. For 

the epochs value of 100, the accuracy values obtained are 

64.9%, 66.3%, 66.3%, 69.3%, and 70.3%. Thus, it is clear 

that the predictions generated from the Convolutional Neural 

Network algorithm depend on the epochs and the amount of 

data being trained. This is because the accuracy of each test 

increases when more training data and epochs are used. 

 

 
 

Fig. 3. Graphic of Experiment Result 



 

 

After testing 15 times with different epochs, the results 

obtained are as Tabel II, where the average test performed 

with ten epochs is 67.42%. Meanwhile, if more epochs are 

added, the accuracy will increase to 67.44% and 67.52%. 

Epochs are when the entire dataset has gone through the 

training process on the Neural Network until it is returned to 

the beginning for one round. Another thing that affects is the 

batch size. However, in this study, the batch size was not 

changed to examine the best epochs and networks in 

classifying this convolutional neural network. 

The evaluation process shows that the system is not 

running well. This is due to various factors, one of which is 

that less data is used for deep learning. The data used is only 

1,515 tweets. This is because the data retrieval time using the 

API with the library has limited data crawling, which can 

only be retrieved a maximum of 7 days from the time of 

retrieval, the sample data was taken on February 24. This 

indicates that the maximum tweet data will be retrieved only 

February 17 and so on. In addition to data with less amount, 

labeling is also less than optimal because linguists do not 

carry out the labeling, so the labeling between one tweet and 

another tweet is irrelevant. 

Another influencing factor is unbalancing data, meaning 

that the data used is not balanced between positive and 

negative. In several experiments carried out, several results 

showed the system classified the test tweets to be negative. 

More than 50% of the data are tweets with negative labels so 

that when the machine does learning, it cannot represent a 

positive label. Other factors that affect the success of this 

system are libraries in Indonesian in python programming 

that are less qualified and less than optimal. In addition, the 

limitation in modifying data in the form of text is more 

complicated than data in the form of images. 

 

CONCLUSION 

Sentiment analysis of data on the transfer of the 

Indonesian capital using the Convolutional Neural Network 

algorithm has been successfully carried out by retrieving data 

from Twitter, then processing it by pre-processing and 

weighting it with Word2Vec the data is ready to be classified 

by CNN. Then the CNN algorithm predicts the testing data. 

After previously labeling all data so that the algorithm 

accuracy value can be calculated. The results of testing the 

CNN algorithm show that the highest accuracy is 70.3%, with 

an average value of 66.68%. After labeling the data generated 

from Twitter data related to the policy of moving the 

Indonesian capital city, taking positive and negative 

sentiments into account. From the results of classification and 

labeling, it is found that changing emoticons into words 

affects the accuracy value, and negative sentiments have 

more numbers than positive sentiments. However, the 

prediction of positive sentiment is more accurate than 

negative sentiment. For further works, the library of 

emoticons should be more complete so that the converting 

emoticons process can be optimized to provide maximum 

accuracy values. Then, another deep learning algorithm can 

be used to enhance the accuracy and sentiment prediction. 
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