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A B S T R A C T

Type I interferons (IFN) are the first line of immune response against infection. In this study, we explore
the interaction between Type I IFN and foot-and-mouth disease virus (FMDV), focusing on the effect of this
interaction on epithelial cell death. While several mathematical models have explored the interaction between
interferon and viruses at a systemic level, with most of the work undertaken on influenza and hepatitis C, these
cannot investigate why a virus such as FMDV causes extensive cell death in some epithelial tissues leading
to the development of lesions, while other infected epithelial tissues exhibit negligible cell death. Our study
shows how a model that includes epithelial tissue structure can explain the development of lesions in some
tissues and their absence in others. Furthermore, we show how the site of viral entry in an epithelial tissue,
the viral replication rate, IFN production, suppression of viral replication by IFN and IFN release by live cells,
all have a major impact on results.
1. Introduction

Type I interferon (IFN) are regulatory proteins belonging to the
superfamily of cytokines. In the event of an infection, they are the host’s
first line of defence. They do this by binding to cell surface receptors
and activating intracellular signalling pathways. This leads to protein
synthesis [1] that can stimulate antiviral action such as suppression of
viral replication [2,3] and inhibition of cell infection [4].

Understanding the interplay between pathogens and Type I IFN is
important: it can be a crucial step towards identifying ways to mitigate
disease. For FMDV, a Picornavirus infecting cloven-hoofed animals,
understanding the FMDV-host interaction and the way FMDV evades
innate immune response has a role to play in developing effective
disease control strategies [5].

An open question in FMDV pathogenesis is the development of
vesicular lesions and their localisation [6]. Lesions are the result of
extensive epithelial cell death following infection and they can be
found in the epithelial tissues of the tongue, snout, coronary band
and mammary glands. What we do know about FMDV and epithelial
cells is that, similarly to other viruses, it induces local IFN production.
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This helps neighbouring cells to prepare ahead of viraemia [5]. If
viraemia does occur then plasmacytoid dendritic cells can produce up
to 1000-fold more IFN than other cells [1,7] while defending the host.

While there are many mathematical models on virus-IFN dynamics,
there has been little work carried out at tissue level [8] and none
– to our knowledge – on tissue level FMDV-IFN dynamics. FMDV-
IFN dynamics have been modelled at whole animal (cow) level by
Howey et al. [9]. The authors combined in vivo experimental work with
an eight compartments ODE model, where both innate and adaptive
immune response were included. Type I IFN and antibodies were both
shown to determine the peak levels of FMDV in the animal.

Mathematical models of influenza [10,11] and hepatitis C [12–
14] have explored virus-IFN dynamics. Interaction of cytokines and
viruses has also been explored in relation to dengue [15], Newcastle
disease [16] and Herpes simplex type 1 [8] models.

The model of Baccam et al. [17] showed cells’ average lifetime
to be shorter than experimental values. This led authors to hypothe-
sise that IFN action could inhibit viral production while maintaining
cells alive. Hancioglu et al. [18] assumed that IFNs could make cells
infection-resistant. Both explored influenza dynamics in human respi-
ratory epithelial cells. Other influenza models explored IFN action in
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mice [19], ferrets [20], chickens [21] and horses [22]. Cao et al. [20]
showed with their models how IFN-induced inhibition of viral pro-
duction can explain dynamics that IFN-induced cell resistance alone
cannot. Hernandez-Vargas et al. [19] suggested that higher IFN levels
in the elderly lead to slower viral growth, impaired immune response
and hindered viral clearance. The model of Saenz et al. [22] suggested
that cell death and cell damage are a result of both high IFN production
and poor IFN efficiency in protecting cells from infection. Xie et al. [21]
highlighted the crucial importance of Type I IFN in the absence of
adaptive immune response.

Neumann et al. [12] developed a model of Hepatitis C virus (HCV)
infection, where they explored the effect of different Type I IFN dose
regimens on infected individuals. They showed that IFN inhibits viral
production and release. Sasmal et al. [15] showed cytokines to be
important in the clearance of dengue virus. In contrast to the ordinary
differential equation models used in most studies, Howat et al. [8]
formed an individual-based, spatial stochastic model to investigate
Herpes simplex virus 1 interaction with IFN. Their model suggested
that where epithelial cells cannot fight infection, they may act as IFN
producers to protect other areas.

More recently, Wang et al. [23] used a combination of differential
equations and stochastic modelling to explore COVID-19 infection dy-
namics. Their results have highlighted that Type I IFN production can
delay the development of clinical symptoms. Another model of COVID-
19 infection has showed IFN in combination with antiviral drugs to
reduce the time to recovery [24]. Sadria and Layton [25] modelled the
dynamics of COVID-19 infection including both innate and adaptive
immune response. Their model shows IFN response to peak alongside
the viral load, with remaining cells becoming resistant to infection.

In this study, we investigated the interplay between FMDV and Type
I IFN, the resulting epithelial cell death and localisation of vesicular le-
sions. FMDV-induced epithelial cell death has been previously explored
by other models [26,27], with the latter indicating that inhibition of
FMDV growth could play an important role in the localisation of lesions
and suggested the exploration of IFN antiviral action [27]. Here we
have introduced Type I IFN in a spatio-temporal partial differential
equation (PDE) model. This is one of a few tissue-level models of virus-
IFN interaction. We have compared the epithelial tissue of the tongue
with that of the dorsal soft palate (DSP); the former exhibits extensive
epithelial cell death while the latter presents no or negligible death in
response to FMDV infection despite being a primary site of infection.

2. Materials and methods

The model is formulated to predict the spatio-temporal evolution
of FMDV and cells across the epithelial layers; thereby being able to
predict the extent of epithelium damage and where it is most likely
to occur during the early stages of infection. Full details of the mod-
elling are discussed in [27] and we will only summarise the common
components here.

The timescale of interest is the first 48 h of infection, which is
a timescale sufficient for the development of lesions [6] but before
adaptive immunity begins to a play a significant role. The model
epithelium structure is assumed to be governed by a diffusible generic
growth factor (e.g. epithelial growth factor (EGF), concentration 𝐸)
that is sourced at the base (𝑥 = 0) and is used up by live cells in the
epithelium it diffuses into it. Differentiation of the epithelial cells is
such that the basal cell layer corresponds to when 𝐸 > 𝐸𝐵 , spinal cells
when 𝐸𝐺 < 𝐸 < 𝐸𝐵 and granular cells when 𝐸 < 𝐸𝐺. The epithelial
cell layer structure is presented in Fig. 1. Since we are only concerned
with the dynamics in the first 48 h, negligible epithelial growth and
regrowth is assumed [27], and only cell death occurs due to FMDV in-
fection. Intracellular resource (𝐾), represents the essential resources for
cell function and survival that are depleted during FMDV replication,
leading to cell lysis. Our model makes no distinction between apoptosis
and necrosis due to the lack of information on the type of death leading
to cell lysis in FMDV-infected tissues [28].
2

Fig. 1. Schematic showing the epithelial structure assumed in the mathematical
modelling. Example of FMDV infection of tongue epithelial cells with virus entering
through the basement membrane. Darker shades of green and purple indicate higher
concentration of extracellular and cellular FMDV respectively. Infection dynamics are
the same in DSP, though tissue structure and usual site of viral entry are different.
Tongue epithelium thickness is 𝐿𝑇 , basal-spinous epithelium thickness is 𝐿𝑇𝑔 , while
basal cell layer thickness is 𝐿𝑇𝑏 (left hand side). For DSP the equivalents are 𝐿𝑃
for epithelium thickness and 𝐿𝑃𝑏

for basal cell layer thickness. No granular layer is
present in DSP, therefore there is no distinction between whole epithelium and basal-
spinous epithelium thickness. Function 𝑔𝐵 (red line, right hand side) takes values
of approximately 1 for basal cells, dropping to approximately zero everywhere else.
Function 𝑔𝐺 (black dashed line) is approximately 1 for the basal-spinous epithelium,
dropping to approximately zero for granular cells. Figure and caption reproduced
from [27] under the Creative Commons [CC BY] license.

Table 1
Model variables.

Variable Units

𝑆𝑐 Cellular volume fraction (non dimensional)
𝑆𝑒 Extracellular volume fraction (non dimensional)
𝑉𝑐 Intracellular viral concentration PFU × cm−1

𝑉𝑒 Extracellular viral concentration PFU × cm−1

𝐼𝑐 Intracellular IFN concentration cm−1

𝐼𝑒 Extracellular IFN concentration cm−1

𝐾 Intracellular resource cm−1

𝐸 Activator concentration cm−1

The health of the epithelial tissue can be assessed through variable
𝑆𝑐 (𝑥, 𝑡), which represents the volume fraction of live cells (𝑆𝑒 = 1 − 𝑆𝑐
is the volume fraction of extracellular space). In a healthy state, 𝑆𝑐 (𝑥, 𝑡)
will be spatially uniform with a fraction set to 𝛼. Viral concentration
is tracked in both the cellular and extracellular space (𝑉𝑐 and 𝑉𝑒
respectively), as well as IFN concentration (𝐼𝑐 and 𝐼𝑒 respectively).
Model variables are presented in Table 1, while Tables 2 and 3 sum-
marise model parameters. Initial and boundary conditions parameters
are presented in Table 4, where at 𝑡 = 0 the skin is assumed to be in a
healthy, homoeostatic state.

2.1. Response functions

The epithelial tissue structure as described by the model is governed
by the sigmoidal response functions 𝑔𝐵(𝐸) ∈ [0, 1] and 𝑔𝐺(𝐸) ∈ [0, 1]
for 𝐸 ≤ 0. The basal cell (proliferating) layer corresponds to 𝑔 (𝐸) ≈ 1
𝐵
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Table 2
Base parameter values for model parameters. Methods of estimation are provided in S2 Supplementary information or can be found in [27].
Parameters relating to the response functions are presented separately in Table 3.

Parameter Value

𝜆 Uptake rate of activator by cells 1.97 × 10−12 h−1 (based on [29], see [27])
𝛿 Decay rate of activator 0.693 h−1 (based on [30], see [27])
𝐷𝐸 Diffusion coefficient of activator 1.86 × 10−3 cm2 h−1 (based on [31], see [27])
𝛷 Maximum rate of cell lysis due to viral infection 3.33 × 10−1 h−1 (based on [32], see [27])
𝛹 Maximum IFN-mediated infected cell death rate 0.416 h−1 (based on [32,33])
𝜉 Maximal replication rate of virus 1.56 × 10−1 PFU∕resource fraction (based on [34], see [27])
𝜌 Rate at which virus uses up intracellular resource 2.46 × 10−2∕( PFU × h × cm−1 (based on [34], see [27])
𝜇 Virion-cell affinity and internalisation rate 2 × 10−5 h−1 (based on [35], see [27])
𝛾 Rate of virus release by live cells 0 h−1 [27]
𝐷𝑉 Diffusion coefficient of virions 3.67 × 10−4 cm2∕ h ([36], see [27]
𝜃 Maximal hourly IFN production constant 5.13 h−1 (based on [37–39])
𝜇𝐼 IFN uptake by cells rate 1.4 × 10−5 h−1 (based on [40–44])
𝛾𝐼 IFN release rate by live cells 5.14 × 10−1 h−1 (based on [45])
𝛿𝐼𝑐 Intracellular IFN decay rate 5.59 × 10−2 h−1 (based on [46])
𝛿𝐼𝑒 Extracellular IFN decay rate 5.59 × 10−2 h−1 (based on [46])
𝐷𝐼 IFN diffusion coefficient 2.95 × 10−3 cm2/h (based on [8,47–50])
𝑄𝐼 IFN mass transfer coefficient 4.56 × 10−2 cm×h−1 (based on [8,27,31])
𝜖1 IFN production term coefficient 1 IU/PFU (see S2 Supplementary Information)
𝜖2 IFN production term coefficient 0.1 PFU/cm−1 (see S2 Supplementary Information)
𝜖3 IFN production term coefficient 1 PFU/cm−1 (see S2 Supplementary Information)
𝜖4 IFN production term coefficient 0.25 IU/cm−1 (see S2 Supplementary Information)
𝐼𝑅 Intracellular IFN threshold for FMDV replication inhibition 0.45 IU/cm (see S2 Supplementary Information)
𝐼𝑈 Intracellular IFN threshold for FMDV uptake by cells inhibition (based on [4])
𝐼𝐿 Intracellular IFN threshold for FMDV live cell release inhibition 0.45 IU/cm (see S2 Supplementary Information)
𝐼𝐷 IFN threshold of IFN-mediated cell death 50 IU/cm (see S2 Supplementary Information)
𝑉𝐷 FMDV threshold of IFN-mediated cell death 30 PFU/cm (see S2 Supplementary Information)
𝐿𝑃 Thickness of dorsal soft palate 1.71 × 10−2 cm [27]
𝐿𝑇 Thickness of tongue 1.66 × 10−1 cm [27]
𝐿𝑃𝑏 Threshold of spinous cell layer in dorsal soft palate 1.41 × 10−3 cm [27]
𝐿𝑇 𝑏 Threshold of spinous cell layer in tongue 1.22 × 10−3 cm [27]
𝐿𝑇 𝑔 Threshold of granular cell layer in tongue 1.59 × 10−1 cm [27]
Table 3
Base parameter values for model parameters relating to response functions. Methods of estimation are provided in S2 Supplementary information
or can be found in [27].

Parameter Value

𝐸𝐵 Concentration of 𝐸 at basal-spinous interface 9.66 × 10−1 cm−1 (DSP) [27],
9.77 × 10−1 cm−1 (tongue) [27]

𝐸𝐺 Concentration of 𝐸 at spinous-granular interface (DSP) or 6.3 × 10−1 (DSP) [27],
Spinous-surface interface (tongue) 8.18 × 10−2 (tongue) [27]

𝑚2 Exponent in function 𝑔𝐵 that defines the basal layer 80 [27]
𝑚3 Exponent in function 𝑔𝐺 that defines the basal and spinous layers 80 [27]
𝐾1∕2 Value of K at which cell death is half maximum value 38.1 resource units × cm−1 [27]
𝑚1 Exponent in function 𝑓 that defines resource depletion 4 [27]
𝜌𝐵 Defines relative vulnerability of basal layer to FMDV replication 1 [27]
𝜌𝑆 Defines relative vulnerability of spinous layer to FMDV replication 1 [27]
𝜇𝐵 Defines relative vulnerability of basal layer to FMDV infection 1[27]
𝜇𝑆 Defines relative vulnerability of spinous layer to FMDV infection 1 [27]
𝜁𝐵 Defines relative competence of basal layer to produce IFN 1 (see S2 Supplementary Information)
𝜁𝑆 Defines relative competence of spinous layer to produce IFN 1 (see S2 Supplementary Information)
𝜂𝐵 Defines relative competence of basal layer to uptake IFN 1 (see S2 Supplementary Information)
𝜂𝑆 Defines relative competence of spinous layer to uptake IFN 1 (see S2 Supplementary Information)
𝑚4 Exponent in IFN component of function 𝑓𝐷 4 (see S2 Supplementary Information)
𝑚5 Exponent in FMDV component of function 𝑓𝐷 4 (see S2 Supplementary Information)
𝑚6 Exponent in function 𝑓𝑅 that defines FMDV replication inhibition 2 (see S2 Supplementary Information)
𝑚7 Exponent in function 𝑓𝑈 that defines FMDV uptake by cells inhibition 2 (see S2 Supplementary Information)
𝑚8 Exponent in function 𝑓𝐿 that defines FMDV live cell release inhibition 2 (see S2 Supplementary Information)
Table 4
Initial and boundary conditions parameters.

Parameter Condition Value

𝛼 Initial cellular space volume 𝑆𝑐 (𝑥, 0) 0.95 [26]
𝐸0 Activator at the basement membrane 𝐸(0, 𝑡) 1 cm−1

𝐾0 Initial intracellular resource fraction per unit length 𝐾(𝑥, 0) 952 cm−1

𝑉0 Viral infectious dose 𝑉𝑒(𝑒𝑝 , 0) 2290 PFU × cm−1

𝑄𝐸 Activator mass transfer coefficient 𝜕𝐸
𝜕𝑥

(𝐿𝑃 ) 5.69 × 10−2 cm × h−1

𝑄𝑉 FMDV mass transfer coefficient 𝜕𝑉𝑒

𝜕𝑥
(𝐿𝑃 ) 2.85 × 10−2 cm × h−1

𝑒𝑝 Viral entry point Various points tested 0, 3 × 10−3cm, 𝐿𝑖 or 𝐿𝑖 − 3 × 10−3 cm, where 𝑖 = 𝑃 , 𝑇

Table of parameters of initial and boundary conditions. Estimates sourced from [27].
3
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and for the spinus and granular cells 𝑔𝐵(𝐸) ≈ 0, whilst in the basal
and spinus layers 𝑔𝐺(𝐸) ≈ 1 and for granular cells 𝑔𝐺(𝐸) ≈ 0. This
is to distinguish between proliferating (basal) and non-proliferating
cells (spinous and granular) [51], and cells where viral replication
and uptake take place (basal and spinous) and cells where they do
not (granular). The latter is an assumption based on the presence of
FMDV and integrins associated with its uptake in basal and spinous
layers in contrast with the granular layer [52,53]. The two functions
are continuous to represent the unclear boundaries between layers. The
functions used are

𝑔𝐵(𝐸) =
𝐸𝑚2 (𝐸𝑚2

0 + 𝐸𝑚2
𝐵 )

𝐸𝑚2
0 (𝐸𝑚2 + 𝐸𝑚2

𝐵 )
(1)

𝑔𝐺(𝐸) =
𝐸𝑚3 (𝐸𝑚3

0 + 𝐸𝑚3
𝐺 )

𝐸𝑚3
0 (𝐸𝑚3 + 𝐸𝑚3

𝐺 )
, (2)

where 𝐸𝐵 is the threshold activator concentration defining the basal-
spinous boundary, 𝐸𝐺 defines the spinous-granular boundary (tongue)
nd spinous-epithelium surface (DSP), and 𝐸0 is the concentration at
= 0. A schematic diagram of the values of 𝑔𝐵 and 𝑔𝐺 over the tongue

and DSP epithelia can be found in Fig. 1.
Interlayer variability in FMDV replication is expressed by response

functions ℎ𝑅(𝐸) and ℎ𝑈 (𝐸). We have

ℎ𝑅(𝐸) = 𝜌𝑆 + (𝜌𝐵 − 𝜌𝑆 )𝑔𝐵(𝐸) (3)
ℎ𝑈 (𝐸) = 𝜇𝑆 + (𝜇𝐵 − 𝜇𝑆 )𝑔𝐵(𝐸), (4)

where parameters 𝜌𝐵 and 𝜌𝑆 express cell vulnerability to FMDV replica-
tion (basal and spinous cells respectively), while 𝜇𝐵 and 𝜇𝑆 express cell
vulnerability to FMDV infection (basal and spinous cells respectively).
For example, if basal cells are assumed to be more vulnerable to
infection, then 𝜇𝐵 > 𝜇𝑆 , etc.

The variable 𝐾 represents a resource that is required for cell sur-
vival, but is consumed by virus in the replication process. The cells are
assumed to die at a rate proportional to 𝑓 (𝐾) ∈ [0, 1], such that if the
resource is sufficiently depleted, i.e. 𝐾 < 𝐾1∕2 then 𝑓 (𝐾) ≈ 1; we thus
assume

𝑓 (𝐾) =
𝐾1∕2

𝑚1

𝐾1∕2
𝑚1 +𝐾𝑚1

. (5)

All of the above response functions are also presented in detail by
Giorgakoudi et al. [27]. In this FMDV-IFN model, we have introduced a
number of response functions describing interlayer variability and cell
death in relation to IFN activity, which are presented below.

Interlayer variability of IFN production and IFN uptake by cells is
controlled by functions ℎ𝐼 (𝐸) and ℎ𝐼𝑈 (𝐸) respectively. Both functions
are constrained to be in [0, 1], with ℎ𝐼 (𝐸) ≃ 𝜁𝑆 and ℎ𝐼𝑈 (𝐸) ≃ 𝜂𝑆 in
the spinous layer and ℎ𝐼 (𝐸) ≃ 𝜁𝐵 and ℎ𝐼𝑈 (𝐸) ≃ 𝜂𝐵 in the basal layer.
In the baseline scenario we assume equal IFN production and uptake
competence by basal and spinous cells, however alternative scenarios
will be investigated. If we were to assume higher IFN production in
the basal layer then we would have 𝜁𝐵 > 𝜁𝑆 . The absolute difference
between 𝜁𝐵 and 𝜁𝑆 is a measure of the difference in IFN production
competence between basal and spinous cells. The same applies for
parameters 𝜂𝐵 and 𝜂𝑆 , defining IFN uptake competence by basal and
spinous layers respectively. Hence,

ℎ𝐼 (𝐸) = 𝜁𝑆 + (𝜁𝐵 − 𝜁𝑆 )𝑔𝐵(𝐸), (6)

ℎ𝐼𝑈 (𝐸) = 𝜂𝑆 + (𝜂𝑆 − 𝜂𝑆 )𝑔𝐵(𝐸). (7)

IFN-mediated cell death is considered to affect only infected cells
with high IFN concentration. The response function 𝑓𝐷(𝐼𝑐 , 𝑉𝑐 ) the IFN
mediated cell death rate in the presence of virus, relative to threshold
parameters 𝐼𝐷 and 𝑉𝐷. The functional form is assumed to be

𝑓𝐷(𝐼𝑐 , 𝑉𝑐 ) =
𝐼𝑐𝑚4

𝑚 𝑚
𝑉𝑐𝑚5

𝑚 𝑚 , (8)

𝐼𝑐 4 + 𝐼𝐷 4 𝑉𝑐 5 + 𝑉𝐷 5 W

4

noting that 𝑓𝐷(𝐼𝐷, 𝑉𝐷) =
1
4 .

To incorporate the inhibitory action of IFN towards FMDV replica-
tion, FMDV uptake by cells and FMDV release, we have incorporated a
set of Hill-like response functions. These are 𝑓𝑅, 𝑓𝑈 and 𝑓𝐿, regulating
FMDV replication, FMDV uptake by cells and FMDV release by live cells
respectively. In the absence of IFN these functions are equal to unity
and thus do not influence FMDV activity. For 𝐼𝑐 ≫ 𝐼𝑅, where 𝐼𝑅 is an
IFN threshold in the 𝑓𝑅 function, 𝑓𝑅(𝐼𝑐 ) ≃ 0. IFN thresholds 𝐼𝑈 and 𝐼𝐿
regulate functions 𝑓𝑈 and 𝑓𝐿 respectively in a similar way. We define

𝑓𝑅(𝐼𝑐 ) =
𝐼𝑅𝑚6

𝐼𝑅𝑚6 + 𝐼𝑐𝑚6
(9)

𝑈 (𝐼𝑐 ) =
𝐼𝑈𝑚7

𝐼𝑈𝑚7 + 𝐼𝑐𝑚7
(10)

𝐿(𝐼𝑐 ) =
𝐼𝐿𝑚8

𝐼𝐿𝑚8 + 𝐼𝑐𝑚8
(11)

with equations punctuated.

2.2. Mathematical model

As in [27] the activator, 𝐸, equation defines the epithelial structure,
thus

𝐷𝐸
𝜕2𝐸
𝜕𝑥2

⏟⏞⏟⏞⏟
activator diffusion

− 𝜆𝑆𝑐𝐸
⏟⏟⏟

activator uptake by cells

− 𝛿𝐸
⏟⏟⏟

activator decay

= 0 (12)

and the epithelial tissue consists of cellular and extracellular space, 𝑆𝑐
nd 𝑆𝑒 respectively, hence

𝑆𝑒(𝑥, 𝑡)
⏟⏟⏟

extracellular space fraction

+ 𝑆𝑐 (𝑥, 𝑡)
⏟⏟⏟

cellular space fraction

= 1. (13)

Here, cell death is assumed to occur for two reasons; mainly because of
FMDV replication inflicting damage to infected cells but also because of
IFN-mediated cell death [33,54]. While other innate immune response
components (e.g. macrophages, natural killer cells) will play a role in
reducing viral load and inducing cell death, considering FMDV’s ability
to effectively evade innate immunity [5] we have only focused on the
antiviral action of Type I IFN, that form the host’s first line of response.
In the equations below, the cellular space fraction reduces (and the
extracellular space fraction increases) as an outcome of these events.
Parameters 𝛷 and 𝛹 are the maximum hourly rates of FMDV-induced
and IFN-mediated cell death respectively. We thus assume
𝜕
𝜕𝑡
(𝑆𝑐 ) = − 𝛷𝑓 (𝐾)𝑆𝑐

⏟⏞⏞⏟⏞⏞⏟
FMDV-induced cell lysis

− 𝛹𝑓𝐷(𝐼𝑐 , 𝑉𝑐 )𝑆𝑐
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

IFN-mediated cell death

, (14)

𝜕
𝜕𝑡
(𝑆𝑒) = 𝛷𝑓 (𝐾)𝑆𝑐

⏟⏞⏞⏟⏞⏞⏟
FMDV-induced cell lysis

+ 𝛹𝑓𝐷(𝐼𝑐 , 𝑉𝑐 )𝑆𝑐
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

IFN-mediated cell death

. (15)

ntracellular resource, 𝐾, is depleted during FMDV replication while
ome resource is also removed from the system during cell death, hence
𝜕
𝜕𝑡
(𝐾𝑆𝑐 ) = − 𝜌𝐾ℎ𝑅(𝐸)𝑔𝐺(𝐸)𝑓𝑅(𝐼𝑐 )𝑉𝑐𝑆𝑐

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
loss of resource due to FMDV replication

− 𝛷𝑓 (𝐾)𝐾𝑆𝑐
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

loss of resource due to FMDV-induced cell lysis

− 𝛹𝑓𝐷(𝐼𝑐 , 𝑉𝑐 )𝐾𝑆𝑐 .
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

loss of resource due to IFN-mediated cell death

(16)

hanges in intracellular, 𝑉𝑐 , and extracellular, 𝑉𝑒, FMDV concentration
re described in Eqs. (17) and (18), alongside IFN antiviral action.
hile FMDV-induced cell lysis leads to FMDV being released in the
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extracellular space, it is assumed that during IFN-mediated death,
FMDV and IFNs are deactivated and removed from the system, thus

𝜕
𝜕𝑡
(𝑉𝑐𝑆𝑐 ) = 𝜉𝜌𝐾ℎ𝑅(𝐸)𝑔𝐺(𝐸)𝑓𝑅(𝐼𝑐 )𝑉𝑐𝑆𝑐

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
FMDV replication

+𝜇𝑔𝐺(𝐸)ℎ𝑈 (𝐸)𝑓𝑈 (𝐼𝑐 )𝑉𝑒𝑆𝑐
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

FMDV uptake by cells

− 𝛾𝑓𝐿(𝐼𝑐 )𝑉𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

FMDV release by live cells

− 𝛷𝑓 (𝐾)𝑉𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

FMDV release due to FMDV-induced cell lysis

− 𝛹𝑓𝐷(𝐼𝑐 , 𝑉𝑐 )𝑉𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

FMDV loss due to IFN-mediated cell death

,

(17)

𝜕
𝜕𝑡
(𝑉𝑒𝑆𝑒) = − 𝜇𝑔𝐺(𝐸)ℎ𝑈 (𝐸)𝑓𝑈 (𝐼𝑐 )𝑉𝑒𝑆𝑐

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
FMDV uptake by cells

+ 𝛾𝑓𝐿(𝐼𝑐 )𝑉𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

FMDV release by live cells

+ 𝛷𝑓 (𝐾)𝑉𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

FMDV release due to FMDV-induced cell lysis

+𝐷𝑉
𝜕
𝜕𝑥

(

𝑆𝑒
𝜕𝑉𝑒
𝜕𝑥

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
FMDV diffusion

.

(18)

We assume that FMDV infection triggers local production of IFN,
ithin cells of the cellular column we examine. This is followed by

FN release to the extracelluar space, leading to IFN reaching neigh-
ouring cells, binding to them and stimulating more IFN production.
n unifected cells this is considered to be a low level production that
erves in preparing them to respond to infection. In infected cells, IFN
roduction is enhanced according to both IFN and viral load. Eqs. (19)
nd (20) describe these dynamics within cellular and extracellular
pace. Parameters 𝜖1 and 𝜖3 in the IFN production term define the
evel of production due to virus action alone and due to combined
MDV-IFN action respectively. Limitations to the level of production
re imposed by parameters 𝜖2 and 𝜖4 which define the limits of FMDV-
nduced and IFN-induced production respectively, while 𝜃 is the hourly
FN production constant.

Beyond live cell release, IFNs are also released to the extracellular
pace because of FMDV-induced cell lysis. IFN-stimulated cell death is
onsidered to lead to IFN deactivation, while some natural IFN decay
ccurs in both the cellular and extracellular space. We thus have

𝜕
𝜕𝑡
(𝐼𝑐𝑆𝑐 ) = 𝜃(𝐼𝑐 + 𝜖1𝑉𝑐 + 𝜖3𝐼𝑐𝑉𝑐 )𝑒(−𝜖4𝐼𝑐−𝜖2𝑉𝑐 )ℎ𝐼 (𝐸)𝑔𝐺(𝐸)𝑆𝑐

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
IFN production

+ 𝜇𝐼ℎ𝐼𝑈 (𝐸)𝑔𝐺(𝐸)𝐼𝑒𝑆𝑐
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

IFN uptake by cells

− 𝛾𝐼𝐼𝑐𝑆𝑐
⏟⏟⏟

IFN release by live cells

− 𝛷𝑓 (𝐾)𝐼𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

IFN release due to FMDV-induced cell lysis

− 𝛹𝑓𝐷(𝐼𝑐 , 𝑉𝑐 )𝐼𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

IFN loss due to IFN-mediated cell death

− 𝛿𝐼𝑐 𝐼𝑐𝑆𝑐
⏟⏟⏟

IFN decay in cells

,

(19)

𝜕
𝜕𝑡
(𝐼𝑒𝑆𝑒) = − 𝜇𝐼ℎ𝐼𝑈 (𝐸)𝑔𝐺(𝐸)𝐼𝑒𝑆𝑐

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
IFN uptake by cells

+ 𝛾𝐼𝐼𝑐𝑆𝑐
⏟⏟⏟

IFN release by live cells

+ 𝛷𝑓 (𝐾)𝐼𝑐𝑆𝑐
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

IFN release due to FMDV-induced cell lysis

+𝐷𝐼
𝜕
𝜕𝑥

(

𝑆𝑒
𝜕𝐼𝑒
𝜕𝑥

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
IFN diffusion

− 𝛿𝐼𝑒𝐼𝑒𝑆𝑒
⏟⏟⏟

IFN decay in extracellular space

.

(20)

While Eqs. (14)–(18) have been based on [27], Eqs. (19) and (20)
are newly introduced here. We note the model of [27] can be derived
by setting 𝐼 = 0.
𝑐

5

2.3. Boundary and initial conditions

The initial conditions of the model describe the absence of IFN in
the system and arrival of FMDV, hence at

𝑡 = 0 ∶𝑆𝑐 = 𝛼, 𝑆𝑒 = 1 − 𝛼,𝐾 = 𝐾0, 𝑉𝑐 = 0,

𝑉𝑒(𝑥, 0) =

{

𝑉0, for 𝑥 = 𝑒𝑝
0, everywhere else.

, 𝐼𝑐 (𝑥, 0) = 0, 𝐼𝑒(𝑥, 0) = 0.

representing healthy epithelial layers and the viral point of entry is at
𝑥 = 𝑒𝑝.

The boundary conditions for 𝐸 and 𝑉𝑐 are the same as [27]. Only
extracellular FMDV and IFN can escape from the system at 𝑥 = 0 and
is assumed permanently lost to the system; the fluxes of these being
described using a Robin condition. At 𝑥 = 0, the activator is fixed
at concentration 𝐸 = 𝐸0. The spinus-granular interface is assumed
inpenetrable, hence no flux conditions are imposed for all diffusible
components. Here, we also account for the newly introduced extracel-
lular IFN that are allowed to diffuse out of the basement membrane
depending on a mass transfer coefficient, 𝑄𝐼 . The boundary conditions
are thus,

𝑥 = 0 ∶ 𝐸(0, 𝑡) = 𝐸0,−𝐷𝑉
𝜕𝑉𝑒
𝜕𝑥

(0, 𝑡) = −𝑄𝑉 𝑉𝑒(0, 𝑡),

−𝐷𝐼
𝜕𝐼𝑒
𝜕𝑥

(0, 𝑡) = −𝑄𝐼𝐼𝑒(0, 𝑡)

𝑥 = 𝐿𝑃 ∶ −𝐷𝐸
𝜕𝐸
𝜕𝑥

(𝐿𝑃 , 𝑡) = 𝑄𝐸𝐸(𝐿𝑃 , 𝑡),−𝐷𝑉
𝜕𝑉𝑒
𝜕𝑥

(𝐿𝑃 , 𝑡) = 𝑄𝑉 𝑉𝑒(𝐿𝑃 , 𝑡),

−𝐷𝐼
𝜕𝐼𝑒
𝜕𝑥

(𝐿𝑃 , 𝑡) = 𝑄𝐼𝐼𝑒(𝐿𝑃 , 𝑡)

𝑥 = 𝐿𝑇 ∶ 𝜕𝐸
𝜕𝑥

(𝐿𝑇 , 𝑡) = 0,
𝜕𝑉𝑒
𝜕𝑥

(𝐿𝑇 , 𝑡) = 0,
𝜕𝐼𝑒
𝜕𝑥

(𝐿𝑇 , 𝑡) = 0.

2.4. Numerical investigation

Eqs. (12)–(20) were non-dimensionalised and central difference
approximations were used in place of spatial derivatives. The dimen-
sionless equations are available in S1 Supplementary Information. The
system of ordinary differential equations was solved numerically in
Matlab using a variable order solver for stiff systems (based on Gear’s
method), namely ode15s (see Supplementary material).

2.5. Sensitivity analysis

Sensitivity analysis was undertaken on the model parameters to
assess how sensitive the model outcomes (namely epithelial cell sur-
vival) are to changes in particular parameters. We performed a 100
replicates simulation with parameters sampled using a latin hypercube
sampling (LHS) procedure [55]. This is well above the recommended
lower limit for LHS, which is the number of uncertain parameters plus
one [56]. Parameters that were selected from over several orders of
magnitude were sampled logarithmically to avoid a bias towards larger
magnitudes. Exponents 𝑚1, 𝑚2 and 𝑚3 were chosen linearly over the
range [1, 100].

3. Results

Numerical investigation of the model using the baseline parameter
values (Table 2), shows complete cell survival in the DSP and some cell
death in the tongue for the baseline of viral entry at the tissue surface
for DSP and basement membrane for tongue (Figs. 2 and 3, Table S3.3
in Supplementary Information). It is important to remind the reader
that the tongue cellular column is nearly ten times the size of that in
the DSP, which means that the graphs of the tongue and the DSP are
not spatially comparable. The minimum surviving epithelium, which is
the minimum percentage of surviving epithelium across the epithelium
thickness (𝑥 axis) 48 h after infection, is 100% in the DSP and 61% for
the tongue (see Table S3.3 in Supplementary Information).
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Fig. 2. Simulation results for cellular dynamics in DSP (left-hand column) and tongue (right-hand column) over a 48 h timescale. Epithelium surface used as the viral entry point
or DSP and basement membrane as the viral entry point for tongue. (a), (b) Cellular space fraction, 𝑆𝑐 , of DSP and tongue respectively. Cellular destruction is observed at the

top right hand corner of the tongue graph. (c), (d) Intracellular virus load, 𝑉𝑐𝑆𝑐 , of DSP and tongue respectively measured in PFU/cm. (e), (f) Intracellular IFN load, 𝐼𝑐𝑆𝑐 , of DSP
nd tongue respectively measured in IU/cm.
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Intracellular IFN loads peak early in both tissues (Figs. 2e and
) and remain at similar levels over time, though lower levels are
bserved close to the tissues’ surface, with a large dip close to the
ongue granular cell layer. Extracellular IFN loads on the other hand
eak in the tongue at the same location, close to 48 h post infection
Fig. 3f). The tongue granular cell layer 48 h post infection, is the same
patiotemporal area in which the intracellular viral load increases and
ntracellular resource and the tongue space fraction decrease. This is
ecause cell death results in release of IFN (i.e. a decrease in intracel-
ular IFN) to the extracellular space (i.e. an increase in extracellular
FN).

One-way and multi-way sensitivity analysis results show the model
o be highly sensitive to alterations of many parameters. These results
re presented in S3 Supplementary Information in detail. However,
robabilistic sensitivity analysis results using LHS show the model
utcomes to be reliable within a range of values extending from half to
ouble the default estimates of parameters 𝜇, 𝐷𝑉 , 𝑄𝑉 , 𝑉0, 𝜇𝐼 , 𝛹 , 𝛿𝐼𝑒 ,
𝐼 , 𝐼𝐷 and 𝑄𝐼 (Figs. 4 a and b). This remains the case when extending

he range of parameter values to a fifth and five times their default
stimates (Figs. 4 c and d).

In the one-way sensitivity analysis all parameters were explored
or 10% differences to their values. Highly influential parameters were
hose for which this difference let to complete survival of both the
6

ongue and DSP epithelia when tested one way and nearly complete
estruction of one of the two tissues when tested the other way.
arameters of less influence were explored for values of two orders
f magnitude difference. If within these bounds full survival or full
issue destruction was observed for both tongue and DSP, the maximum
r minimum values for this to occur were identified. Where such
ariations were considered irrelevant, other values specific to the tested
arameters were identified. The full results of this analysis are available
n S3 Supplementary Information.

Altering the parameters defining the tongue’s structure to resemble
hat of the DSP or altering its thickness to be equal to the that of the DSP
ed to full cell survival. The model shows high sensitivity to alterations
f the maximal rate of FMDV replication, 𝜉, the rate of FMDV resource
onsumption, 𝜌, and the threshold concentration of IFN, 𝐼𝑅, that defines
he suppression of FMDV replication. The maximal IFN production rate,
, is also very influential alongside the rate of IFN release by cells, 𝛾𝐼 ,

and the site of infection.
Parameters of moderate influence are those regulating IFN-mediated

cell death (IFN and FMDV threshold parameters 𝐼𝐷 and 𝑉𝐷 respec-
tively); they influence results when combined, with 𝐼𝐷 having some
influence also on its own. Parameters 𝜖1 and 𝜖3 which regulate IFN
production in response to FMDV concentration and to FMDV and IFN
concentration combined respectively also impact results. Others include
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Fig. 3. Simulation results for extracellular dynamics in DSP (left-hand column) and tongue (right-hand column) over a 48 h timescale. Epithelium surface used as the viral entry
point for DSP and basement membrane as the viral entry point for tongue. (a), (b) Intracellular resource, 𝐾, of DSP and tongue respectively, measured in cm−1. (c), (d) Extracellular
irus load, 𝑉𝑒𝑆𝑒, of DSP and tongue respectively measured in PFU/cm. (e), (f) Extracellular IFN load, 𝐼𝑒𝑆𝑒, of DSP and tongue respectively measured in IU/cm.
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the intracellular natural IFN decay, 𝛿𝐼𝑐 , the rate of FMDV uptake by
cells, 𝜇, the FMDV diffusion coefficient, 𝐷𝑉 , the FMDV concentration
at the site of infection, 𝑉0, the intracellular resource threshold, 𝐾1∕2,
nd the mass transfer coefficient of FMDV, 𝑄𝑉 . Combinations of the
arameters expressing interlayer variability have also some influence
see Tables S3.4 and S3.5).

Parameters with minor or no influence on results are the rate of
xtracellular natural IFN decay, 𝛿𝐼𝑒 , the rate of IFN uptake by cells, 𝜇𝐼 ,
he IFN diffusion coefficient, 𝐷𝐼 , and the IFN mass transfer coefficient,
𝐼 (see Table S3.2). The FMDV threshold parameter regulating IFN-
ediated cell death, 𝑉𝐷, showed no impact for the tested values on its

wn.

. Discussion

In this study we have explored the role of Type I IFN (IFN-𝛼 and
FN-𝛽) as the first line of response to infection by FMDV. Our aim is
o understand what drives the development of epithelial lesions in the
ongue and their absence in the DSP, a difference which is based on
bservations of affected animals. We have investigated whether these
ifferent outcomes could be the result of differences in: (i) epithelium
ize and structure; (ii) initial site of infection; (iii) FMDV dynamics
etween tissues; (iv) FMDV dynamics in different layers of the same
issue; (v) IFN dynamics between tissues; (vi) IFN dynamics in dif-
erent layers of the same tissue; (vii) interplay between FMDV and
 s

7

FN between tissues. Our parameter values have been largely based on
xperimental data sourced from the published literature.

Our results show that epithelial tissue thickness and cell layer
tructure in combination with Type I IFN dynamics can explain the
evelopment of epithelial lesions in the tongue and their absence in
he DSP for the baseline scenario of parameter estimates. This work
as built on a previous model [27] which showed that epithelial
issue thickness and cell layer structure alone could not explain this
ehaviour. Here we have confirmed this result and we have also shown
hat Type I IFN dynamics, while very influential when the different
pithelium thickness and cell layer structure of DSP and tonge is incor-
orated, alone cannot explain this behaviour either. It is the combined
ffect of the two factors that determines the development or absence of
esions.

The tongue is considered a secondary site of infection [6], and as
uch is thought to be normally infected at the basement membrane or
otentially in spinous cells close to it [53]. While the former infection
ite was used in the baseline exploration, the model suggests that
ore cell death is observed if tongue is infected on the granular

urface or a few cells deep. This is in agreement with our cellular
olumn model [27] and suggests that lesions are deeper and more
evere if infection occurs due to a cut or abrasion on the tongue
urface. It also suggests that more pronounced lesions could occur if the
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Fig. 4. LHS applied to the model with tested parameters ranging from 0.5 to 2 times their estimated values in (a) and (b) and from 0.2 to 5 times their estimated values in (c)
nd (d). These show the consistency of results in predicting total survival (in (a)) or nearly total survival (in (c)) of the cellular column in DSP and some destruction in tongue. In
a) and (b), 𝑆𝑐 remains bounded above 0.948 for DSP, while 𝑆𝑐 of tongue drops as low as 0.3 close to the granular layer. In (c) and (d) 𝑆𝑐 remains bounded above 0.84 for DSP,

while 𝑆𝑐 of tongue drops below 0.2 close to the granular layer. The range of possible results is plotted in five percentile steps from 100 replicates, with eleven shades of blue
starting form the median (darkest blue) and moving to lighter blue shades for each five percentiles on either direction. (a), (b) Results of DSP and tongue respectively. Parameters
tested: 𝜇, 𝐷𝑉 , 𝑄𝑉 , 𝑉0, 𝜇𝐼 , 𝛹 , 𝛿𝐼𝑒 , 𝐷𝐼 , 𝐼𝐷 and 𝑄𝐼 .
tongue is inoculated comparing with natural infection at the basement
membrane.

We have highlighted the maximal rate of FMDV replication, 𝜉, and
the rate of FMDV resource consumption, 𝜌, to be the most influential
parameters in our previous model [27] and these remain highly in-
fluential here. Our study shows estimated viral replication rates can
drive the different behaviour of the two tissues; different rates between
tissues can increase cell death level differences. This emphasises the
importance of estimating these parameters more precisely through
purposely designed experimental work.

Through the current model we have also identified IFN-related pa-
rameters to have a large impact on the levels of cell death. The maximal
rate of IFN production (𝜃) is in fact the most influential parameter in
the model. It shows that different capacity for IFN production between
tissues can explain the development or absence of lesions, though
different behaviour between tissues can exist even if the capacity is
the same. It is therefore crucial to understand further the dynamics
of IFN production in response to infection, through a combination of
experimental and mathematical work. This would provide us with more
reliable parameter estimates, elucidate aspects of the mechanism of IFN
production, and increase confidence in current findings.

We have also explored the role of FMDV replication suppression due
to IFN action. Results show that higher suppression in the DSP could
drive the absence of lesions in this tissue and their presence in the
tongue epithelium. While such differences are not necessary to explain
the different behaviour of the two tissues, this is another area where a
mathematical approach alongside experimental work, could potentially
enhance our understanding of this process and its role in FMDV-induced
cell death.

Our results on the influence of viral replication, IFN production
and IFN antiviral action on cell death are in agreement with that of
Saenz et al. [22], who modelled influenza-IFN dynamics prior to the
onset of adaptive immune response. Similarly to here, other models
on dengue and avian influenza have also shown that suppression of
8

viral replication by IFN can explain dynamics of virus-IFN interac-
tion [15,21]. Howey et al. [9] investigated the role of both adaptive
and immune response in FMDV infected cattle. In their model, however,
FMDV persists in the circulation unless neutralised by antibodies while
in our model it is depleted during cell lysis. This means that IFN
production is not initiated when FMDV infects cells, as in our model,
as this would lead to high production of IFN if FMDV is not neutralised
fast enough. Instead, it is stimulated by virus-antibody complexes.
While this may have the effect of the model fitting the IFN and FMDV
curves of their experimental data, this would mean that innate immune
response occurs after the onset of adaptive immune response which is
not biologically realistic. Based on the above and the central role of
adaptive immune response in the Howey et al. model, the findings of
the two models are not comparable to each other.

The rate of IFN release by live cells is also important for cell death
levels; an increased rate of release leads to more cell death, while
different rates between the two tissues could drive the presence or
absence of lesions. However, even with the current - same - rate for
both tissues, different levels of cell death are observed. It is interesting
to note that the rate of natural IFN decay in cells has a lesser – but
still important – impact, with relatively small reductions in cellular
IFN leading to more cell death in the tongue. It is therefore worth
considering whether other biological mechanisms could be incorpo-
rated in this model. Saenz et al. for example highlight IFN clearance
as a factor influencing cell death [22]. The possibility that cellular
IFN are depleted during their antiviral action could be important in
determining the levels of FMDV-induced cell death and it is important
to explore this in future work.

Our results demonstrate how the initial dose of infection influ-
ences the level of cell death, which contradicts the findings of Saenz
et al. [22]. Their model, however, includes virus clearance, which
impacts cell death levels. In our work, virus can be de-activated only
due to IFN-mediated cell death. Our model shows that an infectious
dose of 1 pfu leads to extensive cell death in the tongue and negligible
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death in the DSP. A dose of 10−2 pfu leads to both tissues remaining
intact, while at 102 pfu DSP remains intact but tongues exhibits even
greater cell death. Howat et al. [8] suggest that doses of 10−2 pfu per
ell lead to fast recovery of cell monolayers, with large doses leading
o total cell destruction. They hypothesise that intermediate infection
oses in vivo, will lead to patches of heavily infected epithelial cells
ecoming IFN producers that do not prevent further infection but rather
timulate immune response elsewhere. At what could be considered an
ntermediate dose based on Howat et al. our model suggests that IFN
ynamics in combination with epithelial tissue thickness and cell layer
tructure could lead to very different outcomes in tissues. This suggests
hat the Howat et al. results in cell monolayers are more aligned
ith the FMDV-IFN dynamics in tongue where some destruction is
bserved with an intermediate dose and infected cells may have a role
n stimulating the adaptive immune response, while in DSP cells are
ble to fight off the infection and escape cell death. It is worth noting
hat the models of Saenz et al. [22] and Howey et al. [9] are at the
hole animal level so these may not be directly comparable with our
ithin tissue model; the model of Howat et al. [8] of cell monolayers

an be used for more direct comparisons.
While we have highlighted a number of mechanisms and parameters

o be prioritised for future exploration, it is also interesting to note
hose that do not influence the different behaviour in DSP and tongue
pithelia. In the model, the distribution of FMDV and IFN receptors,
nd the diffusion of FMDV and IFN within and out of the two epithielial
issues are shown not to determine the development of lesions in tongue
nd their absence in the DSP. The same applies for extracellular IFN
ecay.

Our exploration of potential interlayer variability shows that lower
MDV replication vulnerability in basal cells is more likely to result in
esions in the tongue than higher vulnerability. Furthermore, results are
ore consistent if IFN production competence is lower in basal cells,

n comparison with if it is higher. These results are intuitive as there
re far fewer basal cells, therefore changes to their dynamics cause
ess disruption to the baseline results. Our study shows that interlayer
ifferences in IFN production, FMDV replication and FMDV-infected
ell death vulnerability could determine the development or absence
f lesions and they merit more through investigation.

. Conclusions

Our study has shown that Type I IFN dynamics in combination
ith epithelial tissue thickness and structure are sufficient alone to
etermine the development of FMDV-induced lesions in the tongue
pithelium and their absence in the DSP. FMDV replication, IFN pro-
uction, IFN depletion in live cells (either due to release to the ex-
racellular space or natural decay) and FMDV replication suppression
an all determine the different behaviour in the two tissues. Interlayer
ariability in FMDV and IFN could also play a crucial role and requires
ore investigation.

We re-iterate the importance of interdisciplinary research in inves-
igating within-host dynamics of infection, both for FMDV but also
ore widely in the field of infectious diseases. Mathematical modelling

esults are strengthened by bespoke experimental work seeking to fill
significant gap in relevant data.
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