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#### Abstract

An important and well-studied problem in phylogenetics is to compute a consensus tree so as to summarize the common features within a collection of rooted phylogenetic trees, all whose leaf-sets are bijectively labeled by the same set $X$ of species. More recently, however, it has become of interest to find a consensus for a collection of more general, rooted directed acyclic graphs all of whose sink-sets are bijectively labeled by $X$, so called rooted phylogenetic networks. These networks are used to analyze the evolution of species that cross with one another, such as plants and viruses. In this paper, we introduce an algorithm for computing a consensus for a collection of so-called 1-nested phylogenetic networks. Our approach builds on a previous result by Roselló et al. that describes an encoding for any 1-nested phylogenetic network in terms of a collection of ordered pairs of subsets of $X$. More specifically, we characterize those collections of ordered pairs that arise as the encoding of some 1-nested phylogenetic network, and then use this characterization to compute a consensus network for a collection of $t \geq 1$ 1-nested networks in $O\left(t|X|^{2}+|X|^{3}\right)$ time. Applying our algorithm to a collection of phylogenetic trees yields the well-known majority rule consensus tree. Our approach leads to several new directions for future work, and we expect that it should provide a useful new tool to help understand complex evolutionary scenarios.


## 1 Introduction

In recent years, phylogenetic networks have become an important tool for analyzing the evolution of species, and their study is an active area in phylogenetics [11, 19]. Given a finite non-empty set $X$ of species, a (rooted) phylogenetic network on $X$ is a directed acyclic graph with a single source vertex $\rho$ (called the root) whose set of sinks (also called leaves) are in bijective correspondence
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Figure 1: (a) A phylogenetic network with root $\rho$ on $X=\{a, b, c, d, e, f, g\}$. The dotted arcs indicate a reticulation cycle. (b) A 2-hybrid network on $X=\{a, b, c, d, e\}$. (c) A 2-hybrid, 1nested network on $X=\{a, b, c, d, e, f\}$.
with the species in $X$ (see e.g. Figure 1(a)). Note that it is usually assumed that such networks do not contain vertices whose indegree and outdegree are both 1. Phylogenetic networks generalize (rooted) phylogenetic trees, networks in which every vertex has indegree at most 1. They are particularly useful in studying the evolution of species which cross or hybridize with one another (such as plants or viruses [26] ) since they permit the representation of evolutionary events such as hybridization and recombination. This is not possible using phylogenetic trees since, by their very nature, trees only permit the representation of speciation events (see e.g. [2] for more details).

A well-studied class of phylogenetic networks is the class of 2-hybrid, 1-nested networks [28] which are defined as follows. A phylogenetic network is 2 -hybrid if every vertex has indegree at most 2 (see e.g. Figure 1(b)). A reticulation cycle in a phylogenetic network consists of two directed paths that have the same start vertex and the same end vertex but no other vertices in common. A 2-hybrid phylogenetic network is 1-nested if no pair of reticulation cycles have an arc in common (see e.g. Figure 1(c)). Important subclasses of 2-hybrid, 1-nested networks include galled trees (in which no pair of reticulation cycles have a vertex in common [14]) and level-1 networks (in which every reticulation cycle contains only one vertex with indegree 2 [8]). In the rest of this paper, we refer to 2 -hybrid, 1-nested phylogenetic networks simply as 1 -nested networks. Various software packages can be employed to compute 1-nested networks from biological datasets including Dendroscope [20], Lev1athan [18], PhyloNet [36] and Trilonet [27]. These programs have been used to generate 1-nested networks in applications such as the evolution of complex traits [16, Fig. S1] and corals [23, Fig. 2].

Since alternative 1-nested networks may result for a dataset depending on which software is used to compute them, it is of interest to develop new approaches to find a consensus for a collection $\mathfrak{C}$ of 1-nested networks in the form of a single 1-nested network. The overarching aim is that this consensus network should exhibit structures that are shared by many of the networks in $\mathfrak{C}$ (see Figure 2 for an example). Note that the more specific problem of finding a consensus for a collection $\mathfrak{C}$ of phylogenetic trees on $X$ has been considered in phylogenetics for many years (see [5] for a comprehensive review), and it is also well-studied in classification theory (see [22] for a review). One of the most popular consensus methods used for phylogenetic trees, is the majority rule [24] approach, which we now recall.

First, each tree $\mathcal{T} \in \mathfrak{C}$ is broken down into the set $\mathcal{C}(\mathcal{T})$ of clusters that it induces on the set $X$ (i.e. the collection of subsets of $X$, one subset $C(u)$ for each vertex $u$ in $\mathcal{T}$, such that $C(u)$ contains those $x \in X$ that can be reached from $u$ by a directed path in $\mathcal{T}$; see Figure 3(a)). Then those clusters in $\mathcal{C}(\mathcal{T})$ that are induced by more than half of the trees in $\mathfrak{C}$ are kept. It can be shown that the resulting set of clusters uniquely defines, or encodes, a phylogenetic tree


Figure 2: A collection $\mathfrak{C}=\left\{\mathcal{N}_{1}, \ldots, \mathcal{N}_{5}\right\}$ of 1-nested networks on $X=\{a, b, c, d, e, f\}$. The network in the shaded box is a 1-nested consensus network that displays features that are found in the majority of the networks in $\mathfrak{C}$.
on $X$. The phylogenetic tree obtained in this way is called the majority rule consensus tree of $\mathfrak{C}$. Note that the majority rule approach has been extended to unrooted phylogenetic networks (see e.g. [15]). Biological examples of unrooted consensus networks that result from the application of such approaches include [30, Fig. 4] and [33, Fig. 4]. These examples also illustrate that networks in biological applications may have the property that no two cycles have an edge in common, which, in the rooted setting, corresponds to 1-nested networks. The problem of directly computing a consensus for a collection of rooted phylogenetic networks, however, remains relatively unexplored (see [20] where some approaches are mentioned), even though from a biological point of view a phylogenetic tree or network should preferably be rooted to explicitly represent the evolution of the species under consideration (see e.g. [6, 21]).

In this paper, we shall generalize the majority rule method to 1-nested networks and, in this way, obtain a consensus network for any collection of such networks. We now briefly outline our approach. First note that the definition of the set $\mathcal{C}(\mathcal{T})$ of clusters induced by a phylogenetic tree $\mathcal{T}$ can also be applied more generally to phylogenetic networks $\mathcal{N}$, and we denote by $\mathcal{C}(\mathcal{N})$ the set of clusters induced by $\mathcal{N}$. In general, however, the set $\mathcal{C}(\mathcal{N})$ does not encode $\mathcal{N}$ (see [12, 13]). Therefore, we consider set pairs on $X$ instead of clusters. Set pairs are ordered pairs $(S, H)$ of subsets of $X$ with $S \neq \emptyset$ and $S \cap H=\emptyset$. Each vertex $u$ in a phylogenetic network $\mathcal{N}$ on $X$ induces such a set pair by putting $S$ to be the set of those elements in the cluster $C(u)$ that can be reached from the root of $\mathcal{N}$ only by directed paths that contain $u$ and putting $H=C(u) \backslash S$. Consider, for example, the 1-nested network in Figure 3(b). Since the elements in the subset $\{a, b, c\}$ of $X$ are precisely those that can be reached from the root $\rho$ by a directed path that contains the vertex $v$, we have $C(v)=\{a, b, c\}$. Moreover, since none of the elements in $\{a, b, c\}$ can be reached from the root $\rho$ by a directed path that avoids vertex $v$, we have $S(v)=C(v)$ and $H(v)=\emptyset$. In contrast, for vertex $u$ in Figure 3(b), we have $C(u)=\{a, b\}$ but $b$ can also be reached from the root $\rho$ by a directed path that avoids vertex $u$. Therefore, we have $S(u)=\{a\}$ and $H(u)=\{b\}$.

It follows from [29, Corollary 5] that the equivalence class of every 1-nested network $\mathcal{N}$ (with respect to a natural equivalence relation on phylogenetic networks described in Section 2) is encoded


Figure 3: (a) A phylogenetic tree $\mathcal{T}$ on $X=\{a, b, c, d, e\}$ that induces the set $\mathcal{C}(\mathcal{T})=\{\{x\}: x \in$ $X\} \cup\{\{a, b\},\{a, b, c\},\{d, e\}, X\}$ of clusters. (b) A 1-nested network $\mathcal{N}$ on $X$ that induces the same set of clusters as the phylogenetic tree $\mathcal{T}$, i.e. $\mathcal{C}(\mathcal{N})=\mathcal{C}(\mathcal{T})$. The set pair system induced by $\mathcal{N}$ is $\theta(\mathcal{N})=\{(\{x\}, \emptyset): x \in X\} \cup\{(\{a\},\{b\}),(\{a, b, c\}, \emptyset),(\{d, e\}, \emptyset),(X, \emptyset)\}$. This set pair system encodes $\mathcal{N}$ and it differs from the set pair system $\theta(\mathcal{T})=\{(A, \emptyset): A \in \mathcal{C}(\mathcal{T})\}$ induced by $\mathcal{T}$.
by the set $\theta(\mathcal{N})$ of set pairs induced by $\mathcal{N}$ (see Theorem 6). Here we shall take this result a step further and characterize those sets of set pairs, or set pair systems, that are induced by 1-nested networks (see Theorem 12). Once we have this characterization, we then leverage it to compute a consensus of a collection of 1-nested networks using a similar strategy to the majority rule approach for phylogenetic trees. In particular, for $t \geq 1$, we prove that for a collection of $t \geq 11$-nested networks, all on the same set $X$ with $n$ elements, an analogue of the majority rule consensus tree can be computed in $O\left(t n^{2}+n^{3}\right)$ time (see Theorem 22). Note that in case all of the 1-nested networks in the input collection are phylogenetic trees our approach will generate the majority rule consensus tree.

The rest of the paper is organized as follows. In Section 2 we describe the above-mentioned natural equivalence relation on 1-nested networks, and show that we can encode any resulting equivalence class in terms of a set pair system. In Section 3, we first present some more notation related to set pair systems and then introduce a special class of such systems called 1-nested compatible set pair systems. In Section 4, we show that these 1-nested compatible set pair systems are precisely those set pair systems which are induced by 1-nested networks. In Section 5, we present an algorithm for computing a consensus for a collection of 1-nested networks. We conclude with a list of open problems in Section 6.

## 2 Encoding compressed 1-nested networks

In this section, we introduce compressed 1-nested networks, which represent equivalence classes of 1-nested networks. From a biological point of view, all 1-nested networks in such an equivalence class describe the same flow of genetic information from the root of the network to the species at its leaves (see Figure 4). Mathematically, it is more convenient to work with compressed 1-nested networks as they are directly encoded by their induced set pairs. To make this and the terms used informally in the introduction more precise, we begin by recalling some standard graph theory terminology.

A directed graph $N=(V, A)$ consists of a finite non-empty set $V$ and a subset $A \subseteq V \times V$. The elements of $V$ and $A$ are referred to as vertices and arcs of $N$, respectively. A directed graph $N$ is acyclic if there is no directed cycle in $N$. Moreover, a directed acyclic graph (DAG) $N$ is rooted if there exists a vertex $\rho \in V$ with indegree 0 , called the root of $N$, such that for every $u \in V$ there is a directed path from $\rho$ to $u$. In a rooted DAG, a leaf is a vertex with outdegree 0 , a tree vertex


Figure 4: Three 1-nested networks on $X=\{a, b, c, d, e, f, g, h\}$ that are members of the same equivalence class. (a) The fully expanded network in the equivalence class which does not contain any vertices with both indegree and outdegree at least 2. (b) The compressed network in the equivalence class that is obtained from the fully expanded network by collapsing the dotted arcs. (c) A network in the equivalence class that is neither fully expanded nor compressed.
is a vertex with indegree at most 1 and a reticulation vertex is a vertex with indegree at least 2 . Note that the root of a rooted DAG is considered a tree vertex. Moreover, in a rooted DAG $N$, we call a vertex $u$ a child of a vertex $v$ and, similarly, $v$ the parent of $u$ if $(v, u)$ is an arc of $N$.

We next define two key concepts. From now on, $X$ will denote a finite, non-empty set.
Definition 1 A reticulation cycle $\mathcal{C}=\left\{P, P^{\prime}\right\}$ in a rooted DAG consists of two distinct directed paths $P$ and $P^{\prime}$ such that $P$ and $P^{\prime}$ have the same start vertex and the same end vertex but no other vertices in common.

Definition 2 A compressed 1-nested network $\mathcal{N}=((V, A), \varphi)$ on $X$ is a rooted DAG $N=(V, A)$ together with a bijective map $\varphi$ from $X$ to the set of leaves of $N$ such that:
(i) No vertex of $N$ has outdegree 1 .
(ii) All vertices of $N$ have indegree at most 2 .
(iii) No two distinct reticulation cycles in $N$ have an arc in common.

Note that general 1-nested networks may contain $\operatorname{arcs}(u, v)$ such that $u$ has indegree 2 and outdegree 1 and $v$ has indegree 1. In Figure 4 arcs of this type are drawn with dotted lines. Such arcs do not have any impact in the flow of genetic information from the root of the network to its leaves and induce a natural equivalence relation on 1-nested networks (see also [32, p.251] for the concept of compression in more general phylogenetic networks). For our purposes, it will be convenient to work with that member of the equivalence class that does not contain any such arcs, that is, we restrict to precisely the compressed 1-nested networks defined above.

We next describe an encoding of compressed 1-nested networks. A vertex $u$ in a rooted DAG $N$ is a descendant of a vertex $v$ if there exists a directed path (possibly of length zero) from the root of $N$ to $u$ that contains $v$. A descendant $u$ of $v$ is a strict descendant if every path from the root to $u$ contains $v$. Otherwise $u$ is called a non-strict descendant of $v$.

Definition 3 Let $\mathcal{N}=((V, A), \varphi)$ be a compressed 1-nested network on $X$ and $u \in V$. Then $C(u)$ denotes the set of those $x \in X$ with $\varphi(x)$ a descendant of $u, S(u)$ denotes the set of those $x \in X$ with $\varphi(x)$ a strict descendant of $u$ and $H(u)$ denotes the set of those $x \in X$ with $\varphi(x)$ a non-strict descendant of $u$.

In [25] the ordered 3-tuple $(S(u), H(u), X \backslash C(u))$ was introduced as the so-called tripartition associated with vertex $u$. In view of the redundancy of the information stored in the tripartition we will focus on the first two components and denote them by $\theta(u)=(S(u), H(u))$. Note that $S(u) \cap H(u)=\emptyset$ for every vertex $u$ of $\mathcal{N}$. Also note that, for every vertex $u$, the set $S(u)$ is always non-empty while $H(u)$ may be empty (see [29, p. 416]). In addition we have the following property.

Lemma 4 Suppose $\mathcal{N}=((V, A), \varphi)$ is a compressed 1-nested network on $X$. Then, for any two distinct vertices $u, v \in V$, we have $\theta(u) \neq \theta(v)$.

Proof: Let $u$ and $v$ be two distinct vertices of $\mathcal{N}$. First it can be checked that if $u$ and $v$ are both contained in a single reticulation cycle then we must have $\theta(u) \neq \theta(v)$.

So assume that $u$ and $v$ are not contained in a single reticulation cycle. If there exists a directed path $P$ starting from the root $\rho$ of $\mathcal{N}$ that contains $u$ and $v$ (assuming without loss of generality that $u$ comes before $v$ on $P$ ) it can be checked that we must have either $S(v) \cup H(v) \subseteq S(u)$ or $S(v) \cup H(v) \subseteq H(u)$. Assume for contradiction that $\theta(u)=\theta(v)$.

In view of $S(v) \neq \emptyset$ and $S(v) \cap H(v)=\emptyset$ this is only possible if $H(v)=H(u)=\emptyset$. Hence, $u$ must be a vertex with outdegree 1 and $(u, v)$ is an $\operatorname{arc}$ in $\mathcal{N}$, in contradiction to the fact that $\mathcal{N}$ is a compressed 1-nested network.

Now consider the situation where there is no directed path starting from the root of $\mathcal{N}$ that contains both $u$ and $v$. It can be checked that this implies $(S(u) \cup H(u)) \cap(S(v) \cup H(v))=\emptyset$ and, thus, $\theta(u) \neq \theta(v)$.

Definition 5 Two compressed 1-nested networks $\mathcal{N}_{1}=\left(\left(V_{1}, A_{1}\right), \varphi_{1}\right)$ and $\mathcal{N}_{2}=\left(\left(V_{2}, A_{2}\right), \varphi_{2}\right)$ on $X$ are isomorphic if there exists a DAG-isomorphism $f: V_{1} \rightarrow V_{2}$ such that $f\left(\varphi_{1}(x)\right)=\varphi_{2}(x)$, for all $x \in X$.

Putting $\theta(\mathcal{N})=\{\theta(u): u \in V\}$ for any compressed 1-nested network $\mathcal{N}=((V, A), \varphi)$ on $X$, the following is a consequence of [29, Cor. 5] and Lemma 4.

Theorem 6 Suppose that $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are compressed 1-nested networks. Then $\theta\left(\mathcal{N}_{1}\right)=\theta\left(\mathcal{N}_{2}\right)$ if and only if $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are isomorphic.

In view of Theorem 6 the set $\theta(\mathcal{N})$ can be viewed as an encoding of the isomorphism class of $\mathcal{N}$, for any compressed 1-nested network $\mathcal{N}$.

## 3 Set pair systems

In Section 2, we have associated to any compressed 1-nested network $\mathcal{N}$ on $X$ an encoding in the form of the set $\theta(\mathcal{N})$. The following definition captures the basic properties of this set.

Definition 7 A set pair system on $X$ is a non-empty collection $\mathcal{S}$ of ordered pairs $(S, H)$ of subsets of $X$ with $S \neq \emptyset$ and $S \cap H=\emptyset$.

In this section, we give a list of properties that a set pair system arising from a compressed 1-nested network on $X$ must necessarily satisfy. In Section 4, we will then show that this list of properties actually characterizes set pair systems that are encodings of isomorphism classes of 1nested networks. The following chart displays the main dependencies within the material presented in Sections 3-5.


As a first step towards giving the above-mentioned characterization we introduce a binary relation.
Definition 8 Let $\mathcal{S}$ be a set pair system on $X$. Then $\left(S_{1}, H_{1}\right)<\left(S_{2}, H_{2}\right)$ for two distinct $\left(S_{1}, H_{1}\right)$, $\left(S_{2}, H_{2}\right) \in \mathcal{S}$ if one of the following holds:
(a) $S_{1} \cup H_{1} \subseteq S_{2}$
(b) $S_{1} \cup H_{1} \subseteq H_{2}$
(c) $S_{1} \subsetneq S_{2}$ and $H_{1}=H_{2} \neq \emptyset$

Note that conditions (a)-(c) in Definition 8 are mutually exclusive. In addition, we write $\left(S_{1}, H_{1}\right) \leq\left(S_{2}, H_{2}\right)$ if $\left(S_{1}, H_{1}\right)<\left(S_{2}, H_{2}\right)$ or $\left(S_{1}, H_{1}\right)=\left(S_{2}, H_{2}\right)$.

Lemma 9 The binary relation $\leq i s$ a partial ordering for every set pair system $\mathcal{S}$ on $X$.
Proof: Let $\mathcal{S}$ be a set pair system on $X$. The relation $\leq$ on $\mathcal{S}$ is reflexive by definition. To establish that $\leq$ is also antisymmetric, consider $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right) \in \mathcal{S}$ with $\left(S_{1}, H_{1}\right) \leq\left(S_{2}, H_{2}\right)$ and $\left(S_{2}, H_{2}\right) \leq\left(S_{1}, H_{1}\right)$. Assume for contradiction that $\left(S_{2}, H_{2}\right) \neq\left(S_{1}, H_{1}\right)$. Then, by the definition of the binary relation $<$, precisely one condition from each of the two following columns must hold:

$$
\begin{array}{ll}
\bullet S_{1} \cup H_{1} \subseteq S_{2} & \bullet S_{2} \cup H_{2} \subseteq S_{1} \\
\bullet S_{1} \cup H_{1} \subseteq H_{2} & \bullet S_{2} \cup H_{2} \subseteq H_{1} \\
\bullet S_{1} \subsetneq S_{2} \text { and } H_{1}=H_{2} \neq \emptyset & \bullet S_{2} \subsetneq S_{1} \text { and } H_{1}=H_{2} \neq \emptyset
\end{array}
$$

It can be checked that every combination of two conditions yields a contradiction, as required.
It remains to show that $\leq$ is transitive. So, consider three pairs $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right),\left(S_{3}, H_{3}\right) \in \mathcal{S}$ with $\left(S_{1}, H_{1}\right) \leq\left(S_{2}, H_{2}\right)$ and $\left(S_{2}, H_{2}\right) \leq\left(S_{3}, H_{3}\right)$. Note that $\left(S_{1}, H_{1}\right)=\left(S_{2}, H_{2}\right)$ or $\left(S_{2}, H_{2}\right)=$ $\left(S_{3}, H_{3}\right)$ immediately implies $\left(S_{1}, H_{1}\right) \leq\left(S_{3}, H_{3}\right)$. Therefore, it remains to consider $\left(S_{1}, H_{1}\right)<$ $\left(S_{2}, H_{2}\right)$ and $\left(S_{2}, H_{2}\right)<\left(S_{3}, H_{3}\right)$. Then, by the definition of $<$, precisely one condition from each of the columns above must hold with the index 1 replaced by 3 in the right column. By checking every combination of two conditions, it follows that $\left(S_{1}, H_{1}\right)<\left(S_{3}, H_{3}\right)$, as required.

Next we present properties that set pair systems arising from compressed 1-nested networks must satisfy (see Proposition 11).

Definition 10 A set pair system $\mathcal{S}$ on $X$ is 1-nested compatible if it has the following properties:
$(\mathrm{NC} 1)(X, \emptyset) \in \mathcal{S}$.
(NC2) $(\{x\}, \emptyset) \in \mathcal{S}$, for all $x \in X$.
$(\mathrm{NC} 3)(S, H) \in \mathcal{S}$ with $H \neq \emptyset \operatorname{implies}(H, \emptyset) \in \mathcal{S}$.
(NC4) For any two distinct $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right) \in \mathcal{S}$ precisely one of (i) $\left(S_{1}, H_{1}\right)<\left(S_{2}, H_{2}\right)$, (ii) $\left(S_{2}, H_{2}\right)<\left(S_{1}, H_{1}\right)$, (iii) $\left(S_{1} \cup H_{1}\right) \cap\left(S_{2} \cup H_{2}\right)=\emptyset$ or (iv) $S_{1} \cap S_{2}=\emptyset$ and $H_{1}=H_{2} \neq \emptyset$ holds.
(NC5) There are no three $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right),\left(S_{3}, H_{3}\right) \in \mathcal{S}$ with $H_{1}=H_{2}=H_{3} \neq \emptyset, S_{1} \cap S_{2}=\emptyset$ and either $S_{1} \cup S_{2} \subseteq S_{3}$ or $\left(S_{1} \cup S_{2}\right) \cap S_{3}=\emptyset$.

It can be checked with the set pair systems given below, that Properties (NC1)-(NC5) in Definition 10 are independent of one another in the sense that for every $i \in\{1,2,3,4,5\}$ there exists a set pair system $\mathcal{S}_{i}$ on some set $X$ that satisfies all of these properties except for property ( $\mathrm{NC} i$ ):
$\mathcal{S}_{1}=\{(\{a\}, \emptyset),(\{b\}, \emptyset)\}$ on $X=\{a, b\}$
$\mathcal{S}_{2}=\{(X, \emptyset)\}$ on $X=\{a, b\}$
$\mathcal{S}_{3}=\{(X, \emptyset),(\{a\}, \emptyset),(\{b\}, \emptyset),(\{c\}, \emptyset),(\{a\},\{b, c\})\}$ on $X=\{a, b, c\}$
$\mathcal{S}_{4}=\{(X, \emptyset),(\{a\}, \emptyset),(\{b\}, \emptyset),(\{c\}, \emptyset),(\{a, b\},\{c\}),(\{a, c\},\{b\})\}$ on $X=\{a, b, c\}$
$\mathcal{S}_{5}=\{(X, \emptyset),(\{a\}, \emptyset),(\{b\}, \emptyset),(\{c\}, \emptyset),(\{d\}, \emptyset),(\{a\},\{d\}),(\{b\},\{d\}),(\{c\},\{d\})\}$ on $X=\{a, b, c, d\}$
In view of our aim to compute a consensus of a collection of compressed 1-nested networks, a key aspect of properties (NC1)-(NC5) is that they can be checked locally for any set pair system $\mathcal{S}$, that is, by inspecting only subsets of $\mathcal{S}$ of small constant size.

Proposition 11 For any compressed 1-nested network $\mathcal{N}$ on $X$ the set pair system $\theta(\mathcal{N})$ is 1nested compatible.

Proof: Let $\mathcal{N}=((V, A), \varphi)$ be a compressed 1-nested network on $X$ with root $\rho$. Then we have $\theta(\rho)=(X, \emptyset) \in \theta(\mathcal{N})$, implying (NC1). Moreover, for every $x \in X$, the vertex $\varphi(x)$ is a leaf of $\mathcal{N}$ and we have $\theta(\phi(x))=(\{x\}, \emptyset) \in \theta(\mathcal{N})$, implying (NC2).

Next consider a vertex $v \in V$ such that $H(v) \neq \emptyset$. Then there exists a unique reticulation cycle $\mathcal{C}=\left\{P, P^{\prime}\right\}$ in $\mathcal{N}$ such that $v$ is a vertex on the directed path $P$. Note that since $H(v) \neq \emptyset$ and $\mathcal{N}$ is 1 -nested, $v$ cannot be the start or end vertex of $P$. Let $u \neq v$ denote the end vertex of $P$. Then $\theta(u)=(H(v), \emptyset) \in \theta(\mathcal{N})$, implying (NC3).

To establish (NC4), consider two distinct vertices $u, v \in V$. In view of Lemma 4 we must have $\theta(u) \neq \theta(v)$. First we consider the case that $u$ and $v$ are both vertices in some reticulation cycle $\mathcal{C}=\left\{P, P^{\prime}\right\}$. This can lead to the following configurations (ignoring symmetric configurations obtained by switching the roles of $P$ and $P^{\prime}$ ):

- $u$ is the start vertex of $P$ and $v$ is another vertex on $P$. Then we have $S(v) \cup H(v) \subseteq S(u)$ implying $(S(v), H(v))<(S(u), H(u))$, as required.
- $u$ is a vertex of $P$, but neither its start nor its end vertex, and $v$ is the end vertex of $P$. Then we have $S(v)=H(u)$ and $H(v)=\emptyset$ implying $(S(v), H(v))<(S(u), H(u))$, as required.
- $u$ and $v$ are both vertices on $P$ with $u$ coming before $v$ and both vertices are neither the start nor the end vertex of $P$. Then we have $S(v) \subsetneq S(u)$ and $H(v)=H(u) \neq \emptyset$ implying $(S(v), H(v))<(S(u), H(u))$, as required.
- $u$ is a vertex on $P$ and $v$ is a vertex on $P^{\prime}$ but both vertices are neither the start nor the end vertex of $P$ and $P^{\prime}$, respectively. Then we have $S(u) \cap S(v)=\emptyset$ and $H(u)=H(v) \neq \emptyset$, as required.

Next we consider the case that $u$ and $v$ are not contained in the same reticulation cycle. This can lead to the following configurations:

- There is a directed path $P$ in $\mathcal{N}$ starting at the root $\rho$ that contains both $u$ and $v$. Then, assuming without loss of generality that $v$ comes before $u$ on $P$, we have $S(u) \cup H(u) \subseteq S(v)$ or $S(u) \cup H(u) \subseteq H(v)$ implying $(S(u), H(u))<(S(v), H(v))$, as required.
- There is no directed path from the root $\rho$ that contains both $u$ and $v$. Then we have $(S(u) \cup H(u)) \cap(S(v) \cup H(v))=\emptyset$, as required.
Hence, $\theta(\mathcal{N})$ satisfies (NC4).
Next, to establish (NC5), consider three distinct vertices $u, v, w \in V$ with $H(u)=H(v)=$ $H(w) \neq \emptyset$ and $S(u) \cap S(v)=\emptyset$. Since $\mathcal{N}$ is 1-nested, this is only possible if $u, v, w$ are all vertices in the same reticulation cycle $\mathcal{C}=\left\{P, P^{\prime}\right\}$ but none of them can be the start or end vertex of the directed paths $P$ and $P^{\prime}$. Since $S(u) \cap S(v)=\emptyset, u$ and $v$ cannot lie on the same directed path in $\mathcal{C}$. Without loss of generality, we may therefore assume that $u$ and $w$ are vertices on $P$. Again in view of $S(u) \cap S(v)=\emptyset, v$ must be a vertex on $P^{\prime}$ implying that also $S(w) \cap S(v)=\emptyset$. From this it follows that we cannot have $S(v) \cup S(u) \subseteq S(w)$. Moreover, assuming without loss of generality that $u$ comes before $w$ on $P$, we have $\emptyset \neq S(w) \subsetneq S(u)$, implying that we cannot have $(S(v) \cup S(u)) \cap S(w)=\emptyset$.


## 4 1-nested compatible set pair systems are encodings

In this section we prove the following result.
Theorem 12 Given a set pair system $\mathcal{S}$ on $X$, there exists a compressed 1-nested network $\mathcal{N}$ on $X$ with $\mathcal{S}=\theta(\mathcal{N})$ if and only if $\mathcal{S}$ is 1-nested compatible. Moreover, if it exists then $\mathcal{N}$ is unique up to isomorphism.

Note that, in view of Proposition 11, there remains only one implication to be established to prove Theorem 12. Also note that Theorem 12 is a generalization of the so-called "Cluster Equivalence Theorem" for rooted trees and hierarchies (see e.g. [32, Proposition 2.1]). Indeed, this equivalence theorem follows from Theorem 12 by considering set-pair systems $\mathcal{S}$ in which $H=\emptyset$ for all $(S, H) \in \mathcal{S}$.

In our proof of Theorem 12, we will use the concept of the Hasse diagram of a partial ordering $\pi$ on a finite set $M$, that is, the DAG with vertex set $M$ in which $(x, z) \in M \times M$ forms an arc directed from $x$ to $z$ if and only if $z \pi x$ holds and there is no $y \in M \backslash\{x, z\}$ with $z \pi y$ and $y \pi x$. Our proof of Theorem 12 will follow a similar strategy to that used in the proof of [32, Proposition 2.1], in which it is shown that, when considering the usual set inclusion as the partial ordering on the set $\mathcal{C}(\mathcal{T})$ of clusters induced by a phylogenetic tree $\mathcal{T}$, the resulting Hasse diagram is isomorphic to $\mathcal{T}$. Note that, as can be seen in Figure 5, the Hasse diagram of the partial ordering introduced in Section 3 on the set pair system $\theta(\mathcal{N})$ for a compressed 1-nested network $\mathcal{N}$ will, in general, not be isomorphic to $\mathcal{N}$. More specifically, the Hasse diagram is always missing those $\operatorname{arcs}$ of $\mathcal{N}$ which occur in a directed path in a reticulation cycle such that the path consists only of this single arc. We will come back to this technicality in Theorem 19 below.

For the rest of this section, $\mathcal{S}$ denotes a 1-nested compatible set pair system on $X$ and $D(\mathcal{S})$ the Hasse diagram of the partial ordering $\leq$ on $\mathcal{S}$ defined in Section 3. The bulk of the following proof is concerned with showing that Properties (NC1)-(NC5) suffice to establish that $D(\mathcal{S})$ is, up to the technicality just mentioned above, isomorphic to a compressed 1-nested network $\mathcal{N}$ with $\theta(\mathcal{N})=\mathcal{S}$. We begin with a basic observation about $D(\mathcal{S})$.


Figure 5: (a) A compressed 1-nested network $\mathcal{N}$ on $X=\{a, b, c, d, e, f\}$. (b) The Hasse diagram for the set pair system $\theta(\mathcal{N})$ with respect to the partial ordering $\leq$ defined in Section 3.

Lemma $13 D(\mathcal{S})$ is a rooted $D A G$ whose leaves are in one-to-one correspondence with the elements of $X$.

Proof: By the definition of the Hasse diagram, $D=D(\mathcal{S})$ is a DAG. Moreover, in view of (NC1), we must have $(X, \emptyset) \in \mathcal{S}$ and, by the definition of $\leq$, we also have $(S, H) \leq(X, \emptyset)$ for all $(S, H) \in \mathcal{S}$. Thus, $D$ is rooted with root $(X, \emptyset)$.

Next consider an arbitrary $x \in X$. In view of (NC2), we have $(\{x\}, \emptyset) \in \mathcal{S}$ and it follows immediately from the definition of $\leq$ that $(\{x\}, \emptyset)$ has outdegree 0 in $D$. To show that the vertices of outdegree 0 in $D$ are in one-to-one correspondence with the elements in $X$, assume for contradiction that there exists some $(S, H) \in \mathcal{S}$ with outdegree 0 but $(S, H) \neq(\{x\}, \emptyset)$ for all $x \in X$. By the definition of a set pair system we must have $S \neq \emptyset$ and so we may select some $x \in S$. But then, by the definition of $\leq$, we have $(\{x\}, \emptyset)<(S, H)$, implying that the outdegree of $(S, H)$ in $D$ is greater than 0 , a contradiction.

We next consider properties of set pairs in $\mathcal{S}$ which give rise to vertices with indegree 1 in $D(\mathcal{S})$.
Lemma 14 Suppose $(S, H) \in \mathcal{S}$ with $H \neq \emptyset$. Then:
(i) $(S, H)$ has indegree 1 in $D(\mathcal{S})$.
(ii) For every $\left(S_{1}, H_{1}\right) \in \mathcal{S}$ with $(H, \emptyset)<\left(S_{1}, H_{1}\right)<(S, H)$, we have $S_{1} \subsetneq S$ and $H_{1}=H$.
(iii) There exists a unique $\left(S_{2}, H_{2}\right) \in \mathcal{S}$ that is minimal with respect to $\leq$ such that $(S, H)<$ $\left(S_{2}, H_{2}\right)$ and $H_{2} \neq H$. Moreover, $S \cup H \subseteq S_{2}$ and, for every $\left(S_{1}, H_{1}\right) \in \mathcal{S}$ with $(H, S)<$ $\left(S_{1}, H_{1}\right)<\left(S_{2}, H_{2}\right), S \subsetneq S_{1}$ and $H_{1}=H$.

Proof: (i): Assume for contradiction that there exist two distinct $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right)$ in $\mathcal{S}$ such that $(S, H)$ is the child of both in $D(\mathcal{S})$. Then, by the definition of the Hasse diagram, we have neither $\left(S_{1}, H_{1}\right)<\left(S_{2}, H_{2}\right)$ nor $\left(S_{2}, H_{2}\right)<\left(S_{1}, H_{1}\right)$. Hence, in view of (NC4), we must have either $\left(S_{1} \cup H_{1}\right) \cap\left(S_{2} \cup H_{2}\right)=\emptyset$ or $S_{1} \cap S_{2}=\emptyset$ and $H_{1}=H_{2} \neq \emptyset$. In view of $(S, H)<\left(S_{1}, H_{1}\right)$ and $(S, H)<\left(S_{2}, H_{2}\right)$, we must have $\emptyset \neq S \subseteq\left(S_{1} \cup H_{1}\right) \cap\left(S_{2} \cup H_{2}\right)$. It follows that $S_{1} \cap S_{2}=\emptyset$ and $H_{1}=H_{2} \neq \emptyset$. But then the only way to have $(S, H)<\left(S_{1}, H_{1}\right)$ and $(S, H)<\left(S_{2}, H_{2}\right)$ is $S \cup H \subseteq H_{1}=H_{2}$. From this, using the fact that $\left(H_{1}, \emptyset\right) \in \mathcal{S}$ in view of (NC3), we obtain $(S, H)<\left(H_{1}, \emptyset\right)<\left(S_{1}, H_{1}\right)$, in contradiction to the fact that $(S, H)$ is a child of $\left(S_{1}, H_{1}\right)$ in $D(\mathcal{S})$. (ii): By the definition of $<,(H, \emptyset)<\left(S_{1}, H_{1}\right)$ implies $H \subseteq S_{1}$ or $H \subseteq H_{1}$. But then we cannot have $S_{1} \cup H_{1} \subseteq S$ in view of $S \cap H=\emptyset$. Moreover, we cannot have $S_{1} \cup H_{1} \subseteq H$ since this would imply $\left(S_{1}, H_{1}\right)=(H, \emptyset)$ or $S_{1}=\emptyset$. Hence, the only way to have $\left.\left(S_{1}, H_{1}\right)<\overline{( } S, H\right)$ is $S_{1} \subsetneq S$ and $H_{1}=H \neq \emptyset$, as required.
(iii): First note that in view of $(X, \emptyset) \in \mathcal{S},(S, H)<(X, \emptyset)$ and $H \neq \emptyset$ there must exist at least one $\left(S_{2}, H_{2}\right) \in \mathcal{S}$ that is minimal with respect to $\leq \operatorname{such}$ that $(S, H)<\left(S_{2}, H_{2}\right)$ and $H_{2} \neq H$.

By the definition of $<$ and in view of $H_{2} \neq H$, we must have either $S \cup H \subseteq S_{2}$ or $S \cup H \subseteq H_{2}$. Assume for contradiction that $S \cup H \subseteq H_{2}$. This implies $H_{2} \neq \emptyset$. Consider the set pair $\left(H_{2}, \emptyset\right)$ which must be contained in $\mathcal{S}$ in view of (NC3). Then we have $(S, H)<\left(H_{2}, \emptyset\right)<\left(S_{2}, H_{2}\right)$ in contradiction to $\left(S_{2}, H_{2}\right)$ being minimal. Thus, we must have $S \cup H \subseteq S_{2}$, as required.

Now consider an arbitrary $\left(S_{1}, H_{1}\right) \in \mathcal{S}$ with $(S, H)<\left(S_{1}, H_{1}\right)<\left(S_{2}, H_{2}\right)$. Since $\left(S_{2}, H_{2}\right)$ is minimal, we must have $H_{1}=H$. Therefore, we can have neither $S \cup H \subseteq S_{1}$ in view of $S_{1} \cap H=\emptyset$ nor $S \cup H \subseteq H$ in view of $S \cap H=\emptyset$ and $S \neq \emptyset$. Hence, by the definition of $<$, we must have $S \subsetneq S_{1}$, as required.

To finish the proof, assume for contradiction that there are two distinct minimal elements $\left(S_{2}, H_{2}\right),\left(S_{2}^{\prime}, H_{2}^{\prime}\right) \in \mathcal{S}$ with $(S, H)<\left(S_{2}, H_{2}\right)$ and $H_{2} \neq H$ as well as $(S, H)<\left(S_{2}^{\prime}, H_{2}^{\prime}\right)$ and $H_{2}^{\prime} \neq H$. Then there must exist some $\left(S_{1}, H\right) \in \mathcal{S}$ with $(S, H) \leq\left(S_{1}, H\right),\left(S_{1}, H\right)<\left(S_{2}, H_{2}\right)$ and $\left(S_{1}, H\right)<\left(S_{2}^{\prime}, H_{2}^{\prime}\right)$ such that $\left(S_{1}, H\right)$ has indegree 2 . But, in view of $H \neq \emptyset$, this is in contradiction to Part (i) of this lemma. Thus, the minimal element is unique.

We now show that every set pair in $\mathcal{S}$ has indegree at most 2 in $D(\mathcal{S})$. To do this we first prove a useful lemma concerning set pairs $(S, H) \in \mathcal{S}$ with $H=\emptyset$ (note that in Lemma 14 we considered set pairs with $H \neq \emptyset$ ).

Lemma 15 Suppose $(S, H) \in \mathcal{S}$ with $H=\emptyset$. Then $(S, H)$ has at most one parent $\left(S_{1}, H_{1}\right)$ with $H_{1}=\emptyset$ in $D(\mathcal{S})$, and it has at most two distinct parents $\left(S_{1}, H_{1}\right)$ and $\left(S_{2}, H_{2}\right)$ with $H_{1} \neq \emptyset$ and $H_{2} \neq \emptyset$ in $D(\mathcal{S})$. Moreover, if $(S, H)$ has two distinct such parents, then $S_{1} \cap S_{2}=\emptyset$ and $H_{1}=H_{2}=S$.

Proof: We first show that $(S, H)$ has at most one parent $\left(S_{1}, H_{1}\right)$ with $H_{1}=\emptyset$ in $D(\mathcal{S})$. Assume for contradiction that $(S, H)$ has two distinct parents $\left(S_{1}, \emptyset\right)$ and $\left(S_{2}, \emptyset\right)$ in $D(\mathcal{S})$. Note that this implies $\emptyset \neq S \subseteq S_{1} \cap S_{2}$. Moreover, it follows immediately from the definition of the Hasse diagram that we can have neither $\left(S_{1}, \emptyset\right)<\left(S_{2}, \emptyset\right)$ nor $\left(S_{2}, \emptyset\right)<\left(S_{1}, \emptyset\right)$. As a consequence and in view of (NC4), we have $S_{1} \cap S_{2}=\emptyset$, in contradiction to $\emptyset \neq S \subseteq S_{1} \cap S_{2}$.

To see that the second statement in the lemma holds, assume for contradiction that $(S, H)$ has at least three distinct parents $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right),\left(S_{3}, H_{3}\right)$ with $H_{1} \neq \emptyset, H_{2} \neq \emptyset$ and $H_{3} \neq \emptyset$ in $D(\mathcal{S})$. Thus, by the definition of the Hasse diagram, we cannot have $\left(S_{i}, H_{i}\right)<\left(S_{j}, H_{j}\right)$ for any two distinct $i, j \in\{1,2,3\}$. Hence, in view of (NC4) and $\emptyset \neq S \subseteq S_{i} \cup H_{i}$ for all $i \in\{1,2,3\}$, we must have $S_{1} \cap S_{2}=S_{1} \cap S_{3}=S_{2} \cap S_{3}=\emptyset$ and $H_{1}=H_{2}=H_{3}=S \neq \emptyset$, in contradiction to (NC5).

Finally, using the same argument, it follows that $S_{1} \cap S_{2}=\emptyset$ and $H_{1}=H_{2}=S$ in case $(S, H)$ has two distinct parents $\left(S_{1}, H_{1}\right)$ and $\left(S_{2}, H_{2}\right)$ with $H_{1} \neq \emptyset$ and $H_{2} \neq \emptyset$.

Proposition 16 Every $(S, H) \in \mathcal{S}$ has indegree at most 2 in $D(\mathcal{S})$. If $(S, H)$ has two distinct parents $\left(S_{1}, H_{1}\right)$ and $\left(S_{2}, H_{2}\right)$ then we have $H=\emptyset, H_{1}=H_{2}=S$ and $S_{1} \cap S_{2}=\emptyset$.

Proof: First assume for contradiction that there exists some $(S, H) \in \mathcal{S}$ that has three distinct parents $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right)$ and $\left(S_{3}, H_{3}\right)$ in $D(\mathcal{S})$. In view of Lemma 14(i), this implies $H=\emptyset$. Moreover, in view of Lemma 15, we must have without loss of generality $H_{1}=\emptyset, H_{2}=H_{3}=S \neq \emptyset$ and $S_{2} \cap S_{3}=\emptyset$.

From the definition of the Hasse diagram it follows that we have neither $\left(S_{1}, \emptyset\right)<\left(S_{i}, S\right)$ nor $\left(S_{i}, S\right)<\left(S_{1}, \emptyset\right)$ for $i \in\{2,3\}$. Thus, we must have $S_{1} \cap\left(S_{i} \cup S\right)=\emptyset$ in view of (NC4). But
this is in contradiction to the fact that, in view of $(S, \emptyset)=(S, H)<\left(S_{1}, H_{1}\right)=\left(S_{1}, \emptyset\right)$, we have $\emptyset \neq S \subseteq S_{1} \cap\left(S_{i} \cup S\right)$. This establishes that every $(S, H) \in \mathcal{S}$ has indegree at most 2 .

To finish the proof of the proposition, assume that $(S, H) \in \mathcal{S}$ has two distinct parents $\left(S_{1}, H_{1}\right)$ and $\left(S_{2}, H_{2}\right)$ in $D(\mathcal{S})$. Then, in view of Lemma 14(i), we have $H=\emptyset$. Hence, by Lemma 15 , we cannot have both $H_{1}=\emptyset$ and $H_{2}=\emptyset$. Moreover, by the same lemma, if $H_{1} \neq \emptyset$ and $H_{2} \neq \emptyset$, we must have $H_{1}=H_{2}=S$ and $S_{1} \cap S_{2}=\emptyset$, as required.

It remains to consider the case that, without loss of generality, $H_{1}=\emptyset$ and $H_{2} \neq \emptyset$. By the definition of the Hasse diagram, we cannot have $\left(S_{1}, \emptyset\right)<\left(S_{2}, H_{2}\right)$ or $\left(S_{2}, H_{2}\right)<\left(S_{1}, \emptyset\right)$. Thus, in view of (NC4), we must have $S_{1} \cap\left(S_{2} \cup H_{2}\right)=\emptyset$ in contradiction to $\emptyset \neq S \subseteq S_{1} \cap\left(S_{2} \cup H_{2}\right)$.

We now prove a lemma which will be key to understanding reticulation cycles in $D(\mathcal{S})$.

## Lemma 17 The following statements hold:

(i) For every $(S, H) \in \mathcal{S}$ with $H \neq \emptyset$ there exists a unique directed path

$$
P(S, H)=\left(\left(S_{*}, H_{*}\right),\left(S_{k}, H\right),\left(S_{k-1}, H\right), \ldots,\left(S_{1}, H\right),(H, \emptyset)\right)
$$

in $D(\mathcal{S})$ with $k \geq 1,(S, H)=\left(S_{i}, H\right)$ for some $1 \leq i \leq k, S \cup H \subseteq S_{*}$ and $H_{*} \neq H$.
(ii) For any three $(S, H),\left(S^{\prime}, H\right)$ and $\left(S^{\prime \prime}, H\right) \in \mathcal{S}$ with $H \neq \emptyset$, at least two of the directed paths $P(S, H), P\left(S^{\prime}, H\right)$ and $P\left(S^{\prime \prime}, H\right)$ must coincide, and if $(S, H),\left(S^{\prime}, H\right)$ are such that the directed paths

$$
P(S, H)=\left(\left(S_{*}, H_{*}\right),\left(S_{k}, H\right),\left(S_{k-1}, H\right), \ldots,\left(S_{1}, H\right),(H, \emptyset)\right)
$$

and

$$
P\left(S^{\prime}, H\right)=\left(\left(S_{*}^{\prime}, H_{*}^{\prime}\right),\left(S_{l}^{\prime}, H\right),\left(S_{l-1}^{\prime}, H\right), \ldots,\left(S_{1}^{\prime}, H\right),(H, \emptyset)\right)
$$

do not coincide, then $S_{i} \cap S_{j}^{\prime}=\emptyset$ for all $1 \leq i \leq k$ and $1 \leq j \leq l$, and $\left(S_{*}, H_{*}\right)=\left(S_{*}^{\prime}, H_{*}^{\prime}\right)$.
Proof: (i): By (NC3) we have $(H, \emptyset) \in \mathcal{S}$. Let $\left(S_{*}, H_{*}\right) \in \mathcal{S}$ be minimal with respect to $\leq$ such that $(S, H)<\left(S_{*}, H_{*}\right)$ and $H_{*} \neq H$. Note that $\left(S_{*}, H_{*}\right)$ exists and is unique by Lemma 14(iii).

Now consider

$$
\mathcal{S}^{\prime}=\left\{\left(S^{\prime}, H^{\prime}\right) \in \mathcal{S}:(H, \emptyset)<\left(S^{\prime}, H^{\prime}\right)<(S, H)\right\} .
$$

By Lemma 14(ii) we have $S^{\prime} \subsetneq S$ and $H^{\prime}=H$ for all $\left(S^{\prime}, H^{\prime}\right) \in \mathcal{S}^{\prime}$. Moreover, we must have either $S_{1}^{\prime} \subsetneq S_{2}^{\prime}$ or $S_{2}^{\prime} \subsetneq S_{1}^{\prime}$ for any two distinct $\left(S_{1}^{\prime}, H\right),\left(S_{2}^{\prime}, H\right) \in \mathcal{S}^{\prime}$. To see this, assume for contradiction that we have neither $S_{1}^{\prime} \subsetneq S_{2}^{\prime}$ nor $S_{2}^{\prime} \subsetneq S_{1}^{\prime}$. Then, in view of (NC4), we have $S_{1}^{\prime} \cap S_{2}^{\prime}=\emptyset$. But this contradicts (NC5) for $\left(S_{1}^{\prime}, H\right),\left(S_{2}^{\prime}, H\right)$ and $(S, H)$.

Next consider

$$
\mathcal{S}^{\prime \prime}=\left\{\left(S^{\prime \prime}, H^{\prime \prime}\right) \in \mathcal{S}:(H, S)<\left(S^{\prime \prime}, H^{\prime \prime}\right)<\left(S_{*}, H_{*}\right)\right\}
$$

By Lemma 14(iii), we have $S \subsetneq S^{\prime \prime}$ and $H^{\prime \prime}=H$ for all $\left(S^{\prime \prime}, H^{\prime \prime}\right) \in \mathcal{S}^{\prime \prime}$. Moreover, we must have either $S_{1}^{\prime \prime} \subsetneq S_{2}^{\prime \prime}$ or $S_{2}^{\prime \prime} \subsetneq S_{1}^{\prime \prime}$ for any two distinct $\left(S_{1}^{\prime \prime}, H\right),\left(S_{2}^{\prime \prime}, H\right) \in \mathcal{S}^{\prime}$ since otherwise $(S, H)$ or one of the elements of $\mathcal{S}^{\prime \prime}$ has indegree 2 in contradiction to Lemma 14(i).

As a consequence, we obtain a unique directed path in $D(\mathcal{S})$ that contains $(S, H)$, which starts at $\left(S_{*}, H_{*}\right)$, then goes through the elements of $\mathcal{S}^{\prime \prime}$, then through $(S, H)$, then through the elements of $\mathcal{S}^{\prime}$ and ends at $(H, \emptyset)$.
(ii): First note that by Lemma $17(\mathrm{i})$ all three paths $P(S, H), P\left(S^{\prime}, H\right)$ and $P\left(S^{\prime \prime}, H\right)$ end at $(H, \emptyset)$ but, in view of Proposition 16, at least two of these paths must arrive at $(H, \emptyset)$ along the same arc, implying that they coincide.

Now, suppose the paths $P(S, H)$ and $P\left(S^{\prime}, H\right)$ do not coincide. Then, by Lemma $17(\mathrm{i})$, we have $P\left(S_{i}, H\right)=P(S, H)$ for all $1 \leq i \leq k$ and $P\left(S_{j}^{\prime}, H\right)=P\left(S^{\prime}, H\right)$ for all $1 \leq j \leq l$. Since these paths are unique, we have neither $\left(S_{i}, H\right) \leq\left(S_{j}^{\prime}, H\right)$ nor $\left(S_{j}^{\prime}, H\right) \leq\left(S_{i}, H\right)$ for all $1 \leq i \leq k$ and $1 \leq j \leq l$ and, thus, in view of (NC4), $S_{i} \cap S_{j}^{\prime}=\emptyset$.

Next note that, in view of $H \neq H_{*}$ and $\emptyset \neq H \subseteq\left(S_{*} \cup H_{*}\right) \cap\left(S_{l}^{\prime} \cup H\right)$, (NC4) implies $\left(S_{*}, H_{*}\right)<\left(S_{l}^{\prime}, H\right)$ or $\left(S_{l}^{\prime}, H\right)<\left(S_{*}, H_{*}\right)$. By Lemma $14(\mathrm{ii}),(H, \emptyset)<\left(S_{*}, H_{*}\right)<\left(S_{l}^{\prime}, H\right)$ would imply $H_{*}=H$ in contradiction to $H_{*} \neq H$. Hence, we must have $\left(S_{l}^{\prime}, H\right)<\left(S_{*}, H_{*}\right)$. By symmetry, we must also have $\left(S_{k}, H\right)<\left(S_{*}^{\prime}, H_{*}^{\prime}\right)$. By the minimality of ( $S_{*}, H_{*}$ ) and ( $S_{*}^{\prime}, H_{*}^{\prime}$ ) this implies $\left(S_{*}, H_{*}\right) \leq\left(S_{*}^{\prime}, H_{*}^{\prime}\right)$ as well as $\left(S_{*}^{\prime}, H_{*}^{\prime}\right) \leq\left(S_{*}, H_{*}\right)$ from which we obtain $\left(S_{*}, H_{*}\right)=\left(S_{*}^{\prime}, H_{*}^{\prime}\right)$ using that $\leq$ is reflexive.

We now consider reticulation cycles in $D(\mathcal{S})$.
Proposition 18 Suppose $\mathcal{C}$ is reticulation cycle in $D(\mathcal{S})$. Then there exist $(S, H),\left(S^{\prime}, H\right) \in \mathcal{S}$ with a unique $H=H(\mathcal{C}) \neq \emptyset$ and $S \cap S^{\prime}=\emptyset$ such that $\mathcal{C}=\left\{P(S, H), P\left(S^{\prime}, H\right)\right\}$. Moreover, if $\left(S^{\prime \prime}, H^{\prime \prime}\right) \in \mathcal{S}$ with $H^{\prime \prime} \neq \emptyset$ and $H^{\prime \prime} \neq H(\mathcal{C})$, then the directed path $P\left(S^{\prime \prime}, H^{\prime \prime}\right)$ has no arc in common with any of the directed paths in $\mathcal{C}$.

Proof: Let $\left(S_{0}, H_{0}\right)$ be the end vertex of the directed paths in $\mathcal{C}$. Then $\left(S_{0}, H_{0}\right)$ has indegree 2. Let $(S, H)$ and $\left(S^{\prime}, H^{\prime}\right)$ denote the two parents of $\left(S_{0}, H_{0}\right)$. Then, by Proposition 16 , we have $H_{0}=\emptyset$ and $H=H^{\prime}=S_{0}$. Moreover, in view of Lemma $17, \mathcal{C}=\left\{P(S, H), P\left(S^{\prime}, H\right)\right\}$ and $S \cap S^{\prime}=\emptyset$ must hold.

To see that the second statement in the proposition holds, assume for contradiction that $P\left(S^{\prime \prime}, H^{\prime \prime}\right)$ and one of the directed paths in $\mathcal{C}$ have an arc in common. Let $H^{\prime}=H(\mathcal{C})$ and

$$
P\left(S^{\prime \prime}, H^{\prime \prime}\right)=\left(\left(S_{*}^{\prime \prime}, H_{*}^{\prime \prime}\right),\left(S_{k}^{\prime \prime}, H^{\prime \prime}\right),\left(S_{k-1}^{\prime \prime}, H^{\prime \prime}\right), \ldots,\left(S_{1}^{\prime \prime}, H^{\prime \prime}\right),\left(H^{\prime \prime}, \emptyset\right)\right)
$$

and assume that

$$
P\left(S^{\prime}, H^{\prime}\right)=\left(\left(S_{*}^{\prime}, H_{*}^{\prime}\right),\left(S_{l}^{\prime}, H^{\prime}\right),\left(S_{l-1}^{\prime}, H^{\prime}\right), \ldots,\left(S_{1}^{\prime}, H^{\prime}\right),\left(H^{\prime}, \emptyset\right)\right)
$$

is the directed path in $\mathcal{C}$ that has an arc in common with $P\left(S^{\prime \prime}, H^{\prime \prime}\right)$. Comparing the set pairs occurring in $P\left(S^{\prime \prime}, H^{\prime \prime}\right)$ and $P\left(S^{\prime}, H^{\prime}\right)$ it follows that a common arc would imply one of $H^{\prime \prime}=H^{\prime}$, $H=\emptyset$ or $H^{\prime \prime}=\emptyset$, a contradiction.

Now we come back to the technicality mentioned at the beginning of this section. In particular, we modify $D(\mathcal{S})=(\mathcal{S}, A)$ to produce a suitable phylogenetic network $\mathcal{N}(\mathcal{S})=\left(\left(\mathcal{S}, A^{\prime}\right), \varphi\right)$ on $X$ by defining

- $\varphi: X \rightarrow \mathcal{S}$ to be the map which takes $x$ to $(\{x\}, \emptyset)$ for all $x \in X$, and
- $A^{\prime}$ to be the set obtained by adding the arc from $\left(S_{*}, H_{*}\right)$ to $(H, \emptyset)$ for every $(S, H) \in \mathcal{S}$ with $H \neq \emptyset$ to $A$ such that the directed path

$$
P(S, H)=\left(\left(S_{*}, H_{*}\right),\left(S_{k}, H\right),\left(S_{k-1}, H\right), \ldots,\left(S_{1}, H\right),(H, \emptyset)\right)
$$

given by Lemma 17 is not contained in a reticulation cycle in $D(\mathcal{S})$ (note that $(H, \emptyset)$ has indegree 1 in $D(\mathcal{S})$ ).

Theorem $19 \mathcal{N}(\mathcal{S})=\left(\left(\mathcal{S}, A^{\prime}\right), \varphi\right)$ is a compressed 1-nested network on $X$.

Proof: First note that the arcs added to $D=D(\mathcal{S})$ in the construction of $\mathcal{N}(\mathcal{S})$ respect the partial ordering $\leq$ and no outgoing arc is added to a leaf of $D(\mathcal{S})$. Therefore, Lemma 13 implies that $N=\left(\mathcal{S}, A^{\prime}\right)$ is a rooted DAG and that $\varphi$ is a bijection between $X$ and the set of leaves of $N$.

We now show that there is no vertex in $N$ with outdegree 1 . Consider $\left(S^{\prime}, H^{\prime}\right) \in \mathcal{S}$ with precisely one child $(S, H)$ in $D$. We first claim that $H \neq \emptyset$ and $\left(S^{\prime}, H^{\prime}\right)=(S \cup H, \emptyset)$. Since $(S, H)$ is a child of $\left(S^{\prime}, H^{\prime}\right)$ in $D$, we have $(S, H)<\left(S^{\prime}, H^{\prime}\right)$. Also note that for every $x \in S^{\prime} \backslash(S \cup H)$ we have $(\{x\}, \emptyset)<\left(S^{\prime}, H^{\prime}\right)$ and $(\{x\}, \emptyset) \nsubseteq(S, H)$. Hence, $\left(S^{\prime}, H^{\prime}\right)$ has outdegree at least 2 in $D$, a contradiction. Thus, we have $S^{\prime} \subseteq S \cup H$ and, in view of the definition of $<$, this implies $S \cup H=S^{\prime}$. Now, if there exists some $x \in \overline{H^{\prime}}$ then $(\{x\}, \emptyset)<\left(S^{\prime}, H^{\prime}\right)$ and $(\{x\}, \emptyset) \not 又(S, H)$, then it follows again that $\left(S^{\prime}, H^{\prime}\right)$ has outdegree at least 2 in $D$, a contradiction. Thus we must have $H^{\prime}=\emptyset$, implying, in view of $(S, H) \neq\left(S^{\prime}, H^{\prime}\right)$, that $H \neq \emptyset$, which completes the proof of the claim.

Now, consider the directed path

$$
P(S, H)=\left(\left(S_{*}, H_{*}\right),\left(S_{k}, H\right),\left(S_{k-1}, H\right), \ldots,\left(S_{1}, H\right),(H, \emptyset)\right)
$$

and note that we have $\left(S_{*}, H_{*}\right)=\left(S^{\prime}, H^{\prime}\right)$. Since ( $S^{\prime}, H^{\prime}$ ) has precisely one child in $D$, Proposition 18 implies that $P(S, H)$ is not contained in any reticulation cycle in $D$. Thus, in the construction of $\mathcal{N}(\mathcal{S})$ the arc from $\left(S^{\prime}, H^{\prime}\right)=\left(S_{*}, H_{*}\right)$ to $(H, \emptyset)$ is added. Hence, $\left(S^{\prime}, H^{\prime}\right)$ has outdegree at least 2 in $N$. It follows that there is no vertex in $N$ with outdegree 1.

Next note that every vertex of $N$ has indegree at most 2, since by Proposition 16, every vertex of $D$ has indegree at most 2 , and we only add arcs in the construction of $N$ from $D$ whose end vertex has indegree 1 in $D$.

Finally, we show that no two distinct reticulation cycles in $N$ have an arc in common. By Proposition 18, every reticulation cycle $\mathcal{C}$ in $N$ is either a reticulation cycle in $D$ or it arises by adding an arc from the start vertex to the end vertex of the directed path $P(S, H)$ in $D$ for some $(S, H) \in \mathcal{S}$ with $H \neq \emptyset$ for which $P(S, H)$ is not already contained in a reticulation cycle in $D$. But then, again in view of Proposition 18, no two distinct reticulation cycles in $N$ can have an arc in common.

We now prove the main result of this section.
Proof of Theorem 12: Consider a set pair system $\mathcal{S}$ on $X$. As noted at the beginning of this section, by Proposition 11, if $\mathcal{S}=\theta(\mathcal{N})$ for some compressed 1-nested network $\mathcal{N}$ on $X$, then $\mathcal{S}$ is 1-nested compatible.

Conversely, assume that $\mathcal{S}$ is a 1 -nested compatible set pair system on $X$. Then, by Theorem 19, $\mathcal{N}(\mathcal{S})$ is a compressed 1-nested network on $X$. To show that $\theta(\mathcal{N}(\mathcal{S}))=\mathcal{S}$, it suffices to show that for every vertex $u=(S, H)$ of $\mathcal{N}(\mathcal{S})=\left(\left(\mathcal{S}, A^{\prime}\right), \varphi\right)$ we have $\theta(u)=(S, H)$. To this end, first note that for every $x \in S \cup H$, we have, by the definition of $\leq,(\{x\}, \emptyset) \leq(S, H)$. Similarly, for every $x \notin S \cup H$ we have $(\{x\}, \emptyset) \notin(S, H)$. Thus, in view of $\varphi(x)=(\{x\}, \emptyset)$ for all $x \in X$, we have $S(u) \cup H(u)=S \cup H$. Hence, to show that $S(u)=S$ and $H(u)=H$ it remains to establish that $H(u)=H$. We consider two cases.

Case 1: $H=\emptyset$. Assume for contradiction that $H(u) \neq \emptyset$. Then there must exist some $\left(S_{1}, H_{1}\right) \in \mathcal{S}$ with $\left(S_{1}, H_{1}\right)<(S, H)$ such that $\left(S_{1}, H_{1}\right)$ is a child of some $\left(S_{2}, H_{2}\right) \in \mathcal{S}$ with $\left(S_{2}, H_{2}\right) \nsubseteq(S, H)$. This implies that ( $S_{1}, H_{1}$ ) has indegree 2 and, thus, $\left(S_{1}, H_{1}\right)$ is the end vertex of the two paths in a reticulation cycle $\mathcal{C}$ in $\mathcal{N}(\mathcal{S})$. Hence, we have $H_{1}=\emptyset$ and, in view of $\emptyset \neq S_{1} \subseteq S \cap\left(S_{2} \cup H_{2}\right)$, (NC4) implies $(S, H)<\left(S_{2}, H_{2}\right)$. So, ( $\left.S_{2}, H_{2}\right)$ must be the start vertex of the two directed paths in $\mathcal{C}$ and $(S, H)$ is a vertex on one of these directed paths distinct from the start vertex and the end vertex. But this implies $H \neq \emptyset$, a contradiction.


Figure 6: For the collection $\mathfrak{C}=\left\{\mathcal{N}_{1}, \mathcal{N}_{2}, \mathcal{N}_{3}\right\}$ of compressed 1-nested networks on $X=\{a, b, c, x\}$ the set pair system $\theta(\mathfrak{C})_{\left(\frac{1}{2}, q\right)}$ is not 1-nested compatible for any $0 \leq q<\frac{2}{3}$.

Case 2: $H \neq \emptyset$. By the construction of $\mathcal{N}(\mathcal{S}),(S, H)$ is a vertex other than the start vertex and the end vertex in the directed path $P(S, H)$ and this directed path is contained in a reticulation cycle $\mathcal{C}$ in $\mathcal{N}(\mathcal{S})$. The end vertex of the two paths in $\mathcal{C}$ is $v=(H, \emptyset)$. Thus, we have $H(u)=S(v)$ and, by Case 1, we have $S(v)=H$, implying $H(u)=H$.

Now, having established that $\theta(\mathcal{N}(\mathcal{S}))=\mathcal{S}$, we complete the proof of Theorem 12 by noting that in view of Theorem 6 , every compressed 1-nested network $\mathcal{N}$ on $X$ with $\theta(\mathcal{N})=\mathcal{S}$ is isomorphic to $\mathcal{N}(\mathcal{S})$.

## 5 Consensus networks

In this section, we present an algorithm to compute a consensus network for a non-empty collection $\mathfrak{C}$ of compressed 1-nested networks on $X$ (cf. Algorithm 1). To give a high level description of this algorithm, put $\theta(\mathfrak{C})=\bigcup_{\mathcal{N} \in \mathfrak{C}} \theta(\mathcal{N})$ and denote, for every $(S, H) \in \theta(\mathfrak{C})$, by $\#(S, H)$ the number of networks $\mathcal{N} \in \mathfrak{C}$ with $(S, H) \in \theta(\mathcal{N})$. In addition, for real numbers $p$ and $q$ with $0 \leq p<1$ and $0 \leq q<1$, put $\theta(\mathfrak{C})_{(p, q)}$ to be the set pair system

$$
\{(S, H) \in \theta(\mathfrak{C}): \#(S, H)>p|\mathfrak{C}| \text { and } H=\emptyset\} \cup\{(S, H) \in \theta(\mathfrak{C}): \#(S, H)>q|\mathfrak{C}| \text { and } H \neq \emptyset\}
$$

In Lemma 20 below we establish that the set pair system $\theta(\mathfrak{C})_{\left(\frac{1}{2}, \frac{2}{3}\right)}$ is 1-nested compatible. Thus, Algorithm 1 first computes $\theta(\mathfrak{C})$ and counts the number of times each set pair arises from the networks in $\mathfrak{C}$. From this, first the set pair system $\theta(\mathfrak{C})_{\left(\frac{1}{2}, \frac{2}{3}\right)}$ and then the 1-nested network $\mathcal{N}\left(\theta(\mathfrak{C})_{\left(\frac{1}{2}, \frac{2}{3}\right)}\right)$ is computed. Note that if all networks in $\mathfrak{C}$ are phylogenetic trees (so that $H=\emptyset$ holds for all $(S, H) \in \theta(\mathfrak{C})$ ), then Algorithm 1 computes the majority rule consensus tree mentioned in the introduction.

Lemma 20 For all $\frac{1}{2} \leq p<1$ and all $\frac{2}{3} \leq q<1$, the set pair system $\theta(\mathfrak{C})_{(p, q)}$ is 1-nested compatible.

Proof: Clearly, $(X, \emptyset)$ and $(\{x\}, \emptyset)$ for all $x \in X$ are contained in $\theta(\mathcal{N})$ for all $\mathcal{N} \in \mathfrak{C}$ and so they are contained in $\theta(\mathfrak{C})_{(p, q)}$. Thus $\theta(\mathfrak{C})_{(p, q)}$ satisfies (NC1) and (NC2).

If $(S, H)$ with $H \neq \emptyset$ is contained in $\theta(\mathfrak{C})_{(p, q)}$ then there exist more than $\frac{2}{3}|\mathfrak{C}|$ networks $\mathcal{N} \in \mathfrak{C}$ with $(S, H) \in \theta(\mathcal{N})$. Since $\theta(\mathcal{N})$ satisfies (NC3), for all these networks we also have $(H, \emptyset) \in \theta(\mathcal{N})$, implying that $(H, \emptyset) \in \theta(\mathfrak{C})_{(p, q)}$. Hence (NC3) holds for $\theta(\mathfrak{C})_{(p, q)}$.

To establish that (NC4) holds for $\theta(\mathfrak{C})_{(p, q)}$, consider any two distinct $(S, H),\left(S^{\prime}, H^{\prime}\right) \in \theta(\mathfrak{C})_{(p, q)}$. Since both $\#(S, H)>\frac{1}{2}|\mathfrak{C}|$ and $\#\left(S^{\prime}, H^{\prime}\right)>\frac{1}{2}|\mathfrak{C}|$, by the pigeon hole principle, there must exist some $\mathcal{N} \in \mathfrak{C}$ with $(S, H),\left(S^{\prime}, H^{\prime}\right) \in \theta(\mathcal{N})$, implying that precisely one of the conditions given in (NC4) holds for $(S, H)$ and $\left(S^{\prime}, H^{\prime}\right)$ since $\theta(\mathcal{N})$ is 1-nested compatible.

```
Algorithm 1 Compute a consensus of a collection \(\mathfrak{C}\) of compressed 1-nested networks on \(X\)
    procedure Consensus( \(\mathfrak{C}\) )
        Initialize an empty trie \(T_{1} \quad \triangleright\) for storing set pairs as bitstrings
        for all \(\mathcal{N} \in \mathfrak{C}\) do
            \(\theta[\mathcal{N}] \leftarrow \operatorname{GenerateSetPairSystem}(\mathcal{N}) \quad \triangleright\) see Algorithm 2
            for all \((S, H) \in \theta[\mathcal{N}]\) do
                if \(T_{1}\) contains \((S, H)\) then
                    \(c(S, H) \leftarrow c(S, H)+1\)
                else
                    Insert \((S, H)\) into \(T_{1}, c(S, H) \leftarrow 1\)
                end if
            end for
        end for
        \(\mathcal{S}=\emptyset\)
        for all \((S, H)\) contained in \(T_{1}\) do
            if \(\left(c(S, H)>\frac{1}{2}|\mathfrak{C}|\right.\) and \(\left.H=\emptyset\right)\) or \(\left(c(S, H)>\frac{2}{3}|\mathfrak{C}|\right.\) and \(\left.H \neq \emptyset\right)\) then
                    \(\mathcal{S} \leftarrow \mathcal{S} \cup\{(S, H)\}\)
            end if
        end for
        Compute the Hasse diagram \((\mathcal{S}, A)\) with respect to the partial ordering \(\leq\) on \(\mathcal{S}\)
        for all vertices \((S, H)\) of \((\mathcal{S}, A)\) do
            \(\operatorname{AddArc}((S, H), A) \quad \triangleright\) see Algorithm 3
        end for
        for all \(x \in X\) do
            \(\varphi[x] \leftarrow(\{x\}, \emptyset)\)
        end for
        return \(((\mathcal{S}, A), \varphi)\)
    end procedure
```

Finally, to establish that also (NC5) holds for $\theta(\mathfrak{C})_{(p, q)}$, consider any three distinct $\left(S_{1}, H_{1}\right)$, $\left(S_{2}, H_{2}\right),\left(S_{3}, H_{3}\right) \in \theta(\mathfrak{C})_{(p, q)}$. Since $\#\left(S_{i}, H_{i}\right)>\frac{2}{3}|\mathfrak{C}|$ for all $i \in\{1,2,3\}$, by the pigeon hole principle, there must exist some $\mathcal{N} \in \mathfrak{C}$ with $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right),\left(S_{3}, H_{3}\right) \in \theta(\mathcal{N})$, implying that the condition given in (NC5) holds for $\left(S_{1}, H_{1}\right),\left(S_{2}, H_{2}\right)$ and $\left(S_{3}, H_{3}\right)$ since $\theta(\mathcal{N})$ is 1-nested compatible.

Note that the lower bounds of $\frac{1}{2}$ for $p$ and $\frac{2}{3}$ for $q$ in Lemma 20 are the smallest possible (cf. Figure 6). This also implies that some condition involving three set pairs such as (NC5) cannot be avoided in any characterization of those set pair systems that arise as encodings of isomorphism classes of compressed 1-nested networks.

To derive an upper bound on the run time of Algorithm 1, we rely on an upper bound for the size of a 1 -nested compatible set pair system. In view of Theorem 12, finding such a bound is equivalent to giving an upper bound on the number of vertices in a compressed 1-nested network on $X$ in terms of $n=|X|$. In view of upper bounds on the number of vertices in the closely related level-1 networks given e.g. in [34, Lemma 4.5] and [13, Lemma 3.1], the following result is perhaps not surprising, however we give its proof for the sake of completeness:

```
Algorithm 2 Generate the set pair system \(\theta(\mathcal{N})\) from the 1-nested network \(\mathcal{N}\) on \(X\)
    procedure GenerateSetPairSystem \((\mathcal{N}=((V, A), \varphi))\)
        Compute a topological sort \(v_{1}, v_{2}, \ldots, v_{j}\) of \(V \quad \triangleright\) with respect to the DAG \((V, A)\)
        \(\theta \leftarrow \emptyset\)
        for \(i \leftarrow j\) downto 1 do
            if \(v_{i}\) is a leaf then
                \(S\left[v_{i}\right] \leftarrow \varphi^{-1}\left(v_{i}\right), H\left[v_{i}\right] \leftarrow \emptyset\)
            else
                \(U \leftarrow\left\{u \in V: u\right.\) is a child of \(\left.v_{i}\right\}\)
                Initialize an empty trie \(T_{2} \quad \triangleright\) for storing subsets of \(X\) as bitstrings
                \(S\left[v_{i}\right] \leftarrow \emptyset, H\left[v_{i}\right] \leftarrow \emptyset\)
                for all \(u \in U\) do
                    if \(u\) is a reticulation vertex then
                    if \(T_{2}\) contains \(S[u]\) then
                            Remove \(S[u]\) from \(T_{2}, S\left[v_{i}\right] \leftarrow S\left[v_{i}\right] \cup S[u]\)
                        else
                            Insert \(S[u]\) into \(T_{2}\)
                        end if
                    else if \(H[u] \neq \emptyset\) then
                        if \(T_{2}\) contains \(H[u]\) then
                                    Remove \(H[u]\) from \(T_{2}, S\left[v_{i}\right] \leftarrow S\left[v_{i}\right] \cup H[u]\)
                    else
                        Insert \(H[u]\) into \(T_{2}\)
                    end if
                        \(S\left[v_{i}\right] \leftarrow S\left[v_{i}\right] \cup S[u]\)
                    else
                        \(S\left[v_{i}\right] \leftarrow S\left[v_{i}\right] \cup S[u]\)
                    end if
                end for
                for all \(H\) contained in \(T_{2}\) do
                    \(H\left[v_{i}\right] \leftarrow H\left[v_{i}\right] \cup H\)
                end for
            end if
            \(\theta \leftarrow \theta \cup\left\{\left(S\left[v_{i}\right], H\left[v_{i}\right]\right)\right\}\)
        end for
        return \(\theta\)
    end procedure
```

Lemma 21 Let $\mathcal{S}$ be a 1-nested compatible set pair system on a set $X$ with $|X|=n$. Then $|\mathcal{S}| \leq 3 n-2$ and this upper bound is tight.

Proof: As mentioned above, it suffices to consider an arbitrary compressed 1-nested network $\mathcal{N}$ on a set $X$ with $|X|=n$ and to establish that $|\theta(\mathcal{N})| \leq 3 n-2$. Also note that if $\mathcal{N}$ does not contain any reticulation cycle then $\mathcal{N}$ is a rooted phylogenetic tree on $X$ and it is known that $|\theta(\mathcal{N})| \leq 2 n-1$ (see e.g. [31, Sec. 2.1]).

So assume that $\mathcal{N}$ contains at least one reticulation cycle $\mathcal{C}=\left\{P, P^{\prime}\right\}$. Without loss of generality

```
Algorithm 3 Adding an incoming arc at vertex \(v\) if necessary
    procedure \(\operatorname{AdDARC}((S, H), A)\)
        if \((S, H)\) has precisely one parent \(\left(S_{p}, H_{p}\right)\) and \(H_{p}=S\) then
            \(\left(S^{\prime}, H^{\prime}\right) \leftarrow\left(S_{p}, H_{p}\right)\)
            while \(H^{\prime}=H_{p}\) do
                    \(\left(S^{\prime}, H^{\prime}\right) \leftarrow\) parent of \(\left(S^{\prime}, H^{\prime}\right)\)
            end while
            \(A \leftarrow A \cup\left\{\left(\left(S^{\prime}, H^{\prime}\right),(S, H)\right)\right\}\)
        end if
    end procedure
```

we assume that the directed path $P$ consists of at least three vertices. Let $e=(u, v)$ be the last $\operatorname{arc}$ on $P$. Note that $u$ has indegree $1 \operatorname{in} \mathcal{N}$. We remove $e$ from $\mathcal{N}$. If after the removal of $e$ vertex $u$ has outdegree 1 we suppress $u$. We perform this removal of an arc for every reticulation cycle in $\mathcal{N}$ and obtain a rooted phylogenetic tree $\mathcal{T}$ on $X$ with

$$
|\theta(\mathcal{N})| \leq|\theta(\mathcal{T})|+c(\mathcal{N}) \leq 2 n-1+c(\mathcal{N})
$$

where $c(\mathcal{N})$ is the number of reticulation cycles in $\mathcal{N}$.
Now, to establish $|\theta(\mathcal{N})| \leq 3 n-2$, it suffices to show that $c(\mathcal{N}) \leq n-1$ by induction on $n$. The base case of the induction for $n=2$ claims that any compressed 1-nested network with precisely two leaves contains at most 1 reticulation cycle, which can easily be checked to be true. For $n \geq 3$, consider the root $\rho$ of $\mathcal{N}$. To apply the induction hypothesis, we split $\mathcal{N}$ at $\rho$ into two networks $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ on disjoint non-empty subsets $X_{1}$ and $X_{2}$ of $X$ with $X_{1} \cup X_{2}=X$. Note that if $\rho$ has outdegree 2 and is contained in a reticulation cycle this involves the removal of an arc from this reticulation cycle as described in the previous paragraph. By induction, we have

$$
c(\mathcal{N}) \leq c\left(\mathcal{N}_{1}\right)+c\left(\mathcal{N}_{2}\right)+1 \leq\left(\left|X_{1}\right|-1\right)+\left(\left|X_{2}\right|-1\right)+1=n-1
$$

as required.
It remains to note that, for every $n \geq 2$, there exists a compressed 1-nested network $\mathcal{N}$ on a set $X$ with $|X|=n$ and $|\theta(\mathcal{N})|=3 n-2$. In Figure 7 examples for $n \in\{2,3,4\}$ are depicted that can easily be generalized to any $n \geq 5$.


Figure 7: Examples of compressed 1-nested networks $\mathcal{N}$ on a set $X$ with $|X|=n$ and $|\theta(\mathcal{N})|=$ $3 n-2$ for $n \in\{2,3,4\}$.

Theorem 22 Given a collection $\mathfrak{C}$ of $t \geq 1$ compressed 1-nested networks on a set $X$ with $|X|=n$, Algorithm 1 computes the compressed 1-nested consensus network $\mathcal{N}\left(\theta\left(\mathfrak{C}_{\left(\frac{1}{2}, \frac{2}{3}\right)}\right)\right.$ on $X$ in $O\left(n^{2}+n^{3}\right)$ time using $O\left(t n^{2}\right)$ memory.

Proof: We first show that Algorithm 1 is correct. By Lemma 20, the set pair system $\mathcal{S}=\theta\left(\mathfrak{C}_{\left(\frac{1}{2}, \frac{2}{3}\right)}\right.$ is 1-nested compatible. Thus, in view of Theorem 12, there exists, up to isomorphism, a unique compressed 1-nested network $\mathcal{N}=\mathcal{N}(\mathcal{S})$ on $X$ with $\theta(\mathcal{N})=\mathcal{S}$. Moreover, by Theorem $19, \mathcal{N}$ is obtained by first forming the Hasse-diagram $D(\mathcal{S})$ and then adding arcs to $D(\mathcal{S})$, if necessary, to complete all reticulation cycles.

To bound the run time of Algorithm 1, we first give an upper bound in the run time of a single call of Algorithm 2. By our assumption that all networks in $\mathfrak{C}$ are 1-nested compatible, we have, in view of Lemma 21, that the number of vertices of each network in $\mathfrak{C}$ is in $O(n)$. Since every vertex in a 1-nested network has indegree at most 2, this implies that also the number of arcs of each network in $\mathfrak{C}$ is in $O(n)$. Hence, the topological sort in Line 2 of Algorithm 2 can be computed in $O(n)$ time [9, Sec. 22.4]. The time for processing a single vertex $v_{i}$ in the loop in Line 4 depends on the number of children of $v_{i}$. For each child $u$ of $v_{i}$ the subsets $S[u]$ and $H[u]$ of $X$ have already been computed and are available as bitstrings of length $n$. Using a trie $T_{2}$ to temporarily store subsets for later comparisons, the time for processing a single child $u$ is in $O(n)$. The total number of children considered over all iterations of the loop in Line 4 is bounded by the number of arcs in the network and, thus, in $O(n)$. A single call of Algorithm 2 has, therefore, a run time in $O\left(n^{2}\right)$.

Next, coming back to Algorithm 1, we bound the run time of the loop in Line 3. Using a trie $T_{1}$ for storing ordered pairs of subsets of $X$ as bitstrings of length $2 n$, a single iteration of the inner loop in Line 5 takes $O(n)$ time and we have $O(n)$ iterations of this inner loop for each iteration of the outer loop in Line 3. Thus, the total run time of the loop in Line 3, including the $t$ calls of Algorithm 2 is in $O\left(t n^{2}\right)$. Moreover, there are $O(t n)$ ordered pairs of subsets of $X$ stored in the trie $T_{1}$ at the end of the loop in Line 12 . This implies that the loop in Line 14 has a run time in $O\left(t n^{2}\right)$.

In view of Lemmas 20 and 21, the set pair system $\mathcal{S}$ contains $O(n)$ ordered pairs of subsets of $X$ at the end of the loop in Line 18. To compute the Hasse diagram $(\mathcal{S}, A)$, the DAG corresponding to the partial ordering $\leq$ on $\mathcal{S}$ is formed first and then a transitive reduction [1] is performed on this DAG, taking $O\left(n^{3}\right)$ time. Finally, each vertex of the Hasse diagram is checked using Algorithm 3. The total number of iterations of the loop in Line 4 of Algorithm 3 over all calls of Algorithm 3 is bounded by the number of arcs of the Hasse diagram. Therefore, the loop in Line 20 of Algorithm 1 has a run time in $O\left(n^{2}\right)$.

In summary, the run time of Algorithm 1 is in $O\left(t n^{2}+n^{3}\right)$. The memory used by Algorithm 1 is dominated by the trie $T_{1}$ for storing ordered pairs of subsets of $X$, which is in $O\left(t n^{2}\right)$.

Before concluding this section we note that as a consequence of Lemma 21 we can also give a bound on the time complexity of checking whether or not a set pair system is 1-nested compatible.

Corollary 23 Let $\mathcal{S}$ be a set pair system with $|\mathcal{S}|=k$ on a set $X$ with $|X|=n$. Then it can be checked in $O\left(k+n^{3}\right)$ time whether or not $\mathcal{S}$ is 1-nested compatible.

Proof: We first compute $k=|\mathcal{S}|$. By Lemma 21, if $k>3 n-2$ then $\mathcal{S}$ cannot be 1-nested compatible and we are done. Otherwise we need to check if conditions (NC1)-(NC5) hold for $\mathcal{S}$. For (NC1)(NC4) this can be done in $O\left(n^{3}\right)$ time by directly checking the conditions. For (NC5) we first partition $\mathcal{S}$ in $O\left(n^{2}\right)$ time by putting

$$
\mathcal{H}=\{H:(S, H) \in \mathcal{S}\}
$$

and then computing

$$
\mathcal{S}(H)=\left\{\left(S^{\prime}, H^{\prime}\right) \in \mathcal{S}: H^{\prime}=H\right\}
$$

for every $H \in \mathcal{H}$. Then, for all $H \in \mathcal{H}-\{\emptyset\}$ and for all $\left(S^{\prime}, H\right),\left(S^{\prime \prime}, H\right) \in \mathcal{S}(H)$, we precompute whether or not each of the following holds: $S^{\prime} \cap S^{\prime \prime}=\emptyset, S^{\prime} \subsetneq S^{\prime \prime}, S^{\prime \prime} \subsetneq S^{\prime}$. This preprocessing can be done in $O\left(n^{3}\right)$ time. Then, for any three distinct $\left(S_{1}, H\right),\left(S_{2}, H\right),\left(S_{3}, H\right) \in \mathcal{S}(H)$ we can compute in constant time whether (i) $S_{1} \cap S_{2}=\emptyset, S_{1} \subsetneq S_{3}$ and $S_{2} \subsetneq S_{3}$ holds as well as whether (ii) $S_{1} \cap S_{2}=S_{1} \cap S_{3}=S_{2} \cap S_{3}=\emptyset$ holds. Note that checking (i) and (ii) is equivalent to checking (NC5) and, thus, (NC5) can also be checked in $O\left(n^{3}\right)$ time.

## 6 Discussion

We have presented a new characterization of an encoding of compressed 1-nested networks and used it to develop a novel approach to compute a consensus for a collection of such networks. These results open up various new directions and lead to several questions including the following (see [32, Chapter 10] for an overview of phylogenetic networks and the definitions for the classes that we mention):

- Can similar encodings be given and characterized for other classes of phylogenetic networks? For example, in [7] an encoding for so-called tree-child networks is presented, and it would be interesting to understand how these encodings can be characterized. Other classes of phylogenetic networks that could be interesting to consider in this context are level- $k$ networks for small $k \geq 2$, normal networks and unrooted phylogenetic networks.
- The majority rule consensus tree can be unresolved in practice, and approaches such as the loose and greedy consensus are used to deal with this issue [5]. Can such techniques be developed for our approach? For example, a 1-nested compatible set pair system on $X$ could also be computed greedily from $\theta(\mathfrak{C})$ for $\mathfrak{C}$ a collection of compressed 1-nested networks. Once some 1-nested compatible set pair system $\mathcal{S}$ on $X$ has been computed from $\theta(\mathfrak{C})$, by Theorem $12, \mathcal{N}(\mathcal{S})$ yields a consensus network of $\mathfrak{C}$.
- Is it possible to improve the run time of Algorithm 1? One approach to addressing this question may be to use ideas similar to those presented in [4] to compute $\mathcal{N}(\mathcal{S})$ in $O\left(n^{2}\right)$ time. It would also be interesting to consider approaches to speed up Algorithm 1 by parallelization (see e.g. [3] for an approach to perform a transitive reduction of a DAG in parallel).
- There are several alternatives to using the majority rule for computing the consensus of a collection of phylogenetic trees [5]. Can any of these be also extended to 1-nested networks? For example, another approach to encoding 1-nested networks given in [17] uses 3-leaved subnetworks called trinets; these are also used to encode level-2 and tree-child networks in [35]. Can consensus methods for phylogenetic trees using triplets (e.g. the local consensus tree described in [5, p.8]) be extended to 1-nested networks using trinets and, if so, what are their mathematical properties?
- Can axiomatic properties of consensus methods for 1-nested networks be developed along the lines of those for phylogenetic trees described in [10] (see also [32, Chapter 2.6])?
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