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Abstract. Along with the exponential increase of students enrolling in
MOOCs [26] arises the problem of a high student dropout rate. Re-
searchers worldwide are interested in predicting whether students will
drop out of MOOCs to prevent it. This study explores and improves
ways of handling notoriously challenging continuous variables datasets,
to predict dropout. Importantly, we propose a fair comparison methodol-
ogy: unlike prior studies and, for the first time, when comparing various
models, we use algorithms with the dataset they are intended for, thus
‘like for like.’ We use a time-series dataset with algorithms suited for
time-series, and a converted discrete-variables dataset, through feature
engineering, with algorithms known to handle discrete variables well.
Moreover, in terms of predictive ability, we examine the importance of
finding the optimal hyperparameters for our algorithms, in combina-
tion with the most effective pre-processing techniques for the data. We
show that these much lighter discrete models outperform the time-series
models, enabling faster training and testing. This result also holds over
fine-tuning of pre-processing and hyperparameter optimisation.

Keywords: Neural Networks · Tree-based Algorithms · Educational
Data Mining · Feature Engineering · MOOCs

1 Introduction
With the rapid development of the Internet and in combination with the growing
training demands, the education industry has changed the way it operates. Mas-
sive Open Online Course (MOOC) platforms were introduced to the world, which
has attracted millions of users [26]. This led to a revolution of big data in learning,
with more resources and anonymised datasets for exploration. Over the years,
an undeniable challenge in online learning became to find ways to reduce and
predict students’ dropout rates, which fall roughly at 77%-87% . Many studies
have been conducted to explore learning behavioural patterns, through statistical
modelling and machine learning, towards predicting students’ dropout [11, 19].



2 E.Drousiotis et al.

Nonetheless, the majority of the studies, such as [30, 31], used the same dataset
and variables to implement predictive models, without taking into considera-
tion the type of variables each model uses for maximising its performance. For
example, [30] trained a time-series, Long Short-Term Memory (LSTM) model,
using the same dataset that was used to train other non-time series machine
learning models, including Logistic Regression, Random Forest, and Gradient
Boosting Decision Tree (GBDT). The results showed that time-series models,
such as LSTM, outperformed other machine learning models (i.e., Linear Re-
gression and Decision Tree), and achieved higher accuracy, precision and recall
when compared using data from their ’natural’ environment (continuous/time-
series variables). However, we argue that previous methods did not consider the
functionality of the algorithms and how they could perform best, according to
their nature. Some very preliminary previous research [10] has hinted that it
may be a good practice to use sequential time-series ‘as is’, or first convert the
dataset into discrete-variables, for obtaining enhanced metrics (precision, recall,
f1-score, accuracy) on predicting students’ dropout, when the models would be
tuned, and the datasets would be pre-processed. The current paper aims to de-
termine if traditional fine-tuning and optimisation methods can change this, or
if the conversion into discrete variables is as robust as we assumed. We use the
same application of predicting ’completers’ and ’non-completers’ with the same
dataset to analyse this. We examine thus the following research question:

Can pre-processing, fine-tuning and hyperparameter optimisation change the
balance between using time-series ‘as is’, or converting them into discrete vari-
ables?

The main contributions of this study are thus to perform, for the first time,
a wide-scale analysis, showing, firstly, that discrete-feature methods outperform
sequential time-series methods, on both discrete and sequential datasets. Sec-
ondly, we show that this result is further consistent, when performing model
hyperparameter optimisations and optimal feature engineering. Our results, fur-
thermore, outperform all other studies using the same dataset [24, 15, 21, 20, 17]
in predicting dropouts. Moreover, as we compare several approaches, our work
also shows that methods of capturing uncertainty outperform the others. This
supports the more generic approach to converting the dataset, whenever possible,
into the appropriate formats (in our case, time-series into discrete), which helps
a different kind of predictive model than the default applied in previous studies,
achieving faster training, testing, and predicting, as well as higher predictive ac-
curacy and in general better performance compared to using multi-layer neural
networks.

2 Related Work
Learning Analytics (LA) is the process of analysing and reporting multiple learn-
ers’ data to understand and optimise their performance and the learning envi-
ronment. Many recent studies focused on classifying students into ’completers’
(i.e. students who completed the course) and ’non-completers’. Some of them
[19, 2] used traditional machine learning algorithms (e.g. Decision Tree, Logistic
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Regression, Random Forest), while others, such as [12, 14], used more advanced
algorithms (e.g. Neural Networks).

A few recent studies also [30, 31] utilised both traditional machine learn-
ing algorithms and more advanced ones (Neural Networks). These studies [30,
31] used the same dataset to train both Neural Networks and machine learn-
ing models (time-series), which showed that Neural Networks outperformed the
other machine learning techniques.

However, Tensorflow3suggested that to train an LSTM, it is best to use a
time-series dataset, while [13] suggested using discrete variables to train a tree-
based algorithm (either categorical or continuous variables).

Moreover, some works [16, 32] suggested that artificial Recurrent Neural Net-
works (RNN) with memory, such as Long-Short-Term-Memory (LSTM), are gen-
erally considered as superior models for time-series tasks, due to their nature –
the way they operate and handle data. On the other hand, [28] suggested that
traditional machine learning algorithms, such as Logistic Regression, Random
Forest and GBDT, produce better results with discrete-variable data. The only
study we could find that compared four benchmark models with their intended
datasets [10], lacked, however, a thorough examination of possible outcomes after
pre-processing and hyperparameter optimisation.

In our case, we convert the time-series data, through feature engineering, into
discrete variables, and train each model on the type of data it can process best.

Furthermore, some current works used a combination of different types of
data, when those were available, in order to obtain higher accuracy with the
LSTM model. For example, [22, 23] examined a combination of time-series data
and other discrete data, which included features such as first quiz results, the
number of playbacks of a video. The primary key aspect of our methodology
is that we do not use any other data than video interactions, to fairly analyse
different formats of this data for different algorithms.

Several studies, such as [24, 15, 17], conducted student dropout prediction
(from MOOCs) on the same dataset that we use in this paper. Some of them
[21, 24, 20] did not perform any hyperparameter optimisation on their predictive
models, but they pre-processed their data; whilst others, such as [15], performed
a basic feature engineering and hyperparameters tuning. Specifically, [24] used
AME, a meta-embedding technique, through which they derived the optimal
embedding for each sequence of object embedding vectors, and a temporal clas-
sification, which modelled the temporal nature of the data over multiple days.
[20] filtered the logs, which contained unrelated events from users, rows with
missing values, and columns with no helpful information. [17] highlighted the
unbalanced nature of the dataset, and to achieve better classifier performance,
they applied the synthetic minority oversampling technique known as SMOTE on
the training set. However, generating synthetic examples may increase the over-
lapping of classes and introduce additional noise, while the initial distribution
of the dataset is compromised, such that it no longer corresponds to real-world
data. Finally, [15] performed thorough hyperparameter tuning, while the data

3 https://www.tensorflow.org/tutorials/structureddata/timeseries
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pre-processing techniques used were not to explore or enhance the data, but
just to make the data compatible with their predictive model. As mentioned in
Section 1, we explore further the results of [10] with optimised hyperparameters,
and optimal pre-processing techniques.

Unlike prior work, this study shows, in a comprehensive way, that it is bene-
ficial to convert time-series data into discrete variables, when testing several ma-
chine learning algorithms. Moreover, to ensure a fair comparison, we are using
the same data for several testing cases, and we explore in depth the algorithmic
performance, by hyperparameter optimising all the machine learning algorithms
used.

3 Method
3.1 Dataset and Data Preparation

The dataset used in this study is comprised of 300,000 interactions performed
by 2,000 unique students that were registered on XuetangX4 (launched in Oc-
tober 2013, one of the largest MOOC platforms in the world). The dataset
contains two modules delivered in 2014 in a Self-Paced Mode (SPM), where a
student can have a more flexible schedule and study during the hours that suit
them the best. In order to make a fair, controlled comparison and strengthen
our claims, we trained all the models (with and without tuned hyperparam-
eters, with and without pre-processed data) with the time-series dataset and
discrete variable dataset. In particular, we converted the time-series dataset into
a discrete-variables dataset. In the time-series dataset, the input variables in-
clude the type of actions and the time each action was performed for all the
300,000 interaction entries. For constructing the discrete-variables dataset, we
used the time-series dataset and counted the number of unique actions for each
student. The table is populated by the ID, the Truth (pass or dropout) and the
14 unique types of actions the students performed, namely, click courseware,
click forum, click info, click progress, click about, close courseware, create com-
ment, load video, create thread, pause video, play video, problem get, seek video,
and stop video. In total, there are 14 unique types of actions, so we engineered 14
features for 14 input variables for our predictive models. Considering the LSTM
model’s pre-processing in preparation of the dataset, the actions performed by
each student were sequentially grouped, according to the time they were per-
formed. Thus, the essence of the time-series was preserved while still considering
the unique actions performed. Afterwards, the actions were transformed into a
sequence of binary numbers (see Table 1), to retain the categorical (nominal, i.e.
no intrinsic ordering to the categories) nature of the actions.

3.2 Data Pre-Processing / Features Engineering

Our feature engineering techniques aimed not to change the data distribution,
but only to feed the data into the models in the most efficient way.

4 http://moocdata.cn/data/user-activity
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Table 1. Time-Series Dataset

ID Action Time Truth 5

. . . . . . . . . . . .
561867 pause video 2015-10-25T10:52:06 0
561867 play video 2015-10-25T10:52:09 0
561867 pause video 2015-10-25T10:58:42 0
1368125 click about 2015-10-05T15:43:55 1
1368125 click info 2015-10-05T15:45:53 1
708122 pause video 2015-10-04T21:41:30 1
708122 play video 2015-10-04T21:24:40 1
. . . . . . . . . . . .

Table 2. Sample distribution per classification category

Dropout Continuing Study

Sample Number 76470 20059
Percentage of Sample 79.22% 20.78%

For the tree-based algorithms, we adopted the Term Frequency-Inverted Doc-
ument Frequency (TF-IDF) technique to feed the data into our models. TF-IDF
is a statistical measure that estimates how important and relevant a word is
to a document. Here, we examined the importance of each action compared to
the total number of actions. Generally, an action’s importance increases with
the number of times an action appears in the current input, which, at the same
time, is counterbalanced by the frequency of that action in general.

LSTMs use sequences of numerical values, so we transformed the sequences of
actions performed by each student, which are identified by words, into numbers.
Specifically, we gathered all the student’s actions and ordered them according to
their timestamps. By doing so, we retained the time-series nature of the action
sequence. We then created a dictionary of the unique words from the actions and
encoded them using One-Hot Encoding. One-Hot Encoding morphs the unique
numbers into sequences of 0s and 1s, which maintain the sequences’ categorical
nature for the LSTM.

3.3 Building the Models

We implemented an LSTM model and several tree-based machine learning mod-
els, including Decision Tree, Random Forest, and BART. In this section, we
introduce how these models were built.

LSTMs can process long sequences of data (in our case, sequences of ac-
tions). In the current study, we used LSTMs to train on the temporal sequence
of actions performed by the students. For the discrete variables dataset training,
we considered that all the inputs were from a single timestamp, meaning that
all the actions had been executed at once (i.e., no temporal order) compared
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to the continuous variables dataset training, where each action had a different
timestamp, adding a subtle continuous/temporal feature to the data.

A single standard LSTM unit is composed of a cell vector (ct) eq. (3), a
hidden vector (ht) eq. (5), an input gate (it) eq. (1), an output gate (ot) eq. (4)
and a forget gate (ft) eq. (2). A cell remembers values over time intervals (t− 1,
t); and the three gates regulate the flow of information, by computing a series
of functions for the cell vector and the hidden vector [18].

it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (1)

ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (2)

ct = ftct−1 + ittanh(Wxcxt +Whcht−1 + bc (3)

ot = σ(Wxoxt +Whoht−1 +Wcoct−1 + bo) (4)

ht = ottanh(ct) (5)

Decision Tree is a non-parametric, supervised machine learning model,
which learns simple decision rules inferred from the data variables. It can be
used for both classification and regression tasks. Specifically, we used the CART
model [6], which traverses the binary tree given a new input record, where the
tree is trained by a greedy algorithm on the training data, to pick splits in the
tree. The main reason of using CART is the algorithmic transparency provided,
as it being proven to be a trustworthy baseline in prior researches[29].

Random Forest(RF) [5] is a supervised machine learning method formed
on ensemble learning (the combination of different types of algorithms, or the
same algorithms applied many times, to create a more precise predictive model).
An RF receives the prediction from each sub-tree and chooses the solution that
is in majority, by voting. Forests and specifically RF according to [9], tend to
outperform the rest of the classification algorithms (based on a large-scale com-
parison of 179 classification algorithms emerging from 17 learning families over
121 datasets).

BART is a Bayesian version of a tree ensemble model, where the estimation
is given by a sum of Bayesian CART trees. More information can be found in
[7]. Bayesian methods are known to be better at modelling uncertainty[8], which
addresses part of our aim in comparing these methods.

For the tree-based models we performed hyperparameter optimisation through
Grid Search and Random Search techniques, as they are widely used in the state
of the art research [3]. Moreover, we tested the model with 10-Fold Cross Val-
idation, which is a widely used technique to ensure full usage of all available
data.

The hyperparameter optimisation for the LSTM was performed with the
help of an online open source application ’Weights & Biases’6 [4]. The sweep
method used to tune the model was ’Bayes’ [27]. The ’Bayes’ method uses a
Gaussian Process (GP) Expected Improvement Markov Chain Monte Carlo (GP
EI MCMC) technique to calculate the posterior distribution from a prior, and

6 https://wandb.ai/site
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the ’expected improvement’ of a parameter. A Gaussian Process distribution on
prior functions, is chosen to express assumptions about the function being opti-
mised [25][27]. The ’expected improvement’ is the acquisition function (eq. (6)),
used to construct a utility function from the model posterior for our Bayesian
optimisation, i.e. the main deciding factor for the MCMC [27]. If that parameter
improves the F1-score of training, as we have requested from the MCMC search
to monitor, the parameters are tuned, respectively.

aEI(x; {xn, yn} , θ) = σ(x; {xn, yn} , θ)(γ(x)Φ(γ(x)) +N(γ(x); 0, 1)) (6)

where:
aEI(x; {xn, yn} , θ) is the acquisition function that depends on the previous

observations, and the GP hyperparameters;
Φ(·) is the cumulative distribution function of the standard normal;
N(γ(x); 0, 1) is the prior distribution with noise (0, 1);
σ(x; {xn, yn} , θ) is the predictive variance function, and:

γ(x) =
f(xbest)− µ(x; {xn, yn} , θ)

σ(x; {xn, yn} , θ)
(7)

where:
µ(x; {xn, yn} , θ) is the predictive mean function;
xbest = argminxnf(xn) is the best current value.

Each training, with continuous or discrete variables, was performed 100 times.
We used uniform distributions, as we had no prior belief information for the
hyperparameters. The priors were either uniform or integer uniform, depending
on the parameter checked. After monitoring tuning, the parameters providing
the highest F1-score was chosen from 100 iterations. Then, to obtain the optimal
hyperparameters, we run the resulting optimal algorithm 10-fold, to obtain the
median ROC curve and the median testing results.

The Random Forest and Decision Tree models were implemented using the
scikit-learn version 1.0.1 in Python7. The BART model was implemented us-
ing the BART package in R8. The LSTM model was implemented using Keras
version 2.2.59.

The overall purpose of our methodological setting was to:

– Compare the two datasets in their primitive forms, without any data pre-
processing or hyperparameter optimisation (sequential time-series and dis-
crete).

– Train and test the models using the two datasets applying hyperparameters
optimisation and feature engineering techniques (sequential time-series and
discrete).

7 https://pypi.org/project/scikit-learn/
8 https://cran.r-project.org/web/packages/BART/BART.pdf
9 https://keras.io/api/layers/recurrentlayers/lstm/
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– Compare and contrast all the above to find out if and when we should opti-
mise model parameters and apply data pre-processing methods.

To evaluate our predictive models’ performance, we utilised standard, com-
prehensive metrics: Precision, Recall, F-1 score and Accuracy. Moreover, we
produced a ROC curve (receiver operating characteristic curve) for each model,
i.e. the graph showing the performance of the classification models at all clas-
sification thresholds. This curve plots two parameters, the True Positive Rate
and the False Positive Rate. This allowed us to also explore the Area under the
ROC Curve (i.e., AUC) measure.

This way, we ensured a thorough, fair comparison of the algorithms under
study.

4 Results and Discussions
We present the results of our study in Table 3, comprising of three tree-based
models (Decision Tree, Random Forest, BART) and an LSTM model, for 4 test
cases (Q1: Discrete dataset without hyperparameter optimisation and feature
engineering, Q2: Discrete dataset with hyperparameter optimisation and feature
engineering, Q3: Continuous dataset without hyperparameter optimisation and
feature engineering, Q4: Continuous dataset with hyperparameter optimisation
and feature engineering).

Firstly, we observed that BART is the most robust model - it maintains
its high predictive accuracy for all 4 test cases (Table 3). Specifically, BART
outperforms all the other models - and did not overfit in any of the test cases,
achieving accuracies from 80% to 92% (see Table 3).

Secondly, for the LSTM for the 4 test cases, we observed overfitting (Table
3), which was caused by training on a (relatively) moderate amount of data.
Decision Tree overfitted on the 3 out of 4 test cases (see Table 3), while hy-
perparameters optimisation and feature engineering did not enhance the model
performance as expected. Random Forest overfitted as well on 2 out of 4 test
cases, which indicates that it did not benefit from either feature engineering or
data transformation. For all 4 test cases, BART showed an impressive ability
to determine whether a student would pass or drop out, while hyperparameter
optimisations and feature engineering improved its performance.

Thirdly, we used the Area Under the Curve (AUC) (see Figs. 1-4) as a crite-
rion to measure the models’ ability to discriminate the test cases. The closer the
ROC curve to the upper left corner, the more efficient the test was. By taking
into consideration the results (see Table 3) and comparing them with the ROC
curves, we validated the fact that BART is the most consistent model, as it was
not affected by neither the imbalanced nature of the data nor the low level of
hyperparameters optimisation and it has an improved ability to discriminate the
test values in comparison with the other four models (Decision Tree, Random
Forest, BART and LSTM).

Fourthly, we observed the improved performance of Decision Tree and Ran-
dom Forest models when they were trained on the dataset (discrete data) they
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Table 3. Results: Comparison of Decision Tree, Random Forest, BART on discrete
and continuous data, with/out hyperparameter optimisation (4 test cases)

DT RF BART LSTM

Precision

Q1 0.64 0.77 0.87 0.40
Q2 0.74 0.80 0.88 0.81
Q3 0.60 0.67 0.81 0.41
Q4 0.74 0.72 0.87 0.52

Recall

Q1 0.66 0.69 0.96 0.34
Q2 0.63 0.71 0.97 0.66
Q3 0.59 0.58 0.98 0.34
Q4 0.65 0.66 0.98 0.51

F1

Q1 0.65 0.71 0.91 0.29
Q2 0.66 0.75 0.92 0.68
Q3 0.59 0.60 0.89 0.29
Q4 0.68 0.68 0.92 0.50

Accuracy

Q1 0.77 0.85 0.90 0.32
Q2 0.83 0.88 0.92 0.82
Q3 0.82 0.86 0.88 0.32
Q4 0.88 0.89 0.89 0.80

are suited for, as they overfitted when trained on the ’unsuitable’ dataset (se-
quential data). The LSTM model did not perform as well as the tree-based
models, and especially not as expected for the continuous variables. That is pos-
sibly because LSTMs are known to require a large amount of data in order to
be efficiently trained [1].

Our results suggest that, whenever possible, it would be beneficial
to convert the time-series dataset into a discrete variables dataset
and apply Bayesian methods, such as BART, as it is highly likely to
produce better performance, especially when the time-series datasets
are not populated enough.

Moreover, our results highlight the necessity of always finding the best hyper-
parameters for the models based on the data they are trained on, and the most
efficient and effective data pre-processing techniques, as they can dramatically
improve the models’ performances and prevent overfitting. However, converting
time-series datasets into discrete datasets can often be time-consuming.

5 Conclusions, Limitations and Future work
In summary, this paper presents the results of a comparison study with 4 test
cases, swapping continuous and discrete datasets, as well as training with/without
hyperparameter optimisation, on four different state-of-the-art algorithms (De-
cision Tree, LSTM, BART, Random Forest).

Our results conclude that researchers should transform data into suitable
forms when feasible, and they should always try to identify the optimal data
pre-processing techniques, as this can improve model performance. We have
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Fig. 1. Discrete data: No Pre-Processing,
No Hyperparameter Optimisation

Fig. 2. Discrete data: Hyperparameter Op-
timisation, Feature Engineering

Fig. 3. Continuous data: No Pre-
Processing, No Hyperpar. Optimisation

Fig. 4. Continuous data: Hyperparameter
Optimisation, Features Engineering

(For all ROC Curves above: Upper left - Decision Tree, Upper right - LSTM,
Bottom Left - BART, Bottom Right - Random Forest)

shown that this process assists different types of predictive models to obtain
higher performance and enhanced learning ability. Different from other studies,
we propose, for the first time, a fair comparison; for this, we trained our predic-
tive models not only based on the data type they are indicated for (time-series
data for LSTMs and discrete data for tree-based models) but also with all the
test cases, for obtaining unbiased results. It is also worth mentioning that we
have noted that BART is the only model which did not overfit in any of the 4
test cases, rendering it the ideal model for producing not only benchmarks but
also high quality results. The other 3 models (Decision Tree, Random Forest and
LSTM) were overfitted in some of the cases, indicating that we should be very
cautious when trying to improve the performance of our predictive models.

The main limitations of this study are those related to the data. We used
only one dataset, as being the largest available currently. However, more and
larger datasets would be useful for further comparisons, as LSTM models espe-
cially tend to perform better when being trained on more data. Moreover, de-
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mographic or personal information of each student (unavailable in the dataset)
might provide the models with more meaningful connections to variables for the
classifications and thus allow better performance. It is also important to note
that, as some students might prefer to download videos and watch them locally,
not all the actions (i.e. interacting with a video player such as ‘play’ and ‘pause’)
could be fully captured through the online learning platforms.

For future work, we plan to add more predictive models for comparison,
including Bayesian and non-Bayesian models, to validate and strengthen our
conclusion on the Bayesian models being less overfit-prone. Moreover, to explore
further the capabilities of the LSTM we could consider the time intervals of the
actions.
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