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#### Abstract

We consider the atom-optical $\delta$-kicked accelerator when the initial momentum distribution is symmetric. We demonstrate the existence of quantum-resonant dynamics, and derive analytic expressions for the system evolution. In particular, we consider the dynamical evolution of the momentum moments and find that all even-ordered momentum moments exhibit a power-law growth. In the ultracold (zero-temperature) limit the exponent is determined by the order of the moment, whereas for a broad, thermal initial momentum distribution the exponent is reduced by 1 . To demonstrate the power-law behavior explicitly we consider the evolutions of the second- and fourth-order momentum moments, and cumulants, for an initially Gaussian momentum distribution corresponding to the Maxwell-Boltzmann distribution of an ideal gas at thermal equilibrium.
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## I. INTRODUCTION

Quantum resonances and antiresonances [1-20] are striking signatures of ordered quantum manifestations in the $\delta$-kicked rotor, a paradigm system in the study of classical [21] and quantum chaotic dynamics [22-24]. The atomoptical realization of the $\delta$-kicked rotor (more accurately denoted the $\delta$-kicked particle) has in recent years proved to be a fertile testing ground for quantum-chaotic phenomena [14-19,25-43]. An important variant is the $\delta$-kicked accelerator, where the kicking potential is aligned parallel to the local gravitational acceleration [44-55]. This gives rise to phenomena closely related to quantum resonances, for example quantum accelerator modes, and fractional quantum resonances [56]. Such atom-optical realizations involve subjecting a cold, dilute atomic gas to a periodically pulsed laser standing wave. The amplitude, phase, periodicity, and duration of the pulses can be controlled to a high degree of precision, allowing theoretical predictions to be thoroughly investigated.

In this paper we investigate the quantum-resonant behavior [5-19] of laser-driven clouds of freely falling, lasercooled atoms. Such a system closely models the $\delta$-kicked accelerator, of which the $\delta$-kicked particle is a particular case. Experimentally, the system dynamics are typically interrogated by measuring the atomic center-of mass momentum distribution, using a time-of-flight technique [46]. Although there are practical resolution limits, it is then in principle possible to determine all momentum moments from the measured distribution. A limited number of moments is frequently sufficient to characterize the system: the secondorder momentum moment provides a clear signature to distinguish between quantum-resonant dynamics and dynamical localization in the $\delta$-kicked particle [57], whereas the fourthorder moment is necessary to distinguish between different fractional quantum resonances in the $\delta$-kicked accelerator at finite temperature [56]. The momentum moments therefore provide conceptually simple measures to characterize the effect of quantum resonant dynamics on the atomic center-of-
mass momentum distribution. The main focus of this paper is to provide fully analytical predictions of the momentummoment dynamics of the atom-optical $\delta$-kicked accelerator under certain physically motivated conditions. We present detailed derivations of the key analytical results utilized in Saunders et al. [56,57].

Assuming only that the initial momentum distribution is symmetric, we find that the time evolution of all evenmomentum moments follows power-law behaviors, and examine how such behavior differs between the opposing limits of the initial distribution being either extremely narrow or broad. Assuming the Maxwell-Boltzmann distribution for an ideal gas, we determine explicit analytic expressions for the time evolution of the second- and fourth-order momentum moments when the gas is initially in an ultracold limit, or at finite temperature. We also outline a procedure for calculating higher-order momentum moments for a given (but arbitrary) initial momentum distribution. Although we neglect two-body interactions, we note that our model can also be used to describe Bose-Einstein condensates where the scattering length has been made negligibly small by tuning around a Feshbach resonance [58-61].

The paper is organized as follows. In Sec. II we sketch our theoretical model for the atom-optical $\delta$-kicked accelerator, derive the time evolution operator from which the time evolution of the momentum moments can be determined, and derive general conditions for which antiresonance and resonance occur. In Sec. III we consider only momentum distributions that are initially symmetric, and discuss the powerlaw behavior of the evolution of the even-ordered momentum moments in the two limits of narrow and broad initial momentum distributions. In Sec. IV we consider the time evolution of the second- and fourth-order momentum moments and cumulants for momentum distributions that are initially Gaussian, that is, corresponding to a finitetemperature ideal gas. Section V consists of the conclusions, which are then followed by five technical appendixes.

## II. ATOM-OPTICAL $\boldsymbol{\delta}$-KICKED ACCELERATOR

## A. System Hamiltonian

We consider a cloud of trapped and laser-cooled alkalimetal atoms. The cloud is released from the trap and addressed by an appropriate configuration of off-resonant laser beams forming a vertically aligned, pulsed, sinusoidal potential. We neglect atomic interactions and treat the cloud as an ensemble of single-particle systems with Hamiltonian $[46,56]$

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}^{2}}{2 M}+M a \hat{z}-\frac{\hbar \Omega_{R}^{2}}{8 \Delta} \cos (K \hat{z}) f(t) \tag{1}
\end{equation*}
$$

Here $\hat{p}$ and $\hat{z}$ are the center-of-mass momentum and position operators, $\Omega_{R}$ is the Rabi frequency, $K / 2$ is the magnitude of the laser wavevector along the $z$ direction, $M$ is the mass, $\Delta$ is the detuning, and $f(t)$ describes the periodic pulses. The parameter $a$ is the relative acceleration between the atomic cloud and the optical standing-wave potential and is in general given by $a \equiv g-a_{\phi}$, where $g$ is the local gravitational acceleration and $a_{\phi}$ can be chosen with high precision by tuning the relative phase of the laser beams creating the optical field [56]. When $a$ is set to zero, we recover the atomoptical $\delta$-kicked rotor [57].

We assume the pulse duration to be sufficiently short for the atoms to be in the Raman-Nath regime, i.e., the displacement of the atoms during the pulse is significantly less than the wavelength of the standing wave. Hence, to a good approximation, the pulses may be modeled as a train of $\delta$ functions [57] giving the quantum $\delta$-kicked accelerator Hamiltonian [46]

$$
\begin{equation*}
\hat{H}_{\delta \mathrm{ka}}=\frac{\hat{p}^{2}}{2 M}+M a \hat{z}-\hbar \phi_{d} \cos (K \hat{z}) \sum_{n=0}^{\infty} \delta(t-n T), \tag{2}
\end{equation*}
$$

where $\phi_{d} \equiv \Omega_{R}^{2} t_{p} / 8 \Delta, t_{p}$ is the pulse duration, and $T$ is the pulse periodicity. For convenience we apply the unitary operator $\hat{U}=\exp (i M a \hat{z} / \hbar)$ [52-54], to transform Hamiltonian (2) to the spatially periodic form

$$
\begin{equation*}
\tilde{H}_{\delta \mathrm{ka}}=\frac{(\hat{p}-M a t)^{2}}{2 M}-\hbar \phi_{d} \cos (K \hat{z}) \sum_{n=0}^{\infty} \delta(t-n T), \tag{3}
\end{equation*}
$$

for which we can invoke Bloch theory [57,62].

## B. Time evolution

## 1. Transformed Floquet operator

The $\delta$-kicked accelerator Hamiltonian (2) is periodic in time, and the system evolution can be described in terms of a Floquet (kick-to-kick time evolution) operator. The transformed Floquet operator corresponding to the transformed Hamiltonian (3) is $\exp \left[-i M a^{2} T^{3}\left(3 n^{2}-3 n+1\right) / 6 \hbar\right] \widetilde{F}_{n}[54,56]$, where

$$
\begin{equation*}
\widetilde{F}_{n}=e^{-i\left[\hbar K^{2}(\hat{k}+\hat{\beta})^{2} T / 2 M-K a(\hat{k}+\hat{\beta})(2 n-1) T^{2} / 2\right]} e^{i \phi_{d} \cos (\hat{\theta})} \tag{4}
\end{equation*}
$$

i.e., we absorb a global phase into the definition of $\widetilde{F}_{n} .{ }^{1}$ We have separated the momentum and position operators into discrete and continuous components [54]:

$$
\begin{equation*}
\hat{z}=K^{-1}(2 \pi \hat{l}+\hat{\theta}), \quad \hat{p}=\hbar K(\hat{k}+\hat{\beta}) \tag{5}
\end{equation*}
$$

where the eigenvalues of $\hat{l}$ and $\hat{k}$ are integers, and the eigenvalues of $\hat{\theta}$ and $\hat{\beta}$ are $\theta \in[-\pi, \pi)$ and $\beta \in[-1 / 2,1 / 2)$.

Because the Hamiltonian (3) is periodic in space, the quasimomentum $\beta$ is conserved [52,53], i.e., $\hat{\beta}$ commutes with $\widetilde{H}_{\delta \mathrm{ka}}$ [54] and only momentum eigenstates with eigenvalues differing by integer multiples of $\hbar K$ are coupled [46]. Therefore, within a particular quasimomentum subspace, the dynamics are determined by

$$
\begin{equation*}
\widetilde{F}_{n}(\beta)=e^{-i\left[\hbar K^{2}(\hat{k}+\beta)^{2} T / 2 M-K a(\hat{k}+\beta)(2 n-1) T^{2} / 2\right]} e^{i \phi_{d} \cos (\hat{\theta})} \tag{6}
\end{equation*}
$$

As is the case for the $\delta$-kicked rotor or particle, quantum resonances or antiresonances occur when $T=\ell T_{T} / 2$ [57], where $T_{T}=4 \pi M / \hbar K^{2}$ is the Talbot time [45] (so named in analogy with the Talbot effect in optics [63]). In this case, Eq. (6) becomes

$$
\begin{equation*}
\widetilde{F}_{n}(\beta)=e^{-i \pi \beta[\beta \ell-\Omega(2 n-1)]} e^{-i \pi[\ell-\Omega(2 n-1)+2 \ell \beta] \hat{k}} e^{i \phi_{d} \cos (\hat{\theta})} \tag{7}
\end{equation*}
$$

where we have used $\exp \left(-i \ell \pi \hat{k}^{2}\right)=\exp (-i \ell \pi \hat{k})$, and introduced the dimensionless effective gravitational acceleration $\Omega=K a T^{2} / 2 \pi$ [50].

## 2. Time evolution of the momentum moments

The time evolution of a general momentum eigenstate $\mid k$ $+\beta\rangle$ can be derived by consecutively applying the transformed Floquet operator (7), the details of which are given in Appendix A [See Eqs. (A15) and (A19)]. We deduce that

$$
\begin{align*}
\mid \Psi(t & =n T)\rangle=\widetilde{F}_{n}(\beta) \widetilde{F}_{n-1}(\beta) \cdots \widetilde{F}_{1}(\beta)|k+\beta\rangle \\
& =\sum_{j=-\infty}^{\infty} J_{j-k}(\omega) e^{i(j-k) \chi} e^{-i \pi n \alpha k} e^{-i n^{2} \pi(k+\beta) \Omega} e^{-i n \pi \beta^{2} \ell}|j+\beta\rangle \tag{8}
\end{align*}
$$

where $\omega$ and $\chi$ are defined in Eqs. (A16) and (A17), and ${ }^{2}$

$$
\begin{equation*}
\alpha=(1+2 \beta) \ell \tag{9}
\end{equation*}
$$

Defining the dimensionless momentum $\hat{P} \equiv \hat{k}+\hat{\beta} \equiv \hat{p} / \hbar K$, it follows straightforwardly from Eq. (8) that the $m$ th-order momentum moment of the evolved state is

$$
\begin{equation*}
\left\langle\hat{P}^{m}\right\rangle_{n}=\sum_{j=-\infty}^{\infty} J_{j-k}^{2}\left(\phi_{d} \eta\right)(j+\beta)^{m} \tag{10}
\end{equation*}
$$

where $\eta \equiv|\omega| / \phi_{d}=|\widetilde{\nu}|$, with

[^0]\[

$$
\begin{equation*}
\widetilde{\nu}=\sum_{j=0}^{n-1} e^{i \pi\left(\alpha j-\Omega j^{2}\right)} \tag{11}
\end{equation*}
$$

\]

We note that Eq. (11) has the form of a Gauss sum, and that Gauss sums have applications in number theory and various areas of theoretical physics [64-67].

By extension, the evolution of the moments for an initial statistical mixture of momentum eigenstates, with distribution $D_{k}(\beta)$, is described by $[56,57]$

$$
\begin{equation*}
\left\langle\hat{P}^{m}\right\rangle_{n}=\int_{-1 / 2}^{1 / 2} d \beta \sum_{j, k=-\infty}^{\infty} J_{j-k}^{2}\left(\phi_{d} \eta\right)(j+\beta)^{m} D_{k}(\beta) \tag{12}
\end{equation*}
$$

## C. Existence of resonances and antiresonances

## 1. Manifestation of resonances in $\boldsymbol{\eta}$

Quantum resonances are characterized by unbounded growth in the system energy, and we see that this is due to the constructive inteference of oscillatory terms in Eq. (11). They occur in the $\delta$-kicked rotor or particle when $\phi_{d} \eta$ in Eq. (8) can be replaced by $\phi_{d} n$ [57]. To achieve such resonant growth in $\eta$, the oscillatory terms contained within the sum in Eq. (11) must add in phase. It follows that the summand of $\tilde{v}$ must be periodic with respect to the counting index $j$. The period $Q$ (if present) is determined from

$$
\begin{equation*}
e^{i \pi\left[\alpha(j+Q)-\Omega\left(j^{2}+2 j Q+Q^{2}\right)\right]}=e^{i \pi\left(\alpha j-\Omega j^{2}\right)}, \tag{13}
\end{equation*}
$$

implying that

$$
\begin{equation*}
\alpha Q-2 j \Omega Q-\Omega Q^{2}=2 A \tag{14}
\end{equation*}
$$

must be satisfied, where $A$ is an arbitrary integer.
The period $Q$ should be independent of the counting index $j$, and so $\Omega Q$ must be integer. Hence, $\Omega$ is rational, and if we set $\Omega=r / s$ ( $r$ and $s$ are integers with no common factors), it follows that the smallest possible value for $Q$ is $s$. With this information we deduce a simpler condition from Eq. (13):

$$
\begin{equation*}
s(\alpha-r)=2 A \tag{15}
\end{equation*}
$$

Elimination of $\alpha$ using Eq. (9) gives

$$
\begin{equation*}
\beta=\frac{2 A+s(r-\ell)}{2 \ell s} \tag{16}
\end{equation*}
$$

indicating the quasimomentum values, subject to $\beta$ $\in(-1 / 2,1 / 2]$, for which quantum resonances occur.

## 2. Manifestation of antiresonances in $\eta$

An antiresonance, in the strictest sense, is when the state periodically cycles back to its initial condition [57]. This can only occur when $\phi_{d} \eta$ is periodic in $n$, implying that $\exp \left[i \pi\left(\alpha j-\Omega j^{2}\right)\right]$ should be oscillatory, i.e.,

$$
\begin{equation*}
e^{i \pi\left[\alpha(j+Q)-\Omega\left(j^{2}+2 j Q+Q^{2}\right)\right]}=-e^{i \pi\left(\alpha j-\Omega j^{2}\right)}=e^{i \pi\left(\alpha j-\Omega j^{2}+1\right)} \tag{17}
\end{equation*}
$$

Proceeding along similar lines as for the resonant case (see Sec. II C 1) this implies that $Q=s$, and that


FIG. 1. (Color online) Parameter $\eta$ as a function of $\Omega$ and $\beta$ for $\ell=2$ at (a) 15 kicks (b) 30 kicks, and (c) 60 kicks. An antiresonance of order $2 N_{s}$, with $\Omega=r / s$, will initially mimic exactly resonant growth for $N_{s} s$ kicks. The diminishing finite size of the resonances in (a)-(c) is due to nearby high-order antiresonances which become apparent as $n$ increases. Panel (d) shows the location of those resonances (see Eq. (16)) for $\Omega=1 / s$, where $s=1,2, \ldots, 20$. The resonances become infinite in number as $\Omega \rightarrow 0$, but for $\Omega=0$ there are only three resonances. Units are dimensionless.

$$
\begin{equation*}
s(\alpha-r)=2 A+1, \tag{18}
\end{equation*}
$$

where $A$ is an arbitrary integer. Condition (18) ensures that $\eta=0$ when $n$ is an even multiple of $s$.

For a given value of $\Omega=r / s$, higher-order antiresonances also exist for different values of $\beta$ [57]. These are described by the condition

$$
\begin{align*}
e^{i \pi\left[\alpha(j+Q)-(r / s)\left(j^{2}+2 j Q+Q^{2}\right)\right]} & =e^{i \pi N_{r} / N_{s}} e^{i \pi\left[\alpha j-(r / s) j^{2}\right]} \\
& \Rightarrow e^{i \pi\left[\alpha\left(j+N_{s} Q\right)-(r / s)\left(j^{2}+2 j N_{s} Q+N_{s}^{2} Q^{2}\right)\right]} \\
& =-e^{i \pi\left[\alpha j-(r / s) j^{2}\right]} \tag{19}
\end{align*}
$$

As above, it follows that $Q=s$; hence, the revival period of the initial state is $2 N_{s} s$. Condition (19) implies a generalization of Eq. (18), i.e.,

$$
\begin{equation*}
s(\alpha-r)=2 A+\frac{N_{r}}{N_{s}} \tag{20}
\end{equation*}
$$

Antiresonances with revival periods $2 N_{s} s$ therefore occur for quasimomentum values [subject to $\beta \in(-1 / 2,1 / 2)$ ]

$$
\begin{equation*}
\beta=\frac{2 A+N_{r} / N_{s}+s(r-\ell)}{2 \ell s} . \tag{21}
\end{equation*}
$$

How both resonances and antiresonances are manifest in $\eta$, and their dependence on $\Omega$ and $\beta$, is illustrated in Fig. 1. This demonstrates that the resonances are dense in the pa-
rameter space, but diminish in strength for increasing $s$. Furthermore, resonances become more sharply defined for increasing $n$ as nearby high-order antiresonances become more important.

## III. TIME EVOLUTION OF THE MOMENTUM MOMENTS

## A. General symmetric momentum distributions

## 1. Physical motivation

In the atom-optical kicked systems under consideration, the atomic gas is initially held in a harmonic trapping potential. The ground state of the system is therefore spatially symmetric, both in the presence and absence of significant interatomic interactions. We consider the momentum moment dynamics for the case of symmetric initial momentum distributions $D(P)$, such that $D(P)=D(-P)$. In particular, we provide a detailed analytic investigation of the second- and fourth-order momentum moments. These moments are most relevant as signatures of dynamics in the atom optical $\delta$-kicked particle [57] and accelerator [56]. The second-order momentum moment [ $m=2$ in Eq. (12)] is proportional to the mean kinetic energy, and the fourth-order moment contains information about the degree to which the distribution is peaked.

## 2. Consequences of symmetry

We consider the initial state to be an incoherent ensemble of momentum eigenstates, i.e., the momentum representation of the density operator is diagonal. For a symmetric initial momentum distribution, the initial population of state $\mid-k$ $-\beta\rangle$ is always equal to the initial population of state $|k+\beta\rangle$. Using Eq. (10), and explicitly stating the $\beta$ dependence of $\eta(\beta)$, for an initial state $|-k-\beta\rangle$ the momentum moments evolve as

$$
\begin{equation*}
\left\langle\hat{P}^{m}\right\rangle_{n}=(-1)^{m} \sum_{j=-\infty}^{\infty} J_{j-k}^{2}\left(\phi_{d} \eta(-\beta)\right)(j+\beta)^{m} \tag{22}
\end{equation*}
$$

where we have relabeled the summation (setting $j$ to $-j$ ) and used that $J_{-j}(x)=(-1)^{j} J_{j}(x)$ [68].

Comparing Eqs. (22) and (10), we see that when $\eta(-\beta)=\eta(\beta)$, it follows that $\left\langle\hat{P}^{2 m+1}\right\rangle_{n}$ for an initial state $|-k-\beta\rangle$ is equal to $-\left\langle\hat{P}^{2 m+1}\right\rangle_{n}$ for an initial state $|k+\beta\rangle$. The momentum moment for a statistical mixture is the normalized sum of the moments of the individual component states. Consequently, for initially symmetric momentum distributions, the odd moments are identically zero whenever $\eta(\beta)$ is in general equal to $\eta(-\beta)$, i.e., for all values of the quasimomentum $\beta$.

## 3. Invariance of $\boldsymbol{\eta}$

The invariance of $\eta(\beta)$ upon changing $\beta$ to $-\beta$ is a useful property which is often satisfied. In particular, for rational $\Omega=r / s$ it is valid at resonance [see Eq. (15)] when $n$ is a multiple of $s$, and at antiresonance when $s$ is an even multiple of $s$. Here we derive these results.

To begin we write Eq. (11), changing the summation index $j$ to $n-j$, i.e.,

$$
\begin{align*}
\widetilde{\nu}_{n+1}(\beta) & =\sum_{j=0}^{n} e^{i \pi\left[(1+2 \beta) \ell(n-j)-(r / s)\left(n^{2}-2 n j+j^{2}\right)\right]} \\
& =e^{i \pi(1+2 \beta) \ell n-(r / s) n^{2}} \sum_{j=0}^{n} e^{i \pi\left[-(1+2 \beta) \ell j+2(r / s) n j-(r / s) j^{2}\right]} \tag{23}
\end{align*}
$$

where now we use Eq. (23) to describe the $(n+1)$ th kick. Noting that $e^{i \pi \ell j}=e^{-i \pi \ell j}$ and taking $n$ to be a multiple of $s$ (i.e., $n=\tau s$ ), we obtain

$$
\begin{equation*}
\widetilde{\nu}_{\tau s+1}(\beta)=e^{i \pi(1+2 \beta) \ell s \tau-r s \tau^{2}} \sum_{j=0}^{\tau s} e^{i \pi\left[(1-2 \beta) \ell j-(r / s) j^{2}\right]} \tag{24}
\end{equation*}
$$

Hence, as $\eta_{\tau s+1}(\beta) \equiv\left|\widetilde{\nu}_{\tau s+1}(\beta)\right|$, it follows that $\eta_{\tau s+1}(\beta)$ $=\eta_{\tau s+1}(-\beta)$ in general, whenever $\Omega=r / s$. If the initial momentum distribution is symmetric, all odd moments will be zero at these times; for integer $\Omega$, this means the odd moments will always be zero.

If $n=\tau s-1$, we deduce from Eqs. (23) and (24) that

$$
\begin{align*}
\tilde{\nu}_{\tau s}(\beta) & =\sum_{j=0}^{\tau s} e^{i \pi\left[(1+2 \beta) \ell j-(r / s) j^{2}\right]}-e^{i \pi(1+2 \beta) \ell s \tau-r s \tau^{2}} \\
& =e^{i \pi(1+2 \beta) \ell s \tau-r s \tau^{2}}\left(\sum_{j=0}^{\tau s} e^{i \pi\left[(1-2 \beta) \ell j-(r / s) j^{2}\right]}-1\right) . \tag{25}
\end{align*}
$$

Hence, it follows that $\eta_{\tau s}(\beta)=\eta_{\tau s}(-\beta)$ for the values of $\beta$ satisfying $(1+2 \beta) \ell s \tau-r s \tau^{2}=2 A$ (i.e., for $\beta$ an even integer). This condition is satisfied whenever Eq. (15) or Eq. (18) (for even $\tau$ ) holds, i.e., for values of $\beta$ where resonances and antiresonances are supported.

Finally, if the initial momentum distribution is symmetric, all odd momentum moments will be zero when $n$ is a multiple of $s$, for resonant evolution, and when $n$ is an even multiple of $s$, for antiresonant evolution. For this reason, we consider only even momentum moments in the remainder of this work.

## 4. Time evolution of the even momentum moments

The time evolution of the even momentum moments is given by

$$
\begin{equation*}
\left\langle\hat{P}^{2 m}\right\rangle_{n}=\int_{-1 / 2}^{1 / 2} d \beta \sum_{j, k=-\infty}^{\infty} J_{j}^{2}\left(\phi_{d} \eta\right)(j+k+\beta)^{2 m} D_{k}(\beta) \tag{26}
\end{equation*}
$$

where we have shifted the index $j$ in Eq. (12) by $k$. Note that [by Eq. (11)] $\eta(\beta)=\eta(k+\beta)$. Making the change of variables $P=k+\beta$ and binomially expanding $(j+P)^{2 m}$ implies

$$
\begin{equation*}
\left\langle\hat{P}^{2 m}\right\rangle_{n}=\int_{-\infty}^{\infty} d P D(P) \sum_{j=-\infty}^{\infty} \sum_{h=0}^{m}\binom{2 m}{2 h} J_{j}^{2}\left(\phi_{d} \eta\right) j^{2 h} P^{2(m-h)} \tag{27}
\end{equation*}
$$

where $D(P)=D_{k}(\beta)$ and we have eliminated odd powers of $j$, because they sum over $j$ to give zero [see Eq. (B5)]. Using the general form of the summation of Bessel functions over even powers of $j$ [see Eq. (B7)], we find that

$$
\begin{equation*}
\left\langle\hat{P}^{2 m}\right\rangle_{n}=\left\langle\hat{P}^{2 m}\right\rangle_{0}+\int_{-\infty}^{\infty} d P D(P) \sum_{h=1}^{m}\binom{2 m}{2 h} R_{2 h}\left(\phi_{d} \eta\right) P^{2(m-h)} \tag{28}
\end{equation*}
$$

where $R_{2 h}$ is a $2 h$ th-degree even polynomial in $\phi_{d} \eta$.
Considering the two simplest even momentum moments [see Eq. (B8)], Eq. (28) for $m=1$ becomes

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=\left\langle P^{2}\right\rangle_{0}+\frac{\phi_{d}^{2}}{2} \int_{-\infty}^{\infty} d P D(P) \eta^{2} \tag{29}
\end{equation*}
$$

and for $m=2$ becomes

$$
\begin{equation*}
\left\langle\hat{P}^{4}\right\rangle_{n}=\left\langle P^{4}\right\rangle_{0}+\int_{-\infty}^{\infty} d P D(P)\left(\frac{3}{8} \phi_{d}^{4} \eta^{4}+\frac{1}{2} \phi_{d}^{2} \eta^{2}+3 P^{2} \phi_{d}^{2} \eta^{2}\right) \tag{30}
\end{equation*}
$$

## B. Ultracold limit

## 1. Time evolution of the moments at zero temperature

We consider the most trivial example of a symmetric initial momentum distribution, i.e., we choose $D(P)=\delta(P)$ such that all the atoms are initially in the $P=0$ state. This describes an ideal zero-temperature gas, which we refer to as the ultracold limit. In this case $\beta=0$; hence $\alpha=\ell$, and the resonance condition (15) becomes $s(r-\ell)=2 A$. Equation (28) then simplifies to

$$
\begin{equation*}
\left\langle\hat{P}^{2 m}\right\rangle_{n}=R_{2 m}\left(\phi_{d} \eta\right) \tag{31}
\end{equation*}
$$

i.e., the growth of $\left\langle\hat{P}^{2 m}\right\rangle_{n}$ scales to leading order as $\left(\phi_{d} \eta\right)^{2 m}$, as shown for integer $\Omega$ in Fig. 2. In particular, we obtain

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=\frac{\phi_{d}^{2}}{2} \eta^{2}, \quad\left\langle\hat{P}^{4}\right\rangle_{n}=\frac{3 \phi_{d}^{4}}{8} \eta^{4}+\frac{\phi_{d}^{2}}{2} \eta^{2} \tag{32}
\end{equation*}
$$

for $m=1$ and $m=2$, respectively.

## 2. Integer values of $\Omega$

The case where $\Omega=r / s$ is an integer is equivalent to choosing $s=1$. The amplitude of Eq. (11) is then given by Eq. (A22) as

$$
\begin{equation*}
\eta=\left|\frac{\sin [n(\ell-r) \pi / 2]}{\sin [(\ell-r) \pi / 2]}\right| \tag{33}
\end{equation*}
$$

which identifies $\eta$ as the modulus of Chebyshev's polynomial of the second kind $[69,70], U_{n-1}(\cos [(\ell-r) \pi / 2])$. Imposing the resonance condition $s(r-\ell)=2 A$ with $s=1$ then


FIG. 2. (Color online) The first seven even momentum moments of a $\delta$-kicked atomic cloud in the ultracold regime as given by Eq. (31) for integer $\Omega$, with the resonance condition (15) satisfied by choosing any appropriate value of $\ell$. We choose $\phi_{d}=0.8 \pi$ as corresponding to an experimentally typical driving strength [46]. The growth tends asymptotically to a power-law behavior with the power given by the order of the moment. Units are dimensionless.
gives $\eta=n$. We therefore deduce from Eq. (32) that

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=\frac{\phi_{d}^{2}}{2} n^{2}, \quad\left\langle\hat{P}^{4}\right\rangle_{n}=\frac{3 \phi_{d}^{4}}{8} n^{4}+\frac{\phi_{d}^{2}}{2} n^{2} \tag{34}
\end{equation*}
$$

Similarly, imposing the antiresonance condition (20) implies $\ell-r=2 A+N_{r} / N_{s}$. Hence, in the antiresonant case,

$$
\begin{equation*}
\eta=U_{n-1}\left((-1)^{A} \cos \left(\pi N_{r} / 2 N_{s}\right)\right), \tag{35}
\end{equation*}
$$

and the antiresonant evolutions of the second- and fourthorder moments for integer $\Omega$ are given by

$$
\begin{align*}
\left\langle\hat{P}^{2}\right\rangle_{n}= & \left\langle P^{2}\right\rangle_{0}+\frac{\phi_{d}^{2}}{2} U_{n-1}^{2}\left(\cos \left(\pi N_{r} / 2 N_{s}\right)\right) \\
\left\langle\hat{P}^{4}\right\rangle_{n}= & \left\langle P^{4}\right\rangle_{0}+\frac{3 \phi_{d}^{4}}{8} U_{n-1}^{4}\left(\cos \left(\pi N_{r} / 2 N_{s}\right)\right) \\
& +\frac{\phi_{d}^{2}}{2} U_{n-1}^{2}\left(\cos \left(\pi N_{r} / 2 N_{s}\right)\right) \tag{36}
\end{align*}
$$

As an example, we consider the simplest antiresonance with $N_{r}=N_{s}=1$, so that $U_{n-1}=(-1)^{n} \sin (n \pi / 2)$. From Eq. (36) we find that

$$
\begin{gather*}
\left\langle\hat{P}^{2}\right\rangle_{n}=\left\langle P^{2}\right\rangle_{0}+\frac{\phi_{d}^{2}}{4}\left[(-1)^{n+1}+1\right], \\
\left\langle\hat{P}^{4}\right\rangle_{n}=\left\langle P^{4}\right\rangle_{0}+\left(\frac{3 \phi_{d}^{4}}{16}+\frac{\phi_{d}^{2}}{4}\right)\left[(-1)^{n+1}+1\right], \tag{37}
\end{gather*}
$$

demonstrating that the second- and fourth-order momentum moments oscillate with a period of two kicks.

## 3. Rational values of $\Omega$

If $\Omega=r / s$, then, for $n>s, \widetilde{\nu}$ may be divided into identical summations with a remainder term. Hence, assuming the resonance condition (15) to be satisfied, setting $n=\tau s+\lambda$ gives

$$
\begin{equation*}
\widetilde{\nu}=\tau \sum_{j=0}^{s-1} e^{i \pi\left[\ell j-(r / s) j^{2}\right]}+\sum_{j=0}^{\lambda-1} e^{i \pi\left[\ell j-(r / s) j^{2}\right]} . \tag{38}
\end{equation*}
$$

It is possible to rewrite the first summation using the reciprocity formula [71]

$$
\begin{equation*}
\sum_{j=0}^{|C|-1} e^{i \pi\left[\left(A j^{2}+B j\right) / C\right]}=\sqrt{\left|\frac{C}{A}\right|} e^{i \pi\left[\left(|A C|-B^{2}\right) / 4 A C\right]} \sum_{j=0}^{|A|-1} e^{-i \pi\left[\left(C j^{2}+B j\right) / A\right]} \tag{39}
\end{equation*}
$$

where $A, B$, and $C$ are integers such that $A C-B$ is even. This restriction is in fact exactly equivalent to the resonance condition (15). Consequently,

$$
\begin{equation*}
\widetilde{\nu}=\tau \sqrt{\frac{s}{r}} e^{i \pi\left(\ell^{2} s / 4 r-r s\right)} \sum_{j=0}^{|r|-1} e^{i \pi\left[\left(s j^{2}+s \ell j\right) / r\right]}+\sum_{j=0}^{\lambda-1} e^{i \pi\left[\ell j-(r / s) j^{2}\right]} . \tag{40}
\end{equation*}
$$

We can then impose $\lambda=0$ because, for large values of $\tau$ under conditions of quantum resonance, the second summation in Eq. (40) is only a small fluctuation in $\widetilde{\nu}$. Taking the simplest rational value of $\Omega=1 / s$, Eq. (40) then simplifies considerably to give

$$
\begin{equation*}
\eta=\tau \sqrt{s} \tag{41}
\end{equation*}
$$

Substituting Eq. (41) into Eq. (32) and letting $\tau=n / s$ yields

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=\frac{\phi_{d}^{2}}{2 s} n^{2}, \quad\left\langle\hat{P}^{4}\right\rangle_{n}=\frac{3 \phi_{d}^{4}}{8 s^{2}} n^{4}+\frac{\phi_{d}^{2}}{2 s} n^{2}, \tag{42}
\end{equation*}
$$

where it should be noted that these expressions are strictly valid only when $n$ is a multiple of $s$. Hence, in addition to the conventional quantum resonances associated with the $\delta$-kicked rotor/particle [57] (i.e., when $\Omega=0$ ) there are numerous fractional quantum resonances observable in the $\delta$-kicked accelerator when $\Omega$ takes rational values. The manifestation of such fractional quantum resonances in an atom-optical context at finite temperature we address in detail in another presentation [56].

## C. Finite-width momentum distributions

## 1. General form of $\boldsymbol{\eta}^{2 q}$

From Sec. III B it is apparent that elucidation of the time evolution of the momentum moments is dependent on knowledge of the behavior of $\eta$. It is not feasible to evaluate $\eta$ for all cases. However, it is possible to consider its general behavior within certain approximations.

From the definition of $\eta$ [see Eq. (11)], it follows that

$$
\begin{equation*}
\eta^{2 q}=\left|\sum_{j=0}^{n-1} e^{i \pi\left(\alpha j-\Omega j^{2}\right)}\right|^{2 q}=\sum_{\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}=0}^{n-1} e^{i \pi\left[F\left(\mathbf{j}_{q}\right)+\beta G\left(\mathbf{j}_{q}\right)-F\left(\mathbf{j}_{q}^{\prime}\right)-\beta G\left(\mathbf{j}_{q}^{\prime}\right)\right]} \tag{43}
\end{equation*}
$$

where

$$
\begin{gather*}
F\left(\mathbf{j}_{q}\right)=\sum_{r=1}^{q}\left(\ell j_{r}-\Omega j_{r}^{2}\right),  \tag{44a}\\
G\left(\mathbf{j}_{q}\right)=2 \ell \sum_{r=1}^{q} j_{r} \tag{44b}
\end{gather*}
$$

For brevity, we have used the convenient shorthand $\Sigma_{\mathbf{j}_{q} \mathbf{j}_{q}^{\prime}}$ to denote the $2 q$ sums, with $\mathbf{j}_{q}=\left(j_{1}, \ldots, j_{q}\right)$ and $\mathbf{j}_{q}^{\prime}=\left(j_{1}^{\prime}, \ldots, j_{q}^{\prime}\right)$. Substituting Eq. (43) into Eq. (28) then yields

$$
\begin{align*}
\left\langle\hat{P}^{2 m}\right\rangle= & \left\langle\hat{P}_{0}^{2 m}\right\rangle+\sum_{h=1}^{m}\binom{2 m}{2 h} \sum_{q=1}^{h} a_{q} \phi_{d}^{2 q} \sum_{\mathbf{j}_{q} \mathbf{j}_{q}^{\prime}=0}^{n-1} e^{i \pi\left[F\left(\mathbf{j}_{q}\right)-F\left(\mathbf{j}_{q}^{\prime}\right)\right]} \\
& \times \int_{-\infty}^{\infty} d P D(P) P^{2(m-h)} e^{i \pi P\left[G\left(\mathbf{j}_{q}\right)-G\left(\mathbf{j}_{q}^{\prime}\right)\right]} \tag{45}
\end{align*}
$$

where we have expanded $R_{2 h}\left(\phi_{d} \eta\right)=\sum_{q=1}^{h} a_{q}\left(\phi_{d} \eta\right)^{2 q}$, and replaced $\beta$ by $k+\beta \equiv P$.

## 2. Large-finite-width limit

The integrands in Eq. (45) are in general oscillatory and, by the method of stationary phase, under many circumstances give a negligible contribution to the momentum moment evolution. We first separate out the integrals with nonoscillatory integrands. In particular, if $G\left(\mathbf{j}_{q}\right)=G\left(\mathbf{j}_{q}^{\prime}\right)$, then $F\left(\mathbf{j}_{q}\right)-F\left(\mathbf{j}_{q}^{\prime}\right)=2 \Omega \rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)$, where $\rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)$ is an integer given by ${ }^{3}$

$$
\begin{equation*}
\rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)=\sum_{x=1}^{q} \sum_{y=x+1}^{q}\left(j_{x}^{\prime} j_{y}^{\prime}-j_{x} j_{y}\right) \tag{46}
\end{equation*}
$$

Hence, partitioning Eq. (45), and using Eq. (46) yields

$$
\begin{align*}
\left\langle\hat{P}^{2 m}\right\rangle_{n}= & \left\langle\hat{P}^{2 m}\right\rangle_{0}+\sum_{h=1}^{m}\binom{2 m}{2 h}\left\langle P^{2(m-h)}\right\rangle_{0} \\
& \times \sum_{q=1}^{h} a_{q} \phi_{d}^{2 q} \sum_{\substack{\mathbf{j}_{q} \mathbf{j}_{q}^{\prime} \\
G\left(\mathbf{j}_{q}\right)=G\left(\mathbf{j}_{q}^{\prime}\right)}} e^{i 2 \pi \Omega \rho\left(\mathbf{j}_{q} \mathbf{j}_{q}^{\prime}\right)} \\
& +\sum_{h=1}^{m}\binom{2 m}{2 h} \sum_{q=1}^{h} a_{q} \boldsymbol{\phi}_{d}^{2 q} \sum_{\substack{G \mathbf{j}_{q} \mathbf{j}_{q}^{\prime}}} e^{i \pi\left[F\left(\mathbf{j}_{q}\right)-F\left(\mathbf{j}_{q}^{\prime}\right)\right]} \\
& \times \int_{-\infty}^{\infty} d P D(P) P^{2(m-h)} e^{i \pi P\left[G\left(\mathbf{j}_{q}\right)-G\left(\mathbf{j}_{q}^{\prime}\right)\right]} \tag{47}
\end{align*}
$$

[^1]In Eq. (47), the number of terms in the first summation over $\mathbf{j}_{q}$ and $\mathbf{j}_{q}^{\prime}$ is equal to the number of different ways $G\left(\mathbf{j}_{q}\right)=G\left(\mathbf{j}_{q}^{\prime}\right)$ can be satisfied. This is given by a degree- $(2 q$ $-1)$ polynomial in $n$, i.e.,

$$
\begin{equation*}
S_{2 q-1}(n)=\sum_{r=1}^{2 q-1} b_{r} n^{r} \tag{48}
\end{equation*}
$$

The coefficients $b_{r}$ can readily be computed for a given $q$, as outlined in Appendix 8. Note also that, for integer values of $\Omega, \exp \left[i 2 \pi \Omega \rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)\right]$ collapses to unity, independent of the value of $\rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)$. Hence, for integer $\Omega$,

$$
\begin{equation*}
\sum_{\substack{\mathbf{j}_{q} \mathbf{j}_{q}^{\prime} \\ G\left(\mathbf{j}_{q}\right)=G\left(\mathbf{j}_{q}^{\prime}\right)}} e^{i 2 \pi \Omega \rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)}=S_{2 q-1}(n), \tag{49}
\end{equation*}
$$

and substituting Eq. (49) into Eq. (47) yields

$$
\begin{align*}
\left\langle\hat{P}^{2 m}\right\rangle_{n}= & \left\langle\hat{P}^{2 m}\right\rangle_{0}+\sum_{h=1}^{m}\binom{2 m}{2 h}\left\langle P^{2(m-h)}\right\rangle_{0} \sum_{q=1}^{h} a_{q} \phi_{d}^{2 q} S_{2 q-1}(n) \\
& +\sum_{h=1}^{m}\binom{2 m}{2 h} \sum_{q=1}^{h} a_{q} \phi_{d}^{2 q} \sum_{\substack{\mathbf{j}_{q} \mathbf{j}_{q}^{\prime} \\
G\left(\mathbf{j}_{q}\right)=G\left(\mathbf{j}_{q}^{\prime}\right)}} e^{i \pi\left[F\left(\mathbf{j}_{q}\right)-F\left(\mathbf{j}_{q}^{\prime}\right)\right]} \\
& \times \int_{-\infty}^{\infty} d P D(P) P^{2(m-h)} e^{i \pi P\left[G\left(\mathbf{j}_{q}\right)-G\left(\mathbf{j}_{q}^{\prime}\right)\right]}
\end{align*}
$$

It is illustrative to rewrite

$$
\begin{equation*}
e^{i \pi P\left[G\left(\mathbf{j}_{q}\right)-G\left(\mathbf{j}_{q}^{\prime}\right)\right]}=e^{i 2 \pi P \ell \Sigma_{r=1}^{q}\left[j_{r}-j_{r}^{\prime}\right]} \tag{51}
\end{equation*}
$$

from which it is apparent that Eq. (51) has a maximum period in $P$ of $1 / \ell$. We can therefore consider initial distributions $D(P)$ with characteristic width $\gg 1 / \ell$ to be "broad," meaning that the oscillatory terms in the integrals of Eq. (50) cause them to average essentially to zero. This leaves

$$
\begin{equation*}
\left\langle\hat{P}^{2 m}\right\rangle_{n} \approx\left\langle\hat{P}^{2 m}\right\rangle_{0}+\sum_{h=1}^{m}\binom{2 m}{2 h}\left\langle P^{2(m-h)}\right\rangle_{0} \sum_{q=1}^{h} a_{q} \phi_{d}^{2 q} S_{2 q-1}(n), \tag{52}
\end{equation*}
$$

where the leading order is $n^{2 m-1}$. Therefore, for sufficiently broad distributions, we expect the $2 m$ th-order moment to scale with the number of kicks $n$ as $n^{2 m-1}$ for integer values of $\Omega$.

For $\Omega=r / s$, the $e^{i 2 \pi \Omega \rho\left(\mathbf{j}_{q}, \mathbf{j}_{q}^{\prime}\right)}$ terms take $s$ different values. If these values to some extent add in phase, then we expect the growth of the $2 m$ th-order moment to have the same power law as for integer values of $\Omega$, but with a constant coefficient that may depend on $\Omega$. As described in a companion paper [56], through a combination of numerical and analytical investigation we have found that, for a broad Gaussian initial momentum distribution, the growth of the secondorder moment appears to be largely independent of the value of $\Omega$. The growth of the fourth-order moment, however, is generally cubic with $n$ for rational $\Omega=r / s$, but with a constant coefficient that diminishes with increasing $s$.

## D. Cumulants

The $2 m$ th-order moment also includes information regarding all lower-order moments, so observations of the moments alone do not explicitly isolate effects of different order. However, the moments $\left\langle\hat{P^{m}}\right\rangle$ may be used to construct cumulants $\left\langle\left\langle\hat{P}^{m}\right\rangle\right\rangle[54,72-75]$, which are independent quantities. The first-, second-, third-, and fourth-order cumulants are the mean, variance, skew, and kurtosis, respectively, and are given in terms of the moments by

$$
\begin{gather*}
\langle\langle\hat{P}\rangle\rangle=\langle\hat{P}\rangle,  \tag{53a}\\
\left\langle\left\langle\hat{P}^{2}\right\rangle\right\rangle=\left\langle\hat{P}^{2}\right\rangle-\langle\hat{P}\rangle^{2},  \tag{53b}\\
\left\langle\left\langle\hat{P}^{3}\right\rangle\right\rangle=\left\langle\hat{P}^{3}\right\rangle-3\langle\hat{P}\rangle\left\langle\hat{P}^{2}\right\rangle+2\langle\hat{P}\rangle^{3},  \tag{53c}\\
\left\langle\left\langle\hat{P}^{4}\right\rangle\right\rangle=\langle\hat{P}\rangle^{4}-3\left\langle\hat{P}^{2}\right\rangle^{2}+12\langle\hat{P}\rangle^{2}\left\langle\hat{P}^{2}\right\rangle-6\langle\hat{P}\rangle^{4} . \tag{53d}
\end{gather*}
$$

The skew quantifies the asymmetry of the distribution about the mean, and the kurtosis quantifies the degree to which the distribution is peaked. For example, a Gaussian (or $\delta$ function, which can be defined as a zero-variance limit of a Gaussian) has kurtosis $=0$, whereas a distribution which is more sharply peaked or cusplike has positive kurtosis, and a distribution which is more "blunt" has negative kurtosis.

As discussed in Sec. III A, we are largely considering symmetric distributions, where all odd moments, and therefore cumulants, are zero. In this instance, the two lowestorder nonzero cumulants are given by

$$
\begin{equation*}
\left\langle\left\langle\hat{P}^{2}\right\rangle\right\rangle=\left\langle\hat{P}^{2}\right\rangle, \quad\left\langle\left\langle\hat{P}^{4}\right\rangle\right\rangle=\langle\hat{P}\rangle^{4}-3\left\langle\hat{P}^{2}\right\rangle^{2} . \tag{54}
\end{equation*}
$$

The evolutions of the second- and fourth-order moments in the ultracold regime $[D(P)=\delta(P)]$ for $\Omega=r / s$ are described by Eq. (42). From this the lowest even cumulants, as defined in Eq. (54), readily follow:

$$
\begin{equation*}
\left\langle\left\langle\hat{P}^{2}\right\rangle\right\rangle_{n}=\frac{\phi_{d}^{2}}{2 s} n^{2}, \quad\left\langle\left\langle\hat{P}^{4}\right\rangle\right\rangle_{n}=\frac{\phi_{d}^{2}}{2 s} n^{2}-\frac{3 \phi_{d}^{4}}{8 s^{2}} n^{4} . \tag{55}
\end{equation*}
$$

Hence, the leading-order power-law behavior manifest in the lowest two even moments is also observed in the lowest two even cumulants. We have investigated numerically the behavior of all even cumulants up to $m=100$, which also exhibit the same leading $m$ th-order power-law behaviour as the $m$ th moments. The scaling laws therefore do not appear to be simply manifestations of lower-order effects.

Although the cumulant definitions of Eq. (53) are formally convenient, determining the moments from an experimentally measured momentum distribution and then combining them into cumulants will cause experimental errors to accumulate. Alternative, more direct assessment of the "width" and "pointedness" of the measured distribution, providing it yields essentially the same information on the system dynamics, may turn out to be experimentally more convenient.


FIG. 3. (Color online) Second-order (a) and fourth-order (b) momentum moments yielded by the quantum-resonant evolution of an atomic cloud, as propagated by Eq. (7). We set $\Omega=0$ (i.e., no net acceleration), $T=T_{T}(\ell=2)$, and choose $\phi_{d}=0.8 \pi$ [46]. The initial momentum distributions are Gaussian [see Eq. (56)] with standard deviations $w$ given by $(*) w=1 / 8,(\triangle) w=1 / 32$, ( $\square) w=1 / 128$, and ( $\circ$ ) $w=1 / 512$. The solid lines correspond to analytic results given by Eqs. (57) and (58), and the symbols correspond to data from a Monte Carlo simulation, the details of which are discussed elsewhere [57]. The dash-dotted lines indicate the ultracold limit [see Eq. (55) with $s=1$ ], and the dashed lines are a lower bound limit for a broad distribution [see Eq. (59) with $w=0$ ]. The vertical dotted lines in (a) indicate $n_{G}=1 / \ell \pi w$ for $w=1 / 8,1 / 32,1 / 128$, i.e., the discrete time characterizing when growth in $\left\langle\hat{P}^{2}\right\rangle$ deviates from quadratic to linear. Units are dimensionless.

## IV. FINITE-TEMPERATURE IDEAL GAS

## A. Overview

In Sec. III C 2 we determined that for an initial momentum distribution that is symmetric and in some sense sufficiently broad, the $2 m$ th-order momentum moments are expected to grow as $n^{2 m-1}$, where $n$ is the kick number. That is, the power-law growth is in general reduced by one compared to the ultracold limit (Sec. III B). We can illustrate this with analytical expressions for the second- and fourth-order moments and cumulants when the initial momentum distribution is that of an ideal gas in thermal equilibrium, i.e.,

$$
\begin{equation*}
D(P)=\frac{1}{\sqrt{2 \pi w^{2}}} \exp \left(-P^{2} / 2 w^{2}\right) \tag{56}
\end{equation*}
$$

Here $w$ is the standard deviation and the corresponding Boltzmann temperature is given by $\mathcal{T}_{w}=\hbar^{2} K^{2} w^{2} / M k_{B}$, where $k_{B}$ is Boltzmann's constant.

Here we choose to constrain $\Omega$ to take integer values $r$, that is we do not consider the fractional quantum resonances derived for $\Omega=1 / s$ in the ultracold limit in Sec. III B 3. We note, however, that when considering the manifestation of


FIG. 4. (Color online) Cube roots of the fourth-order momentum cumulants of a resonantly kicked atomic cloud evolved according to Eq. (7). Parameters are $\Omega=0, T=T_{T}(\ell=2)$, and we choose $\phi_{d}=0.8 \pi$ [46]. We consider Gaussian initial momentum distributions with standard deviation $(*) w=1 / 8, \quad(\triangle) w=1 / 32$, ( $\square$ ) $w=1 / 128$, and $(\circ) w=1 / 512$. After a certain number of kicks, the growth becomes linear, i.e., the fourth-order cumulant grows cubically. The inset shows the ideal (assuming perfect $\delta$ kicks) long-time behavior. Units are dimensionless.
fractional quantum resonant dynamics in a finite-temperature ideal gas, the behaviour of the fourth moment distinguishes clearly between different kinds of fractional quantum resonances, whereas the behavior of the second moment does not [56]. This provides an additional, specific motivation for better understanding the dynamics of the fourth-order momentum moment.

When comparing with experiment, we note that our analytical results implicitly assume that the momentum distribution can be determined with perfect precision. Obviously this cannot be exactly fulfilled experimentally (although Gustavsson et al. [76] report measuring the momentum distribution of cold caesium atoms with a resolution equivalent to $0.05 \hbar K) .{ }^{4}$ Our numerical investigations indicate that, at least for the second- and fourth-order moments, the qualitative behaviour of the moments is not very sensitive to coarsening of the momentum resolution. Also note that, as quantum resonant dynamics are associated with the momentum of a portion of the atomic cloud increasing ballistically, as time progresses a proportion of the atoms will no longer be in the Raman-Nath regime. Experimentally, we therefore expect the predicted power-law behavior to be followed for a finite time only, as dictated by details of the experimental configuration.

## B. Calculation of the moments

The general procedure is outlined in Appendix D; starting with Eqs. (29) and (30), we evaluate $\eta$, expand the resulting expression in terms of cosines, and then integrate. Using Eqs. (29) and (30) to determine Eqs. (D5) and (D9), we find that

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=w^{2}+\frac{\phi_{d}^{2}}{2} n+\phi_{d}^{2} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}} \tag{57}
\end{equation*}
$$

and

[^2]\[

$$
\begin{align*}
\left\langle\hat{P}^{4}\right\rangle= & 3 w^{4}+\frac{\phi_{d}^{4}}{8}\left(2 n^{2}+1\right) n+\frac{\phi_{d}^{2}}{2} n+3 w^{2} \phi_{d}^{2} n+\frac{3 \phi_{d}^{4}}{8} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)} e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}}\left(q^{3}-2 n q^{2}-q+\frac{2 n}{3}\left(2 n^{2}+1\right)\right) \\
& -\frac{3 \phi_{d}^{4}}{8} \sum_{q=n}^{2 n-2}(-1)^{q(\ell-r)} e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}}\left(\frac{q^{3}}{3}-2 n q^{2}+\frac{\left(12 n^{2}-1\right)}{3} q+\frac{2 n}{3}\left(1-4 n^{2}\right)\right) \\
& +\phi_{d}^{2} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}}+6 \phi_{d}^{2} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) w^{2}\left(1-4 w^{2} q^{2} \ell^{2} \pi^{2}\right) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}} . \tag{58}
\end{align*}
$$
\]

The time scale over which the resonant growth of the second-order moment (where $\ell-\Omega$ is even) switches from the ultracold regime to the large finite-temperature regime can be deduced from Eq. (57). A substantially diminished growth of the second-order moment occurs when $q^{2} \ell^{2} \pi^{2} w^{2}$ $\gg 1$, so we take $n_{G}=1 / \ell \pi w$ to be the transition time. Assuming that $w$ is sufficiently large that $n_{G}<1$, the exponential terms in Eqs. (57) and (58) become vanishingly small, and we find that

$$
\begin{gather*}
\left\langle\hat{P}^{2}\right\rangle_{n}=w^{2}+\frac{\phi_{d}^{2}}{2} n,  \tag{59a}\\
\left\langle\hat{P}^{4}\right\rangle_{n}=3 w^{4}+\frac{\phi_{d}^{4}}{8}\left(2 n^{2}+1\right) n+3 w^{2} \phi_{d}^{2} n . \tag{59b}
\end{gather*}
$$

The transition time characterizing the transition from quartic to cubic growth of the fourth-order moment is not straightforward to define. However, from Eq. (58) and Fig. 3, it is clear that this occurs over the same time scale as for the second-order moment. In previous work we considered a symmetric initial momentum distribution that is uniform over a finite range (less than $1 / \ell$ ) [57]; the same qualitative behavior is then manifest as in Fig. 3, with comparable time scales.

## C. Momentum cumulants and the thermal limit

As discussed in Sec. III D, the momentum moments are in general not independent quantities and include lower-order correlations. It is therefore instructive to consider the secondand fourth-order cumulants derived from a Gaussian initial momentum distribution [Eq. (56)]. From Eqs. (54) and (59) it follows that $\left\langle\left\langle\hat{P}^{2}\right\rangle\right\rangle_{n}=\left\langle\hat{P}^{2}\right\rangle_{n}$ and

$$
\begin{equation*}
\left\langle\left\langle\hat{P}^{4}\right\rangle\right\rangle_{n}=\frac{\phi_{d}^{4}}{8}\left(2 n^{2}-6 n+1\right) n . \tag{60}
\end{equation*}
$$

Hence, as in the ultracold limit [Eq. (55)], the power laws derived for the momentum moments in the thermal regime also appear to hold for the cumulants; the long-term cubic power-law growth of $\left\langle\left\langle\hat{P}^{4}\right\rangle\right\rangle_{n}$ is illustrated in Fig. 4. As in the ultracold limit (Sec. III D), the scaling laws are therefore not simply manifestations of lower-order effects. Although we have only shown this for the second- and fourth-order cumulants, we expect it to be generally true.

Note also that both the moments and the change in the fourth-order moment (i.e., $\left\langle\hat{P}^{4}\right\rangle_{n}-\left\langle\hat{P}^{4}\right\rangle_{0}$ ) formally diverge for large $w$, whereas this is not the case for the changes in the cumulants from their initial values. It is therefore in the cumulants, rather than the moments, that one can speak of a well-defined thermal limit [56].

## V. CONCLUSIONS

We have studied the quantum-resonant dynamics of the atom-optical quantum $\delta$-kicked accelerator, a fundamental system in the study of quantum chaos which reduces to the $\delta$-kicked particle (the atom-optical realization of the quantum $\delta$-kicked rotor) when the (tunable) effective acceleration parameter $a=0$. In the $\delta$-kicked particle, quantum resonant and antiresonant dynamics result when the periodicity of repeated off-resonant laser pulses is a half-integer multiple of the the Talbot time $T_{T}=4 \pi M / \hbar K^{2}$. We have found that, for such pulse periodicities, fractional quantum resonances occur when the rescaled effective acceleration parameter $\Omega=a K T^{2} / 2 \pi$ takes noninteger rational values.

We have focused on the dynamics of the momentum moments of the atomic centre-of-mass momentum distribution. The moment evolutions are useful for characterizing the different kinds of dynamic behavior in the atom-optical $\delta$-kicked accelerator. We have found explicitly that, in the ultracold limit, quantum resonant dynamics cause all evenordered momentum moments to exhibit a power-law growth, with an exponent equal to the order of the moment. For fractional quantum resonances the moment growth follows the same power laws, but with coefficients that reduce with increasing size of the denominator of $\Omega$. We have argued that, for a sufficiently broad initial atomic center-of-mass momentum distribution undergoing quantum resonant, or fractional quantum resonant evolution, the exponent of the power law growth of the even-ordered moments will generally be reduced by 1 . In every case considered, we have found that the long-term momentum cumulant dynamics also display power-law growth with the same exponent, meaning the scaling laws in the growth of the moments are not simply manifestations of lower-order effects.

We have illustrated a reduction in the power-law exponent by calculating explicit expressions for the dynamics of the second- and fourth-order momentum moments for a finite temperature ideal gas initially at thermal equilibrium, i.e.,
using a Maxwell-Boltzmann distribution to describe the initial state. These are the two simplest moments to calculate, and are physically motivated in that they provide directly useful information on the dynamical behavior of the atomic cloud: the second-order moment provides a signature to distinguish between dynamical localization and quantumresonant dynamics in the atom-optical $\delta$-kicked particle [57] and accelerator, and the fourth-order momentum moment distinguishes between different classes of fractional resonant dynamics in the quantum $\delta$-kicked accelerator [56].
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## APPENDIX A: MOMENTUM-STATE TIME EVOLUTION

## 1. Overview

In this appendix we determine the time evolution of the eigenstate $|k+\beta\rangle$ by applying the Floquet operator (7) consecutively for $n$ kicks. Our derivation follows closely the equivalent calculation for the $\delta$-kicked rotor (where $\Omega=0$ ) [57].

## 2. Application of the transformed Floquet operators

The effect of applying the $n$th transformed Floquet operator (7) to the momentum eigenstate $|k+\beta\rangle$ is

$$
\begin{align*}
\widetilde{F}_{n}(\beta)|k+\beta\rangle= & \int d z \widetilde{F}_{n}(\beta)|z\rangle\langle z \mid k+\beta\rangle=e^{i\left[\pi(1+\beta) \ell-K \gamma_{n}\right] \beta} \\
& \times \int d z e^{-i \hat{k} K \gamma_{n}} e^{i \phi_{d} \cos (K \hat{z})}|z\rangle\langle z \mid k+\beta\rangle, \tag{A1}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
K \gamma_{n} \equiv \pi[(1+2 \beta) \ell-\Omega(2 n-1)] \tag{A2}
\end{equation*}
$$

Using $\exp \left(-i \hat{k} K \gamma_{n}\right)|z\rangle=\exp \left(i \beta K \gamma_{n}\right) \quad$ and $\quad\langle z \mid k+\beta\rangle$ $=\sqrt{K / 2 \pi} \exp [i(k+\beta) K z]$, we deduce from Eq. (A1) that

$$
\begin{align*}
\hat{F}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i \pi \beta(1+\beta) \ell} \int d z\left|z+\gamma_{n}\right\rangle e^{i(k+\beta) K z} \\
& \times e^{i \phi_{d} \cos (K z)} \tag{A3}
\end{align*}
$$

where we have used $\langle z \mid k+\beta\rangle=\sqrt{K / 2 \pi} e^{i(k+\beta) K z}$.
The combined effect of the $n$th and $(n+1)$ th transformed Floquet operators can be determined similarly, to obtain

$$
\begin{align*}
\widetilde{F}_{n+1}(\beta) \widetilde{F}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i 2 \pi \beta(1+\beta) \ell} \int d z\left|z+\gamma_{n}+\gamma_{n+1}\right\rangle \\
& \times e^{i(k+\beta) K z} e^{i \phi_{d}\left[\cos (K z)+\cos \left(K z+K \gamma_{n}\right)\right]} . \tag{A4}
\end{align*}
$$

Hence, the full time evolution of the initial momentum
eigenstate, governed by $\widetilde{\mathcal{F}}_{n}(\beta)=\widetilde{F}_{n}(\beta) \widetilde{F}_{n-1}(\beta) \cdots \widetilde{F}_{1}(\beta)$, is

$$
\begin{align*}
\widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i n \pi \beta(1+\beta) \ell} \int d z\left|z+\sum_{n^{\prime}=1}^{n} \gamma_{n^{\prime}}\right\rangle \\
& \times e^{i(k+\beta) K z} \exp \left\{i \phi_{d}[\cos (K z)\right. \\
& \left.\left.+\sum_{j=1}^{n-1} \cos \left(K z+\sum_{j^{\prime}=1}^{j} K \gamma_{j^{\prime}}\right)\right]\right\} \tag{A5}
\end{align*}
$$

## 3. Spatial representation

To determine the matrix element $\langle z| \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle$, we project Eq. (A5) onto $|z\rangle$, i.e.,

$$
\begin{align*}
\langle z| \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i n \pi \beta(1+\beta) \ell} e^{i(k+\beta)\left(K z-\Sigma_{n^{\prime}=1}^{n} K \gamma_{n^{\prime}}\right)} \\
& \times \exp \left\{i \phi _ { d } \left[\cos \left(K z-\sum_{n^{\prime}=1}^{n} K \gamma_{n^{\prime}}\right)\right.\right. \\
& \left.\left.+\sum_{j=1}^{n-1} \cos \left(K z-\sum_{n^{\prime}=1}^{n} K \gamma_{n^{\prime}}+\sum_{j^{\prime}=1}^{j} K \gamma_{j^{\prime}}\right)\right]\right\} . \tag{A6}
\end{align*}
$$

Using Eq. (A2), we can readily evaluate the sum

$$
\begin{equation*}
\sum_{n^{\prime}=1}^{n} K \gamma_{n^{\prime}}=n \pi[(1+2 \beta) \ell-\Omega n] \tag{A7}
\end{equation*}
$$

and, with the definition

$$
\begin{equation*}
q_{j} \equiv(n-j) \pi[(1+2 \beta) \ell-\Omega(n+j)], \tag{A8}
\end{equation*}
$$

Eq. (A6) simplifies to

$$
\begin{align*}
\langle z| \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i n \pi \beta(1+\beta) \ell} e^{i(k+\beta)\left(K z-q_{0}\right)} \\
& \times \exp \left(i \phi_{d} \sum_{j=0}^{n-1} \cos \left(K z-q_{j}\right)\right) . \tag{A9}
\end{align*}
$$

Finally, defining $\xi \equiv \sum_{j=0}^{n-1} \cos q_{j}$ and $\zeta \equiv \sum_{j=0}^{n-1} \sin q_{j}$, Eq. (A9) further simplifies to

$$
\begin{align*}
\langle z| \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i n \pi \beta(1+\beta) \ell} e^{i(k+\beta)\left(K z-q_{0}\right)} \\
& \times e^{i \phi_{d} \xi \cos (K z)+i \phi_{d} \zeta \sin (K z)} \tag{A10}
\end{align*}
$$

## 4. Probability amplitudes

## a. General form of the probability amplitudes

Invoking Bessel function expansions [57], Eq. (A10) can be recast in the form

$$
\begin{align*}
\langle z| \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle= & \sqrt{\frac{K}{2 \pi}} e^{i n \pi \beta(1+\beta) \ell} e^{i(k+\beta)\left(K z-q_{0}\right)} \\
& \times \sum_{j=-\infty}^{\infty} e^{i j K z} J_{j}(\omega) e^{i j \chi} \tag{A11}
\end{align*}
$$

where $\omega$ and $\chi$ are real and defined by $\omega e^{i \chi} \equiv \phi_{d}(i \xi+\zeta)$. To evaluate the matrix element

$$
\begin{equation*}
\left\langle j+\beta^{\prime}\right| \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle=\sqrt{\frac{K}{2 \pi}} \int d z e^{-i\left(j+\beta^{\prime}\right) K z}\langle z| \widetilde{F}_{n}(\beta)|k+\beta\rangle, \tag{A12}
\end{equation*}
$$

we substitute Eq. (A11) into Eq. (A12) to yield

$$
\begin{align*}
\left\langle j+\beta^{\prime}\right| \mathcal{F}_{n}(\beta)|k+\beta\rangle= & e^{-i \pi n \alpha k} e^{-i n^{2} \pi(k+\beta) \Omega} e^{-i n \pi \beta^{2} \ell} \sum_{j^{\prime}=-\infty}^{\infty} J_{j^{\prime}}(\omega) \\
& \times e^{i j^{\prime}} \chi \frac{K}{2 \pi} \int d z e^{i\left(k+j^{\prime}-j+\beta-\beta^{\prime}\right) K z} \tag{A13}
\end{align*}
$$

where $\alpha=(1+2 \beta) \ell$.
We now consider the general expansion

$$
\begin{equation*}
|\Psi(t=n T)\rangle \equiv \widetilde{\mathcal{F}}_{n}(\beta)|k+\beta\rangle=\sum_{j=-\infty}^{\infty} c_{k j}(\beta, n T)|j+\beta\rangle \tag{A14}
\end{equation*}
$$

where the probability amplitudes $c_{k j}(\beta, n T)$ are given by $c_{k j}(\beta, n T) \delta\left(\beta-\beta^{\prime}\right)=\left\langle j+\beta^{\prime}\right| \hat{\mathcal{F}}_{n}(\beta)|k+\beta\rangle$. Evaluating the Fourier integral in Eq. (A13), it follows that

$$
\begin{equation*}
c_{k j}(\beta, n T)=J_{j-k}(\omega) e^{i(j-k) \chi} e^{-i \pi n \alpha k} e^{-i n^{2} \pi(k+\beta) \Omega} e^{-i n \pi \beta^{2} \ell} \tag{A15}
\end{equation*}
$$

where the normalizsation condition $\sum_{j=\infty}^{\infty}\left|c_{k j}(\beta, n T)\right|^{2}=1$ is satisfied. Equations (A14) and (A15) describe the time evolution of the initial momentum eigenstate $|k+\beta\rangle$. However, it still remains to evaluate $\omega$ and $\chi$.

## b. Evaluation of $\boldsymbol{\omega}$ and $\boldsymbol{\chi}$

It is convenient to define ${ }^{5}$

$$
\begin{equation*}
\phi_{d} \nu=\omega e^{i \chi} \tag{A16}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\nu \equiv i \xi+\zeta=i \sum_{j=0}^{n-1} e^{-i q_{j}} \tag{A17}
\end{equation*}
$$

Substituting Eq. (A8) into Eq. (A17), we obtain

$$
\begin{equation*}
\nu=i e^{-i \pi\left(\alpha n-\Omega n^{2}\right)} \sum_{j=0}^{n-1} e^{i \pi\left(\alpha j-\Omega j^{2}\right)} \tag{A18}
\end{equation*}
$$

Absorbing the global phase, we define

[^3]\[

$$
\begin{equation*}
\widetilde{\nu}=\sum_{j=0}^{n-1} e^{i \pi\left(\alpha j-\Omega j^{2}\right)} \tag{A19}
\end{equation*}
$$

\]

and hence the magnitude $\eta \equiv|\widetilde{\nu}|=|\nu|=|\omega| / \phi_{d}$. It is perhaps natural to think of $\omega$ in $\omega e^{i \chi}$ as being positive, although we find it more convenient in Eq. (A22) to allow $\omega$ to take negative values.

## c. Integer values of $\boldsymbol{\Omega}$

The Gauss sum in Eq. (A19) can be evaluated analytically in some particular cases. Here we illustrate this for integer $\Omega=r$. For this choice of $\Omega$, Eq. (A19) reduces to a geometric sum,

$$
\begin{equation*}
\widetilde{\nu}=\sum_{j=0}^{n-1} e^{i \pi(\alpha-r) j} \tag{A20}
\end{equation*}
$$

which can be evaluated to give

$$
\begin{equation*}
\widetilde{\nu}=\frac{1-e^{i n(\alpha-r) \pi}}{1-e^{i(\alpha-r) \pi}}=e^{i(n-1)(\alpha-r) \pi / 2} \frac{\sin [n(\alpha-r) \pi / 2]}{\sin [(\alpha-r) \pi / 2]} . \tag{A21}
\end{equation*}
$$

Referring to Eqs. (A17) and (A18), we can now set

$$
\begin{equation*}
\frac{\omega}{\phi_{d}}=\frac{\sin [n(\alpha-r) \pi / 2]}{\sin [(\alpha-r) \pi / 2]}, \tag{A22}
\end{equation*}
$$

and $\chi=[1-(\alpha-r)(n+1)] \pi / 2$. Note that Eq. (A22) can take negative values, and hence the absolute value must be taken to obtain $\eta$, if desired.

## APPENDIX B: SUMMATIONS OF BESSEL FUNCTIONS

We first state the recurrence relation [68]

$$
\begin{equation*}
J_{n-1}(x)+J_{n+1}(x)=\frac{2 n}{x} J_{n}(x) \tag{B1}
\end{equation*}
$$

and Neumann's addition theorem [68]

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} J_{n}\left(x_{1}\right) J_{n+k}\left(x_{2}\right)=J_{k}\left(x_{1}-x_{2}\right) \tag{B2}
\end{equation*}
$$

where $n$ and $k$ are integer. The addition theorem (B2) has two special cases:

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} J_{n}^{2}(x)=\sum_{n=-\infty}^{\infty} J_{n+k}^{2}(x)=1 \tag{B3}
\end{equation*}
$$

for any integer value of $k$, and

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} J_{n}(x) J_{n+k}(x)=0 \tag{B4}
\end{equation*}
$$

for integer $k \neq 0$.

The identity $J_{-n}(x)=(-1)^{n} J_{n}(x)$ implies $J_{n}^{2}(x)=J_{-n}^{2}(x)$ [68], and therefore that

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} n^{2 m-1} J_{n}^{2}(x)=0 \tag{B5}
\end{equation*}
$$

for integer $m>0$. In contrast, repeated substitution of the recurrence relation (B1) reveals

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} n^{2 m} J_{n}^{2}(x)=\sum_{q=1}^{2 m}\left(\frac{x}{2}\right)^{q} \sum_{p=0}^{q} c_{q, p} \sum_{n=-\infty}^{\infty} J_{n-q+2 p}(x) J_{n}(x) \tag{B6}
\end{equation*}
$$

where it is in principle possible, although often tedious, to determine the coefficients $c_{q, p}$. With Eqs. (B3) and (B4) we can eliminate all terms in Eq. (B6) except those where $q$ $=2 p$. Hence,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} n^{2 m} J_{n}^{2}(x)=\sum_{q=1}^{m} a_{q} x^{2 q} \equiv R_{2 m}(x) \tag{B7}
\end{equation*}
$$

where $a_{q} \equiv c_{2 q, q} / 2^{2 q}$, and we note that the leading-order coefficient of the polynomial $R_{2 m}(x)$ is always $a_{m}=\binom{2 m}{m} / 2^{2 m}$. In particular,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} n^{2} J_{n}^{2}(x)=\frac{x^{2}}{2}, \quad \sum_{n=-\infty}^{\infty} n^{4} J_{n}^{2}(x)=\frac{3 x^{4}}{8}+\frac{x^{2}}{2} \tag{B8}
\end{equation*}
$$

## APPENDIX C: COUNTING TERMS WHERE $\boldsymbol{G}\left(\mathbf{j}_{q}\right)=\boldsymbol{G}\left(\mathbf{j}_{q}^{\prime}\right)$

To find the number of terms where $G\left(\mathbf{j}_{q}\right)=G\left(\mathbf{j}_{q}^{\prime}\right)$, we require that [see Eq. (44b)]

$$
\begin{equation*}
\left(j_{1}+j_{2}+\cdots+j_{q}-j_{1}^{\prime}-j_{2}^{\prime}-\cdots-j_{q}^{\prime}\right)=0 \tag{C1}
\end{equation*}
$$

where $j_{q}, j_{q}^{\prime} \in[0, n-1]$. We follow a well-known number theoretical approach, which is described in detail in [66]. The number of ways that Eq. (C1) can be satisfied is isomorphic to the problem of evaluating the $x$-independent term in

$$
\begin{equation*}
\left(1+x+x^{2}+\cdots+x^{n-1}\right)^{q}\left(1+x^{-1}+x^{-2}+\cdots+x^{-n+1}\right)^{q} \tag{C2}
\end{equation*}
$$

which we multiply by $x^{q(n-1)}$, to give

$$
\begin{equation*}
\left(1+x+x^{2}+\cdots+x^{n-1}\right)^{2 q} \tag{C3}
\end{equation*}
$$

We now require the coefficient of $x^{q(n-1)}$ in Eq. (C3), which is given by ${ }^{6}$ [77]

$$
\begin{align*}
W(2 q, n) & =\sum_{j=0}^{q}(-1)^{j}\binom{2 q}{j}\binom{n(q-j)+q-1}{2 q-1} \\
& =\sum_{j=0}^{q}(-1)^{j}\binom{N+q-1}{N-q}\binom{2 q}{j}, \tag{C4}
\end{align*}
$$

[^4]where we have used $\binom{x}{y}=\binom{x}{x-y}$ and set $N=n(q-j)$. The only $n$-dependent part of $W(2 q, n)$ is the binomial coefficient
\[

$$
\begin{equation*}
\binom{N+q-1}{N-q}=\frac{(N+m-1)(N+m-2) \cdots(N-m+1)}{(2 q-1)!} \tag{C5}
\end{equation*}
$$

\]

the numerator of which is a polynomial in $N$ of degree $2 q$ -1 . Thus, we may write $W(2 q, n)=S_{2 q-1}(n)$ where $S_{2 q-1}(n)$ is a polynomial in $n$ of degree $2 q-1$.

## APPENDIX D: DERIVATION OF MOMENTS FOR GAUSSIAN DISTRIBUTIONS

## 1. Second moment

For a Gaussian initial momentum distribution $D(P)$ $=\exp \left(-P^{2} / 2 w^{2}\right) / \sqrt{2 \pi w^{2}}$ ( $w$ is the standard deviation), the initial second-order momentum moment is $\left\langle\hat{P}^{2}\right\rangle_{0}=w^{2}$. Using Eqs. (29) and (A22), we deduce that, for integer $\Omega=r$,

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=w^{2}+\frac{\phi_{d}^{2}}{2 \sqrt{2 \pi w^{2}}} \int_{-\infty}^{\infty} d P \frac{\sin ^{2}[n(\alpha-r) \pi / 2]}{\sin ^{2}[(\alpha-r) \pi / 2]} e^{-P^{2} / 2 w^{2}} \tag{D1}
\end{equation*}
$$

Note that we can replace the $\beta$ in $\alpha \equiv(1+2 \beta) \ell$ with $P \equiv k$ $+\beta$ without altering Eq. (A22). We now use Eq. (E3) together with

$$
\begin{equation*}
\cos \{q[(1+2 P) \ell-r] \pi\}=(-1)^{q(\ell-r)} \cos (2 q \ell \pi P) \tag{D2}
\end{equation*}
$$

to determine from Eq. (D1) that

$$
\begin{align*}
\left\langle\hat{P}^{2}\right\rangle_{n}= & w^{2}+\frac{\phi_{d}^{2}}{2} n+\frac{\phi_{d}^{2}}{\sqrt{2 \pi w^{2}}} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) \\
& \times \int_{-\infty}^{\infty} d P \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}} \tag{D3}
\end{align*}
$$

We now substitute [78]

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi w^{2}}} \int_{-\infty}^{\infty} d P \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}}=e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}} \tag{D4}
\end{equation*}
$$

into Eq. (D3), which gives the final result:

$$
\begin{equation*}
\left\langle\hat{P}^{2}\right\rangle_{n}=w^{2}+\frac{\phi_{d}^{2}}{2} n+\phi_{d}^{2} \sum_{q=1}^{n}(-1)^{q(\ell-r)}(n-q) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}} \tag{D5}
\end{equation*}
$$

## 2. Fourth moment

The initial fourth-order moment for a Gaussian initial distribution is $\left\langle\hat{P}^{4}\right\rangle_{0}=3 w^{4}$. Using a similar approach to that for the second-order momentum moment, we use Eqs. (30) and (A22) to deduce that, for $\Omega=r$,

$$
\begin{equation*}
\left\langle\hat{P}^{4}\right\rangle_{n}=3 w^{4}+\frac{3 \phi_{d}^{4}}{8 \sqrt{2 \pi w^{2}}} \int_{-\infty}^{\infty} d P \frac{\sin ^{4}[n(\alpha-\Omega) \pi / 2]}{\sin ^{4}[(\alpha-\Omega) \pi / 2]} e^{-P^{2} / 2 w^{2}}+\frac{\phi_{d}^{2}}{\sqrt{2 \pi w^{2}}} \int_{-\infty}^{\infty} d P\left(\frac{1}{2}+3 P^{2}\right) \frac{\sin ^{2}[n(\alpha-\Omega) \pi / 2]}{\sin ^{2}[(\alpha-\Omega) \pi / 2]} e^{-P^{2} / 2 w^{2}} \tag{D6}
\end{equation*}
$$

Using Eqs. (D2), (E3), and (E4), we deduce from Eq. (D6) that

$$
\begin{align*}
\left\langle\hat{P}^{4}\right\rangle= & 3 w^{4}+\frac{\phi_{d}^{4}}{8}\left(2 n^{2}+1\right) n+\frac{\phi_{d}^{2}}{2} n+3\left\langle P_{0}^{2}\right\rangle \phi_{d}^{2} n+\frac{3 \phi_{d}^{4}}{8 \sqrt{2 \pi w^{2}}} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}\left(q^{3}-2 n q^{2}-q+\frac{2 n}{3}\left(n^{2}+1\right)\right) \\
& \times \int_{-\infty}^{\infty} d P \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}}-\frac{3 \phi_{d}^{4}}{8 \sqrt{2 \pi w^{2}}} \sum_{q=n}^{2 n-2}(-1)^{q(\ell-r)}\left(\frac{q^{3}}{3}-2 n q^{2}+\frac{\left(12 n^{2}-1\right)}{3} q+\frac{2 n}{3}\left(1-4 n^{2}\right)\right) \\
& \times \int_{-\infty}^{\infty} d P \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}}+\frac{\phi_{d}^{2}}{\sqrt{2 \pi w^{2}}} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) \int_{-\infty}^{\infty} d P \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}} \\
& +\frac{6 \phi_{d}^{2}}{\sqrt{2 \pi w^{2}}} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) \int_{-\infty}^{\infty} d P P^{2} \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}} . \tag{D7}
\end{align*}
$$

Finally, using $\left\langle\hat{P}^{2}\right\rangle_{0}=w^{2}$, Eq. (D4), and the integral [78]

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi w^{2}}} \int_{-\infty}^{\infty} d P P^{2} \cos (2 q \ell \pi P) e^{-P^{2} / 2 w^{2}}=w^{2}\left(1-4 q^{2} \ell^{2} \pi^{2} w^{2}\right) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}} \tag{D8}
\end{equation*}
$$

to simplify Eq. (D7), we find that

$$
\begin{gather*}
\left\langle\hat{P}^{4}\right\rangle=3 w^{4}+\frac{\phi_{d}^{4}}{8}\left(2 n^{2}+1\right) n+3 w^{2} \phi_{d}^{2} n+\frac{3 \phi_{d}^{4}}{8} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)} e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}}\left(q^{3}-2 n q^{2}-q+\frac{2 n}{3}\left(2 n^{2}+1\right)\right) \\
-\frac{3 \phi_{d}^{42 n-2}}{8} \sum_{q=n}(-1)^{q(\ell-r)} e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}}\left(\frac{q^{3}}{3}-2 n q^{2}+\frac{\left(12 n^{2}-1\right)}{3} q+\frac{2 n}{3}\left(1-4 n^{2}\right)\right)+\phi_{d}^{2} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}} . \\
 \tag{D9}\\
+6 \phi_{d}^{2} \sum_{q=1}^{n-1}(-1)^{q(\ell-r)}(n-q) w^{2}\left(1-4 w^{2} q^{2} \ell^{2} \pi^{2}\right) e^{-2 q^{2} \ell^{2} \pi^{2} w^{2}}
\end{gather*}
$$

## APPENDIX E: COSINE EXPANSIONS

In order to perform many of the integrations in Appendix D , we used finite cosine expansions of powers of $\sin (n \vartheta) / \sin (\vartheta)$. To derive such an expansion for $\sin ^{2}(n \vartheta) / \sin ^{2}(\vartheta)$, we first consider the summation

$$
\begin{align*}
n+2 \sum_{q=1}^{n-1}(n-q) \cos (2 q \vartheta)= & n+n \sum_{q=1}^{n-1} e^{i 2 q \vartheta}+n \sum_{q=1}^{n-1} e^{-i 2 q \vartheta} \\
& -\sum_{q=1}^{n-1} q e^{i 2 q \vartheta}-\sum_{q=1}^{n-1} q e^{-i 2 q \vartheta} \tag{E1}
\end{align*}
$$

The exponential sums in Eq. (E1) are geometric sums, or their derivatives, which can be evaluated to give

$$
\begin{align*}
n+2 \sum_{q=1}^{n-1}(n-q) \cos (2 q \vartheta)= & n+n \frac{e^{i 2 \vartheta n}-e^{2 i \vartheta}}{e^{2 i \vartheta}-1}-n \frac{e^{-i 2 \vartheta(n-1)}-1}{e^{2 i \vartheta}-1} \\
& +\frac{i}{2} \frac{\partial}{\partial \vartheta} \frac{e^{i 2 \vartheta n}-e^{2 i \vartheta}}{e^{2 i \vartheta}-1} \\
& -\frac{i}{2} \frac{\partial}{\partial \vartheta} \frac{e^{-i 2 \vartheta n}-e^{-2 i \vartheta}}{e^{-2 i \vartheta}-1} . \tag{E2}
\end{align*}
$$

Differentiating Eq. (E2) and identifying a mutual denominator then gives the desired result:

$$
\begin{align*}
n+2 \sum_{q=1}^{n-1}(n-q) \cos (2 q \vartheta) & =\frac{e^{2 i \vartheta(n+1)}-2 e^{2 i \vartheta}+e^{-2 i \vartheta(n-1)}}{\left(e^{2 i \vartheta}-1\right)^{2}} \\
& =\frac{\sin ^{2}(n \vartheta)}{\sin ^{2}(\vartheta)} \tag{E3}
\end{align*}
$$

Similarly, rewriting $\cos (2 q \vartheta)$ and converting terms involving powers of $q$ to derivatives of $\cos (2 q \vartheta)$, we find that

$$
\begin{aligned}
\frac{\sin ^{4}(n \vartheta)}{\sin ^{4}(\vartheta)}= & \frac{n}{3}\left(2 n^{2}+1\right)+\sum_{q=1}^{n-1}\left(q^{3}-2 n q^{2}-q\right. \\
& \left.+\frac{2 n}{3}\left(2 n^{2}+1\right)\right) \cos (2 q \vartheta) \\
& -\sum_{q=n}^{2 n-2}\left[\frac{q^{3}}{3}-2 n q^{2}+\left(4 n^{2}-\frac{1}{3}\right) q\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\frac{2 n}{3}\left(1-4 n^{2}\right)\right] \cos (2 q \vartheta) \tag{E4}
\end{equation*}
$$

We note that $U_{n-1}(\cos (\vartheta))=\sin (n \vartheta) / \sin (\vartheta)$ is a Chebyshev polynomial of the second kind, and in this appendix we have considered finite expansions of these in terms of Chebyshev polynomials of the first kind, i.e., $T_{n}(\cos (\vartheta))$ $=\cos (n \vartheta)$. These are equivalent to discrete Fourier transforms.
[1] G. Casati, B. V. Chirikov, F. M. Izraelev, and J. Ford, in Stochastic Behavior in Classical and Quantum Hamiltonian Systems, edited by G. Casati and J. Ford (Springer, New York, 1979).
[2] F. M. Izrailev and D. L. Shepelyanskii, Sov. Phys. Dokl. 24, 996 (1979).
[3] F. M. Izrailev and D. L. Shepelyanskii, Theor. Math. Phys. 43, 553 (1980).
[4] I. Dana, Phys. Rev. Lett. 73, 1609 (1994).
[5] I. Dana, E. Eisenberg, and N. Shnerb, Phys. Rev. Lett. 74, 686 (1995).
[6] I. Dana, E. Eisenberg, and N. Shnerb, Phys. Rev. E 54, 5948 (1996).
[7] I. Dana and D. L. Dorofeev, Phys. Rev. E 72, 046205 (2005).
[8] I. Dana and D. L. Dorofeev, Phys. Rev. E 73, 026206 (2006).
[9] I. Dana and D. L. Dorofeev, Phys. Rev. E 74, 045201(R) (2006).
[10] S. Wimberger, I. Guarneri, and S. Fishman, Nonlinearity 16, 1381 (2003).
[11] S. Wimberger, I. Guarneri, and S. Fishman, Phys. Rev. Lett. 92, 084102 (2004).
[12] S. Wimberger and M. Sadgrove, J. Phys. A 38, 10549 (2005).
[13] M. Lepers, V. Zehnlé, and J. C. Garreau, Phys. Rev. A 77, 043628 (2008).
[14] C. F. Bharucha, J. C. Robinson, F. L. Moore, B. Sundaram, Q. Niu, and M. G. Raizen, Phys. Rev. E 60, 3881 (1999).
[15] W. H. Oskay, D. A. Steck, V. Milner, B. G. Klappauf, and M. G. Raizen, Opt. Commun. 179, 137 (2000).
[16] M. Sadgrove, A. Hilliard, T. Mullins, S. Parkins, and R. Leonhardt, Phys. Rev. E 70, 036217 (2004).
[17] G. J. Duffy, A. S. Mellish, K. J. Challis, and A. C. Wilson, Phys. Rev. A 70, 041602(R) (2004).
[18] J. F. Kanem, S. Maneshi, M. Partlow, M. Spanner, and A. M. Steinberg, Phys. Rev. Lett. 98, 083004 (2007).
[19] J.-A. Currivan, A. Ullah, and M. D. Hoogerland, e-print arXiv:0806.3107v3.
[20] L. Deng, E. W. Hagley, J. Denschlag, J. E. Simsarian, M. Edwards, C. W. Clark, K. Helmerson, S. L. Rolston, and W. D. Phillips, Phys. Rev. Lett. 83, 5407 (1999).
[21] A. J. Lichtenberg and M. A. Lieberman, Regular and Chaotic Dynamics, 2nd ed. (Springer, New York, 1992).
[22] L. E. Reichl, The Transition to Chaos: Conservative Classical Systems and Quantum Manifestations, 2nd ed. (Springer, New York, 2004).
[23] F. Haake, Quantum Signatures of Chaos, 2nd ed. (Springer, Berlin, 2001).
[24] M. C. Gutzwiller, Chaos in Classical and Quantum Mechanics (Springer, New York, 1990).
[25] F. L. Moore, J. C. Robinson, C. F. Bharucha, B. Sundaram, and M. G. Raizen, Phys. Rev. Lett. 75, 4598 (1995).
[26] H. Ammann, R. Gray, I. Shvarchuck, and N. Christensen, Phys. Rev. Lett. 80, 4111 (1998).
[27] M. B. d'Arcy, R. M. Godun, M. K. Oberthaler, D. Cassettari, and G. S. Summy, Phys. Rev. Lett. 87, 074102 (2001).
[28] F. L. Moore, J. C. Robinson, C. Bharucha, P. E. Williams, and M. G. Raizen, Phys. Rev. Lett. 73, 2974 (1994).
[29] B. G. Klappauf, W. H. Oskay, D. A. Steck, and M. G. Raizen, Physica D 131, 78 (1999).
[30] D. A. Steck, V. Milner, W. H. Oskay, and M. G. Raizen, Phys. Rev. E 62, 3461 (2000).
[31] V. Milner, D. A. Steck, W. H. Oskay, and M. G. Raizen, Phys. Rev. E 61, 7223 (2000).
[32] W. H. Oskay, D. A. Steck, and M. G. Raizen, Chaos, Solitons Fractals 16, 409 (2003).
[33] K. Vant, G. Ball, and N. Christensen, Phys. Rev. E 61, 5994 (2000).
[34] A. C. Doherty, K. M. D. Vant, G. H. Ball, N. Christensen, and R. Leonhardt, J. Opt. B: Quantum Semiclassical Opt. 2, 605 (2000).
[35] M. B. d'Arcy, R. M. Godun, D. Cassettari, and G. S. Summy, Phys. Rev. A 67, 023605 (2003).
[36] C. Ryu, M. F. Andersen, A. Vaziri, M. B. d'Arcy, J. M. Grossman, K. Helmerson, and W. D. Phillips, Phys. Rev. Lett. 96, 160403 (2006).
[37] P. Szriftgiser, J. Ringot, D. Delande, and J. C. Garreau, Phys. Rev. Lett. 89, 224101 (2002).
[38] H. Ammann and N. Christensen, Phys. Rev. E 57, 354 (1998).
[39] K. Vant, G. Ball, H. Ammann, and N. Christensen, Phys. Rev. E 59, 2846 (1999).
[40] M. E. K. Williams, M. P. Sadgrove, A. J. Daley, R. N. C. Gray, S. M. Tan, A. S. Parkins, N. Christensen, and R. Leonhardt, J. Opt. B: Quantum Semiclassical Opt. 6, 28 (2004).
[41] G. J. Duffy, S. Parkins, T. Müller, M. Sadgrove, R. Leonhardt, and A. C. Wilson, Phys. Rev. E 70, 056206 (2004).
[42] A. Tonyushkin, S. Wu, and M. Prentiss, e-print arXiv:0803.4153v1.
[43] S. Wu, A. Tonyushkin, and M. Prentiss, e-print arXiv:0801.0475v1.
[44] M. K. Oberthaler, R. M. Godun, M. B. d'Arcy, G. S. Summy, and K. Burnett, Phys. Rev. Lett. 83, 4447 (1999).
[45] R. M. Godun, M. B. d'Arcy, M. K. Oberthaler, G. S. Summy, and K. Burnett, Phys. Rev. A 62, 013411 (2000).
[46] M. B. d'Arcy, R. M. Godun, M. K. Oberthaler, G. S. Summy, K. Burnett, and S. A. Gardiner, Phys. Rev. E 64, 056233 (2001).
[47] S. Schlunk, M. B. d'Arcy, S. A. Gardiner, D. Cassettari, R. M. Godun, and G. S. Summy, Phys. Rev. Lett. 90, 054101 (2003).
[48] S. Schlunk, M. B. d'Arcy, S. A. Gardiner, and G. S. Summy, Phys. Rev. Lett. 90, 124102 (2003).
[49] Z.-Y. Ma, M. B. d'Arcy, and S. A. Gardiner, Phys. Rev. Lett. 93, 164101 (2004).
[50] A. Buchleitner, M. B. d'Arcy, S. Fishman, S. A. Gardiner, I. Guarneri, Z.-Y. Ma, L. Rebuzzini, and G. S. Summy, Phys. Rev. Lett. 96, 164101 (2006).
[51] G. Behinaein, V. Ramareddy, P. Ahmadi, and G. S. Summy, Phys. Rev. Lett. 97, 244101 (2006).
[52] S. Fishman, I. Guarneri, and L. Rebuzzini, Phys. Rev. Lett. 89, 084101 (2002).
[53] S. Fishman, I. Guarneri, and L. Rebuzzini, J. Stat. Phys. 110, 911 (2003).
[54] R. Bach, K. Burnett, M. B. d'Arcy, and S. A. Gardiner, Phys. Rev. A 71, 033417 (2005).
[55] I. Guarneri and L. Rebuzzini, Phys. Rev. Lett. 100, 234103 (2008).
[56] M. Saunders, P. L. Halkyard, S. A. Gardiner, and K. J. Challis, e-print arXiv:0806.3894v1.
[57] M. Saunders, P. L. Halkyard, K. J. Challis, and S. A. Gardiner, Phys. Rev. A 76, 043415 (2007).
[58] S. Inouye, M. R. Andrews, J. Stenger, H.-J. Miesner, D. M. Stamper-Kurn, and W. Ketterle, Nature (London) 392, 151 (1998).
[59] J. L. Roberts, N. R. Claussen, J. P. Burke, C. H. Greene, E. A. Cornell, and C. E. Wieman, Phys. Rev. Lett. 81, 5109 (1998).
[60] T. Köhler, K. Góral, and P. S. Julienne, Rev. Mod. Phys. 78,

1311 (2006).
[61] M. Gustavsson, E. Haller, M. J. Mark, J. G. Danzl, G. RojasKopeinig, and H.-C. Nägerl, Phys. Rev. Lett. 100, 080404 (2008).
[62] C. Kittel, Introduction to Solid State Physics (John Wiley \& Sons, New York, 1996).
[63] E. Hecht, Optics, 4th ed. (Addison-Wesley, San Francisco, 2002).
[64] D. Bigourd, B. Chatel, W. P. Schleich, and B. Girard, Phys. Rev. Lett. 100, 030202 (2008).
[65] M. Gilowski, T. Wendrich, T. Muller, C. Jentsch, W. Ertmer, E. M. Rasel, and W. P. Schleich, Phys. Rev. Lett. 100, 030201 (2008).
[66] T. M. Apostol, Introduction to Analytic Number Theory (Springer-Verlag, New York, 1976).
[67] V. Armitage and A. Rogers, J. Phys. A 33, 5993 (2000).
[68] Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, edited by M. Abramowitz and I. A. Stegun (U. S. GPO, Washington, D.C., 1964).
[69] T. J. Rivlin, The Chebyshev Polynomials (Wiley, New York, 1974).
[70] J. C. Mason and D. C. Handscomb, Chebyshev Polynomials (Chapman \& Hall, Boca Raton, FL, 2003).
[71] B. C. Berndt and R. J. Evans, Bull., New Ser., Am. Math. Soc. 5, 107 (1981).
[72] R. Kubo, J. Phys. Soc. Jpn. 17, 1100 (1962).
[73] J. Fricke, Ann. Phys. (N.Y.) 252, 479 (1996).
[74] T. Köhler and K. Burnett, Phys. Rev. A 65, 033601 (2002).
[75] C. W. Gardiner, Handbook of Stochastic Methods, 2nd ed. (Springer, Berlin, 1996).
[76] M. Gustavsson, E. Haller, M. J. Mark, J. G. Danzl, R. Hart, A. J. Daley, and H.-C. Nägerl (unpublished).
[77] J. V. Uspensky, Introduction to Mathematical Probability, 1st ed. (McGraw-Hill, New York, 1937).
[78] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series and Products, 7th ed. (Academic Press, San Diego, 2007).


[^0]:    ${ }^{1}$ The global phase is corrected slightly from that given previously [46].
    ${ }^{2}$ The parameter $\alpha$ is related to $\Upsilon[56,57]$ by $\Upsilon=\alpha \pi / 2$.

[^1]:    ${ }^{3} \mathrm{~A}$ simple example is for $q=2$ where we have the constraint $j_{1}$ $+j_{2}=j_{1}^{\prime}+j_{2}^{\prime}$. Considering $\left(j_{1}+j_{2}\right)^{2}=\left(j_{1}^{\prime}+j_{2}^{\prime}\right)^{2}$ leads to the conclusion that $j_{1}^{2}+j_{2}^{2}-j_{1}^{\prime 2}-j_{2}^{\prime 2}=2\left(j_{1}^{\prime} j_{2}^{\prime}-j_{1} j_{2}\right)$.

[^2]:    ${ }^{4}$ Note that $\hbar K$ is equal to two photon recoils.

[^3]:    ${ }^{5}$ The parameter $\nu$ in this paper is related to a previously defined parameter $\mu$ [57] according to $\nu=i \mu^{*}$.

[^4]:    ${ }^{6}$ This is equivalent to considering $2 q n$-sided dice and finding the number of ways $W(2 q, n)$ of totaling $q(n-1)$.

