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Abstract

The aim of this work is to develop a well-balanced finite volume method for the accurate
numerical solution of the equations governing suspended sediment and bed-load transport in two-
dimensional shallow water flows. The modelling system consists of three coupled model compo-
nents: (i) the shallow water equations for the hydrodynamical model, (ii) a transport equation for
the dispersion of suspended sediments, and (iii) an Exner equation for the morphodynamics. These
coupled models form a hyperbolic system of conservation laws with source terms. The proposed
finite volume method consists of a predictor stage for the discretization of gradient terms and a
corrector stage for the treatment of source terms. The gradient fluxes are discretized using a mod-
ified Roe’s scheme using the sign of the Jacobian matrix in the coupled system. A well-balanced
discretization is used for the treatment of source terms. In this paper, we also describe an adaptive
procedure in the finite volume method by monitoring the concentration of suspended sediments in
the computational domain during its transport process. The method uses unstructured meshes,
incorporates upwinded numerical fluxes and slope limiters to provide sharp resolution of steep
sediment concentrations and bed-load gradients that may form in the approximate solutions. De-
tails are given on the implementation of the method, and numerical results are presented for two
idealized test cases which demonstrate the accuracy and robustness of the method and its appli-
cability in predicting dam-break flows over erodible sediment beds. The method is also applied to
a sediment transport problem in the Nador lagoon.

Keywords. Suspended sediment; shallow water equations; bed-load transport; finite volume
method; unstructured grids; mesh adaptation; Nador lagoon

1 Introduction

Mathematical modelling of suspended sediment and bed-load transport in shallow water flows is based
on the formulation and solution of the appropriate equations of continuity and motion of water,
sediments and bed-load. In general, hydrodynamical flows represent a three-dimensional turbulent
Newtonian flow in complicated geometrical domains. The costs of incorporating three-dimensional
data in natural water courses is often excessively high. Computational efforts needed to simulate three-
dimensional turbulent flows can also be significant. In view of such considerations, many researchers
have tended to use rational approximations in order to develop two-dimensional hydrodynamical
models for water flows. Indeed, under the influence of gravity, many free-surface water flows can
be modelled by the shallow water equations with the assumption that the vertical scale is much
smaller than any typical horizontal scale. These equations can be derived from the depth-averaged
incompressible Navier-Stokes equations using appropriate free-surface and boundary conditions along
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with a hydrostatic pressure assumption. The shallow water equations in depth-averaged form have
been successfully applied to many engineering problems and their application fields include a wide
spectrum of phenomena other than water waves. For instance, the shallow water equations have
applications in environmental and hydraulic engineering such as tidal flows in an estuary or coastal
regions, rivers, reservoir and open channel flows, see [1, 35] among others. In general, suspended
sediments and bed-load transport in shallow water flows is determined by the characteristics of the
hydraulics flow and the properties of the suspended sediments. Thus, dynamics of the water and
dynamics of the sediments must be studied using a mathematical model made of three different but
dependent model variables: (i) a set of hydraulics variables defining the dynamics of the water flow,
(ii) a sediment variable defining the transport and dispersion of the sediments and (iii) a topography
variable defining the dynamics of the bed-load. The model presented in this study includes the
shallow water equations for the hydrodynamics, a transport equation for the conservation of sediment
concentration, Exner equation for the morphodynamics, and empirical functions for bed friction,
substrate erosion and deposition. Similar coupled sediment transport in free-surface water flow models
have been developed in [14, 13, 12, 33] and the references therein. The model here differs from these
in that (i) it accounts for movable beds using an Exner-type equation for the bed-load and (ii) it
can be applied both to short time scales where the flow, sediment transport and morphodynamics
evolution are strongly coupled and the rate of bed evolution is comparable to the rate of flow evolution
(e.g., erosion and deposition related to dam-break flows as those considered in the current work), or
to relatively long time scales where the time scale of bed evolution associated with erosion and/or
deposition is slow relative to the response of the flow to the changing water surface and therefore
the classical quasi-steady approximation can be invoked (e.g., erosion due to overland flows driven by
steady water flows). The governing equations form a two-dimensional nonlinear hyperbolic system of
conservation laws with source terms. Such practical coupled hydrodynamical and morphodynamical
problems are not trivial to simulate since the geometry can be complex and the topography irregular.
It should be pointed out that other mathematical models for morphodynamical systems have also
been studied in [31, 23, 5] among others. In these systems, the shallow water equations have been
coupled to an Exner-type equation for the bed-load without accounting for suspended sediments as
it is shown in the current study.

The main concern of the sediment transport (or morphodynamics) is to determine the evolution
of bed levels for hydrodynamic systems such as rivers, estuaries, bays and other nearshore regions
where water flows interact with the bed geometry. Example of applications include among others,
beach profile changes due to severe wave climates, seabed response to dredging procedures or imposed
structures, and harbour siltation. The ability to design numerical methods able to predict the mor-
phodynamics evolution of the coastal seabed has a clear mathematical and engineering relevances. In
practice, morphodynamics involve coupling between a hydrodynamics model, which provides a de-
scription of the flow field leading to a specification of local sediment transport rates, and an equation
for bed level change which expresses the conservative balance of sediment volume and its continual
redistribution with time. Nowadays, much effort has been devoted to develop numerical schemes
for morphodynamics models able to resolve all hydrodynamics and morphodynamics scales. In the
current study, a class of finite volume methods is proposed for numerical simulation of transient flows
involving erosion and deposition of sediments. The method consists of a predictor stage where the
numerical fluxes are constructed and a corrector stage to recover the conservation equations. The
sign matrix of the Jacobian matrix is used in the reconstruction of the numerical fluxes. Most of
these techniques have been recently investigated in [5, 4] for solving morphodynmics models without
accounting for sediment transport, erosion and deposition effects. The current study presents an
extension of this method to transient flows involving erosion and deposition of sediments. A detailed
formulation of the sign matrix and the numerical fluxes is presented using unstructured grids. It is
well-known that unstructured grids can be highly advantageous based on their ability to provide local
mesh refinement near important bathymetric features and structures. As a consequence, the ability to
provide local mesh refinement where it is needed leads to improve accuracy for a given computational
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cost as compared to methods that use fixed structured meshes. The proposed method also satisfies
the property of well-balancing flux-gradient and source-term in the system. In the computations
presented in the current study we have used the concentration of sediments as a monitoring function
for mesh refinements. Results presented in this paper demonstrate high resolution of the proposed
method and confirm its capability to provide accurate and efficient simulations for sediment trans-
port by water flows including erosion and deposition effects in complex topography using unstructured
grids. We should emphasize that higher order methods have also been used to solve nonconservative
hyperbolic systems, see for example [11, 21]. However, no mesh adaptation has been carried out in
these references.

This paper is organized as follows. In section 2 we briefly present the governing equations for
coupled models of suspended sediment and bed-load transport in two-dimensional shallow water flows.
The finite volume method is formulated in section 3. This section includes both the discretization
of gradient fluxes and treatment of source terms. We also discuss a mesh adaptation for the this
class of sediment transport problems. Section 4 contains numerical results and examples. Concluding
remarks are summarized in section 5.

2 Governing sediment transport equations

In general, the sediment transport model consists of three parts: hydraulic variables describing the
motion of water, a concentration variable describing the dispersion of suspended sediments, and a
morphodynamics variable which describes the deformation of the bed-load. In the present work we
assume that the flow is almost horizontal, the vertical component of the acceleration is vanishingly
small, the pressure is taken to be hydrostatic, the free-surface gravity waves are long with respect
to the mean flow depth and wave amplitude, and the water-species mixture is vertically homoge-
neous and non-reactive. The governing equations are obtained by balancing the net inflow of mass,
momentum and species through boundaries of a control volume during an infinitesimal time interval
while accounting for the accumulation of mass, resultant forces and species within the control volume,
compare for example [1, 36] among others. Thus, the equations for mass conservation and momentum
flux balance are given by

∂h

∂t
+

∂(hu)
∂x

+
∂(hv)

∂y
=

E −D

1− p
,

∂(hu)
∂t

+
∂

∂x

(
hu2 +

1
2
gh2

)
+

∂

∂y
(huv) = gh

(
−∂Z

∂x
− Sx

f

)
− (ρs − ρw)

2ρ
gh2 ∂c

∂x

−(ρ0 − ρ)(E −D)
ρ(1− p)

u, (1)

∂(hv)
∂t

+
∂

∂x
(huv) +

∂

∂y

(
hv2 +

1
2
gh2

)
= gh

(
−∂Z

∂y
− Sy

f

)
− (ρs − ρw)

2ρ
gh2 ∂c

∂y

−(ρ0 − ρ)(E −D)
ρ(1− p)

v,

where t is the time variable, x = (x, y)T the space coordinates, u = (u, v)T the depth-averaged
water velocity, h the water depth, Z the bottom topography, g the gravitational acceleration, p the
porosity, ρw the water density, ρs the sediment density, c is the depth-averaged concentration of
the suspended sediment, E and D represent the entrainment and deposition terms in upward and
downward directions, respectively. In (1), ρ and ρ0 are respectively, the density of the water-sediment
mixture and the density of the saturated bed defined by

ρ = ρw(1− c) + ρsc, ρ0 = ρwp + ρs(1− p). (2)
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The friction slopes Sx
f and Sy

f are defined, using the Manning roughness coefficient nb, as

Sx
f =

n2
b

h4/3
u
√

u2 + v2, Sy
f =

n2
b

h4/3
v
√

u2 + v2. (3)

The equation for mass conservation of species is modeled by

∂(hc)
∂t

+
∂

∂x
(huc) +

∂

∂y
(hvc) = E −D. (4)

Note that an evolution equation for the density can also be obtained by substituting the concentration,
c = (ρ − ρw)/(ρs − ρw) from the relation (2), into the equation (4). It is evident that the density of
the water-sediment mixture ρ = ρw only if the concentration vanishes. To determine the entrainment
and deposition terms in the above equations we assume a non-cohesive sediment and we use empirical
relations reported in [14]. Thus,

D = w(1− Ca)mCa, (5)

where w is the settling velocity of a single particle in tranquil water

ω =

√
(36ν/d)2 + 7.5ρsgd− 36ν/d

2.8
, (6)

with ν is the kinematic viscosity of the water, d the averaged diameter of the sediment particle, m an
exponent indicating the effects of hindered settling due to high sediment concentrations and it is set
to m = 2 in our simulations, Ca the near-bed volumetric sediment concentration, Ca = αcc, where αc

is a coefficient larger than unity. To ensure that the near-bed concentration does not exceed (1− p),
the coefficient αc is computed by [13]

αc = min
(

2,
1− p

c

)
.

For the entrainment of a cohesive material, the following relation is used

E =





ϕ
θ − θc

h

√
u2 + v2d−0.2, if θ ≥ θc,

0, otherwise,
(7)

where ϕ is a coefficient to control the erosion forces, θc is a critical value of Shields parameter for the
initiation of the sediment motion and θ is the Shields coefficient defined by

θ =
u2∗
sgd

, (8)

with u∗ is the friction velocity defined using the Darcy-Weisbach friction factor f as

u2
∗ =

√
f

8

√
u2 + v2.

In (8), s is the submerged specific gravity of sediment given by

s =
ρs

ρw
− 1.

In this paper we are interested in sediment transport models over movable beds. There are different
models for describing the movement of beds in shallow water flows and due to its complex nature only
few theoretical models exist which use idealized and simplified assumptions. Most of the sediment
models, which are used in practice, are empirical or semi-empirical and usually only work in particular
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context and for this reason there is not yet a universally accepted theory of sediment transport, see
for instance [36]. However, we can in general describe the total sediment transport through two
processes. The sediment can move in a layer close to the bottom topography which is known as bed
load and is characterized by a rolling and sliding movement, or the flow can cause the sediment to
separate completely from the bottom in which case it is referred to as suspended load and in this
case the sediment is transported as a concentration of the water column and will later be deposited
in the bottom. In this work we shall consider total transport. We assume that the time scales we are
interested in are much larger than the time scales required for the suspended sediments to deposit
in the bottom. The author in [32] states that one can make this simplification when dealing with
large distances and times. There is an interesting area of application of this problem, for example in
the design of waterways or in the study of the capacity of a dam. Thus, to update the bedload, we
consider the Exner equation (known by Grass formula) proposed in [19]

∂Z

∂t
+

As

1− p

∂

∂x

(
u(u2 + v2)

)
+

As

1− p

∂

∂y

(
v(u2 + v2)

)
= −E −D

1− p
, (9)

where As is a coefficient usually obtained from experiments taking into account the grain diameter
and the density of the sediments. In practice, the values of the coefficient As are taken between 0 and
1 depending on the interaction between the sediment transport and the water flow. Note that most of
existing formulations for suspended sediment transport models are empirical to differing extents and
have been derived from experiments and measured data. For more discussions on the mathematical
and physical aspects of the considered suspended sediment equations we refer the reader to [12, 33]
among others. It should be pointed out that in contrast to the equations discussed in these references,
the governing equations in the current work account for movable beds using an Exner-type equation
for the bed-load. Note that for clear water we assume that neither erosion nor deposition is taken
place in the considered system (i.e. E −D = 0 in the above equations).

For simplicity in the presentation, let us rewrite the equations (1), (4) and (9) in the following
vector form

∂W
∂t

+
∂F(W)

∂x
+

∂G(W)
∂y

= S(W) + Q(W), (10)

where W is the vector of conserved variables, F and G are the physical fluxes in x- and y-direction,
S and Q are the source terms. These variables are defined as

W =




h

hu

hv

hc

Z




, F(W) =




hu

hu2 +
1
2
gh2

huv

huc

As

1− p
u(u2 + v2)




, G(W) =




hv

huv

hv2 +
1
2
gh2

hvc

As

1− p
v(u2 + v2)




,

S(W) =




0

−gh
∂Z

∂x
− (ρs − ρw)

2ρ
gh2 ∂c

∂x

−gh
∂Z

∂y
− (ρs − ρw)

2ρ
gh2 ∂c

∂y

0

0




, Q(W) =




E −D

1− p

−ghSx
f −

(ρ0 − ρ)(E −D)
ρ(1− p)

u

−ghSy
f −

(ρ0 − ρ)(E −D)
ρ(1− p)

v

E −D

−E −D

1− p




.
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Figure 1: A generic control volume Ti and notations.

It is worth emphasizing that, using the Exner equation (9) to model the bed-load transport, the non-
homogenuous terms in the right-hand side in (10) are not standard source terms but nonconservative
products, since they include derivatives of two of the variables. The presence of these terms in the
sediment transport system can cause severe difficulties in their numerical approximations, see for in-
stance [15]. In principle, the nonhomegenuous term in these equations can be viewed as a source term
and/or a nonconservative term. In the approach presented in this study these terms are considered
and discretized as source terms.

3 Unstructured finite volume method

The governing sediment transport equations (10) are formulated in Cartesian coordinates and will
be discretized on the unstructured grids by the finite volume method. The unstructured grids are
polygons and the number of edges of the grids is not limited in theory, but only triangular grids are
considered in the current study. Hence, we divide the time interval into sub-intervals [tn, tn+1] with
stepsize ∆t and discretize the spatial domain in conforming triangular elements Ti. Each triangle
represents a control volume and the variables are located at the geometric centres of the cells. Hence,
using the control volume depicted in Figure 1, a finite volume discretization of (10) yields

Wn+1
i = Wn

i −
∆t

|Ti|
∑

j∈N(i)

∫

Γij

F(Wn;n) dσ +

∆t

|Ti|
∫

Ti

S(Wn) dV +
∆t

|Ti|
∫

Ti

Q(Wn) dV, (11)

where N(i) is the set of neighboring triangles of the cell Ti, Wn
i is an averaged value of the solution

W in the cell Ti at time tn,

Wi =
1
|Ti|

∫

Ti

W dV,

where |Ti| denotes the area of Ti. Here, Γij is the interface between the two control volumes Ti and
Tj , n = (nx, ny)T denotes the unit outward normal to Γij , and

F(W;n) = F(W)nx + G(W)ny.

To deal with the source terms Q, a standard splitting procedure (see for instance [9]) is employed for
the discrete system (11) as

W∗
i = Wn

i −
∆t

|Ti|
∑

j∈N(i)

∫

Γij

F(Wn;n) dσ +
∆t

|Ti|
∫

Ti

S(Wn) dV,

(12)

Wn+1
i = W∗

i +
∆t

|Ti|
∫

Ti

Q(W∗) dV.
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Note that the time splitting (12) is only first-order accurate. A second-order splitting for the system
(11) can be derived analogously using the Strang method [34]. The finite volume discretization (12) is
complete once the gradient fluxes F(W;n) and a discretization of source terms Q(Wn) and S(Wn)
are well defined.

3.1 Discretization of the gradient fluxes

Let us consider the system (10) without the source term Q(W) given by

∂W
∂t

+
∂F(W)

∂x
+

∂G(W)
∂y

= S(W). (13)

Applied to the system (13), the finite volume discretization over the control volume Ti yields

∂

∂t

∫

Ti

h dV +
∮

Si

(hunx + hvny) dσ = 0,

∂

∂t

∫

Ti

hu dV +
∮

Si

((
hu2 +

1
2
gh2

)
nx + huvny

)
dσ = −gh (Ti)

∮

Si

Znx dσ −

(ρs − ρw)
2ρ

gh2 (Ti)
∮

Si

cnx dσ,

∂

∂t

∫

Ti

hv dV +
∮

Si

(
huvnx +

(
hv2 +

1
2
gh2

)
ny

)
dσ = −gh (Ti)

∮

Si

Zny dσ −

(ρs − ρw)
2ρ

gh2 (Ti)
∮

Si

cny dσ,

∂

∂t

∫

Ti

hc dV +
∮

Si

(hucnx + hvcny) dσ = 0,

∂

∂t

∫

Ti

Z dV +
As

1− p

∮

Si

(
u

(
u2 + v2

)
nx + v(u2 + v2)ny

)
dσ = 0,

where Si is the surface surrounding the control volume Ti and h (Ti) represents an approximation
of h in Ti, see [2] for similar techniques applied to compressible flows. Using the expressions of the
normal velocity uη = unx + vny and tangential velocity uτ = −uny + vnx, the above equations can
be reformulated as

∂

∂t

∫

Ti

h dV +
∮

Si

huη dσ = 0,

∂

∂t

∫

Ti

hu dV +
∮

Si

(
huuη +

1
2
gh2nx

)
dσ = −gh (Ti)

∮

Si

Znx dσ −

(ρs − ρw)
2ρ

gh2 (Ti)
∮

Si

cnx dσ,

∂

∂t

∫

Ti

hv dV +
∮

Si

(
hvuη +

1
2
gh2ny

)
dσ = −gh (Ti)

∮

Si

Zny dσ − (14)

(ρs − ρw)
2ρ

gh2 (Ti)
∮

Si

cny dσ,

∂

∂t

∫

Ti

hc dV +
∮

Si

huηcdσ = 0,

∂

∂t

∫

Ti

Z dV +
As

1− p

∮

Si

(
u2 + v2

)
uη dσ = 0.

In order to simplify the system (14), in a first operation we multiply the second equation by nx and in
the second operation we multiply the third equation by ny, then the obtained equation from the first
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operation is added to the one obtained from the second operation. In the second step we subtract
the obtained equation from the second operation from the one obtained from the first operation. The
result of these operations is

∂

∂t

∫

Ti

h dV +
∮

Si

huη dσ = 0,

∂

∂t

∫

Ti

huη dV +
∮

Si

(
huηuη +

1
2
gh2

)
dσ = −gh (Ti)

∮

Si

Z dσ −

(ρs − ρw)
2ρ

gh2 (Ti)
∮

Si

c dσ,

∂

∂t

∫

Ti

huτ dV +
∮

Si

huτuη dσ = 0, (15)

∂

∂t

∫

Ti

hc dV +
∮

Si

huηcdσ = 0,

∂

∂t

∫

Ti

Z dV +
As

1− p

∮

Si

(
u2 + v2

)
uη dσ = 0,

which can be reformulated in a differential form as

∂h

∂t
+

∂ (huη)
∂η

= 0,

∂ (huη)
∂t

+
∂

∂η

(
hu2

η +
1
2
gh2

)
= −gh

∂Z

∂η
− (ρs − ρw)

2ρ
gh2 ∂c

∂η
,

∂ (huτ )
∂t

+
∂

∂η
(huηuτ ) = 0, (16)

∂ (hc)
∂t

+
∂

∂η
(huηc) = 0,

∂Z

∂t
+

∂

∂η

(
As

1− p
uη(u2

η + u2
τ )

)
= 0.

An equivalent system of (16) can also be rewritten in a vector form as

∂U
∂t

+ Aη(U)
∂U
∂η

= 0. (17)

where

U =




h

huη

huτ

hc

Z




,

Aη(U) =




0 1 0 0 0

gh− u2
η −

(ρs − ρw)
2ρ

ghc 2uη 0
(ρs − ρw)

2ρ
gh gh

−uηuτ uτ uη 0 0
−uηc c 0 uη 0

− As

1− p

3uη(u2
η + u2

τ )
h

As

1− p

3u2
η + u2

τ

h

As

1− p

2uη uτ

h
0 0




.
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One of the advantages in considering the projected system (17) is that no discretization of source
terms is required. Thus, in the predictor stage, we use the projected system (17) to compute the
averaged states as

Un
ij =

1
2

(
Un

i + Un
j

)− 1
2

sgn
[
Aη

(
U

)] (
Un

j −Un
i

)
, (18)

where the sign matrix of the Jacobian is defined as

sgn
[
∇Fη

(
U

)]
= R(U) sgn

[
Λ(U)

]
R−1(U),

with Λ(U) is the diagonal matrix of eigenvalues, and R(U) is the right eigenvector matrix. These
matrices can be explicitly expressed using the associated eigenvalues of Aη(U) in (17). For convenience
of the reader, the matrices R(U) and R−1(U) are formulated in the Appendix. Here, U is the
intermediate averaged state given by

U =




hi + hj

2
hi + hj

2

(
ui

√
hi + uj

√
hj√

hi +
√

hj

ηx +
vi

√
hi + vj

√
hj√

hi +
√

hj

ηy

)

hi + hj

2

(
−ui

√
hi + uj

√
hj√

hi +
√

hj

ηy +
vi

√
hi + vj

√
hj√

hi +
√

hj

ηx

)

hi + hj

2

(
ci

√
hi + cj

√
hj√

hi +
√

hj

)

Zi + Zj

2




. (19)

Once the states Un
ij are calculated in the predictor stage (18), the states Wn

ij are recovered by using
the transformations v = (uτ , uη)·η and u = (uτ , uη)·τ . Thus, applied to the system (13), the proposed
finite volume method consists of a predictor stage and a corrector stage and can be formulated as:

Un
ij =

1
2

(
Un

i + Un
j

)− 1
2

sgn
[
Aη

(
U

)] (
Un

j −Un
i

)
,

(20)

Wn+1
i = Wn

i −
∆t

|Ti|
∑

j∈N(i)

F (
Wn

ij ; ηij

) |Γij |+ ∆tSn
i .

It is worth remarking that for sonic shocks and transonic rarefactions the well-established entropy
fix developed in [22] is used. Next we discuss the treatment of source terms Sn

i in the proposed
finite volume scheme and also the extension of the scheme to a second-order accuracy. An adaptive
procedure is also described in this section.

3.2 Treatment of the source term

The treatment of the source terms in the shallow water equations presents a challenge in many
numerical methods, compare [4] among others. In our scheme, the source term approximation Sn

i in
the corrector stage is reconstructed such that the still-water equilibrium (C-property) [7] is satisfied.
Here, a numerical scheme is said to satisfy the C-property for the equations (10) if the condition

E −D = 0, u = 0, Z = Z̄(x), h + Z = H, ρ = C, (21)

holds for stationary flows at rest. In (21), H and C are nonnegative constants. Therefore, the
treatment of source terms in (20) is reconstructed such that the condition (21) is preserved at the

9



discretized level. Remark that the last condition in (21) means that at the equilibrium the sediment
medium is assumed to be saturated. Furthermore, from the density equation (2), a constant density
is equivalent to a constant concentration c. Hence, Sn

i should be a consistent discretization of the
source term in (13) defined as

Sn
i =




0

−gh̄n
xi

∑

j∈N(i)

Zn
ijnxij |Γij | − (ρs − ρw)

2ρ
g

(
h̄n

xi

)2
∑

j∈N(i)

cn
ijnxij |Γij |

−gh̄n
yi

∑

j∈N(i)

Zn
ijnyij |Γij | − (ρs − ρw)

2ρ
g

(
h̄n

yi

)2
∑

j∈N(i)

cn
ijnyij |Γij |

0
0




. (22)

The approximations h̄n
xi and h̄n

yi are reconstructed using a technique recently developed in [4] for the
proposed finite volume method to satisfy the well-known C-property in the standard shallow water
flow over fixed beds. In this section we briefly describe the formulation of this procedure and more
details can be found in [4]. Hence, at the stationary state, the numerical flux in the corrector stage
yields

∑

j∈N(i)

F (
Wn

ij ;nij

)
=




0

−g

∫

Ti

h
∂Z

∂x
dV

−g

∫

Ti

h
∂Z

∂y
dV

0

0




,

which is equivalent to




0
∑

j∈N(i)

1
2
g

(
hn

ij

)2
Nxij

∑

j∈N(i)

1
2
g

(
hn

ij

)2
Nyij

0

0




=




0

−g

∫

Ti

h
∂Z

∂x
dV

−g

∫

Ti

h
∂Z

∂y
dV

0

0




. (23)

where Nxij = nxij |Γij | and Nyij = nyij |Γij |. Next, to approximate the source terms we proceed as
follows. First we decompose the triangle Ti into three sub-triangles as depicted in Figure 1. Then,
the source term is approximated as

∫

Ti

h
∂Z

∂x
dV =

∫

T1

h
∂Z

∂x
dV +

∫

T2

h
∂Z

∂x
dV +

∫

T3

h
∂Z

∂x
dV, (24)

where ∫

T1

h
∂Z

∂x
dV = h1

∫

T1

∂Z

∂x
dV,

10



with h1 is an average value of h on the sub-triangle T1. Hence,
∫

T1

h
∂Z

∂x
dV = h1

∑

j∈N(1)

∫

Γ1j

Znx dσ,

= h1

∑

j∈N(1)

Z1j Nx1j ,

= h1

∑

j∈N(1)

Z1 + Zj

2
Nx1j . (25)

Again, using the stationary flow condition h1 + Z1 = H and hj + Zj = H, one gets

h1 + Z1 + hj + Zj = 2H and
Z1 + Zj

2
= H − h1 + hj

2
.

Thus, (25) gives ∫

T1

h
∂Z

∂x
dV = h1

∑

j∈N(1)

(
H − h1 + hj

2

)
Nx1j .

Using the fact that
∑

j∈N(1)

Nx1j = 0,

∫

T1

h
∂Z

∂x
dV = −h1

2

∑

j∈N(1)

hj Nx1j ,

= −h1

2
(hpNx1p + h2Nx12 + h3Nx13) .

A similar procedure leads to the following approximations of the other terms in (24)
∫

T2

h
∂Z

∂x
dV = −h2

2
(hkNx2k + h1Nx21 + h3Nx23) ,

∫

T3

h
∂Z

∂x
dV = −h3

2
(hlNx3l + h1Nx31 + h2Nx32) .

Notice that hp, hk and hl are the average values of h respectively, on the triangle Tp, Tk and Tl, see
Figure 1. Summing up, the discretization (24) gives

∫

Ti

h
∂Z

∂x
dV = −h1

2
hpNx1p − h2

2
hkNx2k − h3

2
hlNx3l.

For this reconstruction, the source terms in (23) result in
∑

j∈N(i)

(
hn

ij

)2
Nxij = h1 (hpNx1p) + h2 (hkNx2k) + h3 (hlNx3l) ,

(26)∑

j∈N(i)

(
hn

ij

)2
Nyij = h1 (hpNy1p) + h2 (hkNy2k) + h3 (hlNy3l) .

Here, (26) forms a linear system of two equations for the three unknowns h1, h2 and h3. To complete
the system we add the natural conservation equation

h1 + h2 + h3 = 3hi.

Analogously, the bottom values Zn
j , j = 1, 2, 3 are reconstructed in each sub-triangle of Ti as

Zn
j + hn

j = Zn
i + hn

i , j = 1, 2, 3.

11
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Figure 2: Illustration of a two-level refining for triangular elements. The numbers in the figure refer
to the number of refinements to be performed for each sub-triangle.

Finally, the source terms in (24) are approximated as

h1

∫

T1

∂Z

∂x
dV = h1

(
Z1 + Zp

2
Nx1p +

Z1 + Z2

2
Nx12 +

Z1 + Z3

2
Nx13

)
,

h2

∫

T1

∂Z

∂x
dV = h2

(
Z2 + Zk

2
Nx2k +

Z2 + Z1

2
Nx21 +

Z2 + Z3

2
Nx23

)
, (27)

h3

∫

T1

∂Z

∂x
dV = h3

(
Z3 + Zl

2
Nx3l +

Z3 + Z1

2
Nx31 +

Z3 + Z2

2
Nx32

)
,

with a similar equation for the other source terms in the y-direction. Numerical results reported in [4]
have shown that the above reconstruction exactly preserves the C-property to the machine precision.

3.3 Adaptivity procedure

The mesh generation is based on the Delaunay triangulation, which uses a curvature-dependent gener-
ation strategy designed to produce smaller elements in regions of high curvature in the spatial domain.
In order to improve the efficiency of the proposed finite volume method, we have performed a mesh
adaptation to construct a nearly optimal mesh able to capture the small hydraulic features without
relying on extremely fine grid in smooth regions far from hydraulic jumps and steep concentration
gradients. In the present work, this goal is achieved by using an error indicator for the gradient of the
sediment concentration. This indicator requires only information from solution values within a single
element at a time and it is easily calculated. The adaptive procedure used here is based on multilevel
refinement and unrefinement, it is aimed at constructing an adaptive mesh which dynamically follows
the unsteady solution of the physical problem. This procedure has been used in [17] for adaptive
finite volume solution of a combustion system and in [6] for pollutant transport by shallow water
flows. The algorithm begins by selecting some criterion (here based on the gradient of the sediment
concentration), which permits to make the refinement and unrefinement decisions. A list T of ele-
ments to be refined, their degree of refinement, and those to be unrefined is then established. This is
accomplished by filling an integer array denoted for example by I for all triangles of the coarse mesh.
At time t = tn and for a macro-element Ti we set I(Ti) = m which means that the element Ti has to
be divided into 4m triangles. Thus, starting from a mesh level l, made of N (l) cells, the next mesh
level contains N (l+1) = 4×N (l) cells. Clearly, this process can be repeated as long as l < mmax with
mmax being the number of refinement levels. In order to obtain a mesh which is not too distorted,
the algorithm decides to divide into two equal parts some additional edges. An illustration of the
procedure is shown in Figure 2.

In our simulations, the mesh adaptation criterion is based on the normalized gradient of the
sediment concentration and it is evaluated as

Cn
Ti

=
‖∇ (c(Ti))‖

max
Tj

‖∇ (c(Tj))‖ , (28)
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where ‖∇ (c(Ti))‖ is the Euclidean norm of the gradient of the sediment concentration c on the triangle
Ti. The advantage of this normalization is that the criterion (28) is known to take its values in the
interval [0, 1]. Hence, an adaptation procedure can be performed as follows:

Given a sequence of three real numbers {rm} such that 0 = r0 < r1 < r2 < r3 = 1. If a
macro-element Ti satisfies the condition

rm ≤ Cn
Ti
≤ rm+1, m = 0, 1, 2,

then the triangle Ti is divided into 4m triangles. Note that the values of {r1, r2} can be interpreted
as tolerances to be set by the user resulting into a two-level refining. In our simulations presented
in section 4 we have used a two-level and four-level refinements. It should be stressed that other
adaptation criteria using the water free-surface or bed-load are also possible. Furthermore, to resolve
the wetting/drying fronts in our finite volume scheme, we have adopted the same techniques proposed
in [10]. Implementation details can be found in this reference and are omitted here.

3.4 Extension to second-order accuracy

Obviously, the discretization (20) is only first-order accurate. In order to develop a second-order finite
volume scheme, we use a MUSCL method incorporating slope limiters in the spatial approximation
and a two-step Runge-Kutta method for the time integration. The MUSCL discretization uses an
approximation of the solution state W by linear interpolation at each cell interface Γij as

Wij = Wi +
1
2
∇Wi · dij , Wji = Wj − 1

2
∇Wj · dij , (29)

where xi = (xi, yi)T and xj = (xj , yj)T are respectively, the barycentric coordinates of cells Ti and
Tj , and dij is the distance between xi and xj . Thus, the cell gradients are evaluated by minimizing
the quadratic functional

Ψi(x, y) =
∑

j∈M(i)

∣∣Wi + (xj − xi)x + (yj − yi)y −Wj

∣∣2, (30)

where M(i) is the set of indices of neighboring cells that have a common edge or vertex with the

control volume Ti. For instance, the cell gradients ∇Wi =
(

∂Wi
∂x , ∂Wi

∂y

)T
in (29) are solutions of the

linear system
∂Ψi(x, y)

∂x
= 0,

∂Ψi(x, y)
∂y

= 0.

It is easy to verify that

∂Wi

∂x
=

JxIyy − JyIxy

IxxIyy − IxyIyx
,

∂Wi

∂y
=

JyIxx − JxIyx

IxxIyy − IxyIyx
, (31)

where

Ixx =
∑

j∈M(i)

(xj − xi)2, Iyy =
∑

j∈M(i)

(yj − yi)2, Ixy = Iyx =
∑

j∈M(i)

(xj − xi)(yj − yi),

Jx =
∑

j∈M(i)

(xj − xi)(Wj −Wi), Jy =
∑

j∈M(i)

(yj − yi)(Wj −Wi).

In order to obtain a TVD scheme, we incorporate slope limiters to the reconstruction (29) using the
MinMod limiter function. This is achieved by replacing the cell gradients in (31) by

∂limWi

∂x
=

1
2

(
min

j∈M(i)
sgn

[
∂Wj

∂x

]
+ max

j∈M(i)
sgn

[
∂Wj

∂x

])
min

j∈M(i)

∣∣∣∣
∂Wj

∂x

∣∣∣∣ , (32)
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with a similar expression for ∂limWi
∂y . Note that other slope limiter functions from [22] can also be

implemented in our finite volume method without major conceptual modifications. It should be
pointed out that, in order to achieve a second-order accuracy in the proposed finite volume method,
the state solutions Wij and Wji in the discretization of gradient fluxes and source terms should
be replaced by the second-order reconstruction (29). Finally, to discretize the friction and erosion-
deposition terms contained in the source term Q(W) in (10), we consider an operator splitting
procedure. Thus, the system (10) is decomposed in two equations as

∂W
∂t

+ Res(W) = S(W),
(33)

∂W
∂t

= Q(W),

where Res describes the convection terms in the momentum equation corresponding to the surface
integral in (10) and it is approximated as the sum taken over all edges of each element in the compu-
tational mesh.

First, an explicit method is used to integrate the first equation in (33) leading to

W̃ −Wn

∆t
+ Res(Wn) = S(Wn).

In the second step, the state solution W̃ is taken to be the initial condition when solving the second
equation in (33).

The implementation of boundary conditions in the finite volume method is performed using similar
techniques as those described in [25]. For the computational examples considered in this paper,
boundary conditions are enforced on the corrector solution by computing fluxes at cell boundaries.
On the predictor solution and the slopes of dependent variables, boundary conditions are enforced
in boundary cells by setting the required variables to the corresponding values of the adjacent inner
cells. When slopes are based on vertex values, the solution at boundary vertices is computed by
interpolation from two neighboring centroids. When slopes are based on centroid values, the three
points used to estimate the slopes are the centroid and the two neighboring centroids inside the
computational domain. For further details on the implementation of boundary conditions for the
finite volume method we refer to [25, 4].

4 Numerical Results

We present numerical results for several test examples of suspended sediment and bed-load transport
in shallow water flows. The main goals of this section are to illustrate the numerical performance of
the unstructured finite volume method described above and to verify numerically its capabilities to
solve coupled models of suspended sediment and bed-load transport in shallow water flows. In all
the computations reported herein, the Courant number Cr is set to 0.8 and the time stepsize ∆t is
adjusted at each step according to the stability condition

∆t = Cr min
Γij

( |Ti|+ |Tj |
2 |Γij |maxp |(λp)ij |

)
,

where Γij is the edge between two triangles Ti and Tj . The water density ρw = 1000 kg/m3 and
the gravitational acceleration is fixed to g = 9.81 m/s2 for all examples presented here. Hereafter,
unless otherwise stated, only second-order results are presented. Furthermore, all the computations
are made on a Pentium PC with one processor of 518 MB of RAM and 166 MHz. The codes only
take the default optimization of the machine, i.e. they are not parallel codes.
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Table 1: Reference parameters used for the dam-break over erodible bed.

Quantity Reference value Quantity Reference value
ρs 2650 kg/m3 ν 1.2× 10−6 m2/s

p 0.4 nb 0.03 s/m1/3

ϕ 0.015 m1.2 θc 0.045

4.1 Dam-break over erodible bed

Our first example consists of the dam-break problem in a rectangular channel with a bottom initially
assumed to be flat (i.e. Z(x, y, 0) = 0). The channel is of length 50000 m, wide of 2000 m and the
initial conditions are given by

h(x, y, 0) =





40 m, if x ≤ 25000 m,

2 m, if x > 25000 m,

u(x, y, 0) = 0 m/s, c(x, y, 0) = 0.001. (34)

The selected values for the evaluation of the present finite volume model are summarized in Table 1.
At time t = 0 the dam collapses and the flow problem consists of a shock wave traveling downstream
and a rarefaction wave traveling upstream. A similar one-dimensional test problem has been studied
in [13, 33] among others. This problem has an interesting structure and will be used to verify our
adaptive finite volume method namely, (i) verify if the adaptation methodology is able to compute
the right speed of the hydraulic jumps and the concentration fronts, and (ii) verify that adaptive
refinement is computationally cheaper than fixed meshes for a given level of solution resolution. Here,
for the simulations on fixed meshes we solve the same models but without allowing adaptation.

First, we examine the accuracy of the adaptive procedure by setting the sediment particle size
d = 8 mm and the Grass constant As = 10−3. Figure 3 shows the adaptive meshes, water free-surface
and bed-load at times t = 1, 2, 8 and 20 min. Here we illustrate results obtained using two-level
and four-level adaptive meshes. Note that for a better comparison, only parts of the computational
domain are illustrated. A simple inspection of these results shows that the bed-load and the free-
surface profiles are accurately resolved along their propagation direction. Another important result
is that the positions of the hydraulic jumps are not deteriorated by the multiple mesh adaptations.
Needless to mention that, since the adaptive procedure is performed by monitoring the concentration
of suspended sediments, refined meshes are still used for the computations although the solutions for
the water free-surface are relatively smooth. Performing mesh adaptation with respect to all flow
and sediment variables could be a manner to overcome this difficulties. For example, using the water
depth or water surface as monitoring function the resolution in the results for the sediment transport
may be improved. In order to get a closer comparison between the computed results using fixed and
adaptive meshes, we present in Figure 5 cross sections of the bed and water free-surface, the water
velocity and the sediment concentration at the main horizontal cross-section (y = 1000 m) for the
considered simulation times. Note that only parts of the computational domain are shown in these
results for better visualization. It is evident that solutions computed using the coarse fixed mesh
seem to be deteriorated by excessive numerical diffusion. This effect is more visible at the earlier
stages of the simulation times. In contrast, the finite volume scheme using adaptive meshes tends
to remove the numerical diffusion from the solutions at the local extrema. No local undershoots or
overshoots have been detected in the sediment concentration in presence of steep gradients during the
simulation process. Our adaptive finite volume scheme accurately approximates the solution to this
sediment transport problem. In addition, the comparison with similar numerical results available in
the literature [13, 33] for the one-dimensional counterpart of this test example is also satisfactory. It
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Figure 4: Comparison between the first-order and second-order results in the bed-load and water
free-surface (first column), water velocity (second column) and sediment concentration (third column)
using adaptive meshes at t = 8 min.

should be stressed that, due to grid adaptation the final mesh at t = 20 min consists of 13292 cells
only in the two-level adapted mesh compared to those associated with fixed meshes. This results
in a significant reduction of the computational cost, see Table 2. Next, we compare the numerical
results obtained using the first-order and the second-order reconstructions considered. In Figure 4 we
present the results on the adaptive meshes for the cross sections of the bed and water free-surface,
the water velocity and the sediment concentration at the main horizontal cross-section (y = 1000 m)
at time t = 8 m. Under the considered flow and morphodynamic conditions, the first-order schemes
gives very smeared solutions, compare the zoom included in the Figure 4.

To ascertain the behavior of the mesh adaptation procedure in the proposed finite volume method
we summarize in Table 2 some comparative results obtained for this test example using fixed and
adaptive meshes. In this table we list the mesh statistics, the maximum values of the sediment
concentration, and the CPU times given in minutes. The clear indication from Table 2 is that the
finite volume scheme using the four-level adaptive mesh overcomes the finite volume scheme using
the two-level adaptive mesh and fixed meshes at all considered simulation times. An examination
of the CPU times in Table 2 reveals that, the finite volume scheme on fixed meshes requires more
computational work than its adaptive counterparts. For all the results presented, the computational
effort needed for the scheme using four-level adaptive mesh is more than 12 times the one needed
for the scheme using two-level adaptive mesh. It should be noted from Table 2 that the CPU time
corresponding to the four-level adaptive mesh is greater than the one corresponding to the fixed fine
mesh at times t = 8 min and t = 20 min. This is mainly attributed to the number of times steps
required to reach the targeted time in the four-level adaptive mesh and also to the time needed to
refine the mesh at each level. In terms of maximum values of the sediment concentration, the results
obtained by the scheme using four-level adaptive mesh are less diffusive than those obtained by other
schemes. Taking all factors into account, we conclude that the adaptive finite volume scheme using
two-level adaptive meshes demonstrates higher monotone and non-oscillatory properties than other
fixed meshes. More importantly, a balance between efficiency and accuracy in finite volume schemes
benefits the adaptive scheme using the two-level adaptive mesh, since the additional cost required
for the adaptation procedure compared to the fixed meshes is minimal while the results obtained by
the two-level adaptive mesh are less diffusive than those obtained using fixed meshes and roughly
in the same order as those obtained using four-level adaptive mesh. Therefore, bearing in mind the
slight change in the results from the four-level adaptive mesh and the two-level adaptive mesh at the
expense of rather significant increase in computation time, the two-level adaptive mesh is believed to
be adequate to obtain computational results almost free of grid effects for the considered sediment
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Figure 5: Comparison of different meshes in the bed-load and water free-surface (first column), water
velocity (second column) and sediment concentration (third column) at four instants.
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Table 2: Performance of the proposed finite volume method using adaptive, fixed and coarse meshes
for the dam-break over erodible bed. The CPU times are given in minutes.

t = 1 min
# of elements # of nodes Maximum c CPU time

Fixed coarse mesh 3592 2005 0.27 0.07
Fixed fine mesh 87968 45025 0.32 28.47
Two-level adaptive mesh 6640 3557 0.31 1.1
Four-level adaptive mesh 32494 15746 0.36 16.34

t = 2 min
# of elements # of nodes Maximum c CPU time

Fixed coarse mesh 3592 2005 0.36 0.14
Fixed fine mesh 87968 45025 0.40 56.59
Two-level adaptive mesh 7844 4261 0.39 2.27
Four-level adaptive mesh 31290 15228 0.43 36.15

t = 8 min
# of elements # of nodes Maximum c CPU time

Fixed coarse mesh 3592 2005 0.48 0.57
Fixed fine mesh 87968 45025 0.49 225.56
Two-level adaptive mesh 8352 4629 0.49 13.58
Four-level adaptive mesh 34614 16625 0.49 172.25

t = 20 min
# of elements # of nodes Maximum c CPU time

Fixed coarse mesh 3592 2005 0.503 1.39
Fixed fine mesh 87968 45025 0.504 557.60
Two-level adaptive mesh 10021 5324 0.504 37.78
Four-level adaptive mesh 37528 19141 0.505 431.36

transport problem. In the sequel we show only numerical results obtained using the two-level adaptive
meshes.

Now, we turn our attention to the effects of the bed sediment particle size on the water flow and
sediment concentration structures. To this end we set the Grass constant As = 10−3 and compute
the numerical solutions using the two-level adaptive mesh for four values of the averaged diameter of
the sediment particles d. In Figure 6 we present the time evolution of the bed and water free-surface,
the water velocity and the sediment concentration at the four instants considered. It is evident
from the presented results that dam-break flows over erodible sediment beds are highly affected
by the size of sediment particles such that the finer the sediment, the greater effects bed mobility
will have. It is worth remarking that, according to the equation (6), an increase of the averaged
diameter of the sediment particles d yields to an increase in the settling velocity ω which is used
in the deposition term (5). Thus, a weak deposition effect is expected for small sediment particles.
As can be observed from these results, the erosion effects on the bed are clearly visible for small
values of the bed sediment particle size. The variation of the bed sediment particle size creates a very
active sediment exchange between the water flow and the bed load, and also produces a sharp spatial
gradient of sediment concentration, which justify its incorporation in the momentum equations in (1).
Apparently, the overall flow and sediment features for this example are preserved with no spurious
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Figure 6: Comparison of different diameter values in the bed-load and water free-surface (first col-
umn), water velocity (second column) and sediment concentration (third column) at four instants.
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Figure 7: Comparison of different values of the Grass parameter in the bed-load and water free-
surface (first column), water velocity (second column) and sediment concentration (third column) at
four instants.
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oscillations appearing in the results obtained using the adaptive finite volume method. Obviously,
the computed results verify the stability and the discontinuity capturing properties of the proposed
adaptive finite volume scheme. The obtained results using the proposed finite volume scheme are also
in good agreement with those reported in [13] for the one-dimensional simulations.

Our final concern with this test example is to check the influence of the Grass constant As on the
sediment transport results. Figure 7 exhibits the time evolution of the bed and water free-surface, the
water velocity and the sediment concentration at the four instants considered for three different values
of the Grass constant As keeping the averaged diameter of the sediment particles fixed to d = 8 mm.
Note that, unlike the previous one-dimensional simulations in [13, 33], the considered test case is a
morphodynamical problem with movable bed resulting in the formation of strong and weak shocks,
and a good numerical accuracy is required in order to capture the different phenomena present in its
evolving solution. As a consequence, the later sediment transport problem is more difficult to handle;
the results shown here illustrate the robustness of the proposed unstructured finite volume method.
As can be seen, larger deformation has been detected in the bed-load and water free-surface solutions
than those obtained for the one-dimensional simulations with As = 0 reported in [13, 33]. For the
considered sediment discharge, no deposition effects on the bed have been observed for small values
of the Grass constants (As < 10−1). For other results, not reported in the current study, obtained for
larger values of As (for example As ≥ 10−1), deposition effects may dominant the erosion and a hump
is formed on the bed. The magnitude of this hump increases as the values of the Grass constant As

become large. However, the effects of this constant on the profiles of the sediment concentration are
not very strong. It seems that, for the considered sediment conditions, the sediment concentration is
more sensible for the averaged diameter of the sediment particles d than for the Grass constant As.
As can be observed from the results in Figure 7, the propagation of the water flow over the movable
bottom has been accurately captured by our finite volume scheme. During the flow propagation, a
hydraulic jump is formed near the initial dam place and propagates upstream. The upper front of the
hump travels faster than the lower base so that the propagating bed-load creates a shock at the front
after a certain time. In summary, the unstructured finite volume scheme using two-level adaptive
meshes presents the most accurate numerical resolution at the discontinuity front. Similar flow and
sediment features, not reported here, have been detected in the results obtained using other values
for the averaged diameter of the sediment particles d. It is clear that by using adaptive meshes,
high resolution is obtained in those regions where the gradients of the water depth and the sediment
concentration are steep such as the moving fronts.

4.2 Partial dam-break over erodible bed

We consider a 200 m long and 200 m wide flat reservoir with two different constant levels of water
separated by a dam. At t = 0 part of the dam breaks instantaneously. The dam is 4 m thick and the
breach is assumed to be 75 m wide, as shown in Figure 8. Initially, u(x, y, 0) = v(x, y, 0) = 0 m/s,

h(x, y, 0) =





10 m, if x < 100 m,

1 m, otherwise,
c(x, y, 0) =





0.01, if x < 100 m,

0, otherwise,
Z(x, y, 0) = 0 m.

This test example has been widely used in the literature for the evaluation of numerical methods
for dam-break problems on fixed beds, see for example [3]. It should be pointed out that in most
of the results reported in the literature the downstream water depth is 5 m. In our simulation this
depth has been decreased to 1 m to make the erosion-deposition effects more visible. The remaining
parameters used for this test example are listed in Table 3. Reflection boundary conditions are applied
on all walls of the computational domain. At t = 0 the dam breaks asymmetrically and the water
is released towards downstream to form a shock wave propagating while spreading laterally. For
reasons of comparison we present numerical results for both standard dam-break over fixed bottom
and dam-break over erodible bottom.

22



Table 3: Reference parameters used for the partial dam-break problem.

Quantity Reference value Quantity Reference value
ρs 2650 kg/m3 ν 1.2× 10−6 m2/s

p 0.4 nb 0.015 s/m1/3

ϕ 0.015 m1.2 θc 0.045
d 1 mm As 10−4
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Figure 8: Computational domain for partial dam-break over erodible bed.

In Figure 9 we present the water free-surface and bed-load, the adapted meshes and snapshots
of the water depth obtained for the partial dam-break over fixed bed at times t = 2, 4, 6 and 8 s.
The results obtained for the partial dam-break over erodible bed are presented in Figure 10. We
can observe in these figures that the right moving flow propagates to the downstream up and down,
rarefaction wave propagates to the upstream, and two asymmetric weak vortices are developed on
both sides on the breach. It is clear that the water free-surface obtained for dam-break on the erodible
bed shows different features than those obtained for dam-break on the fixed bed. Notice that the
erosion is more pronounced in both sides on the breach because of the large velocity field and the
reflection of the wave on the upper wall. Our results are similar to other results presented in [13]. It
is evident that by using adaptive meshes, high resolution is automatically obtained in those regions
where the gradients of the water depth and sediment concentration are steep such as the moving
fronts. Apparently, the overall flow and sediment patterns for this example are preserved with no
excessive numerical diffusion in the results by finite volume method using the two-level adaptive mesh.

In order to quantify the results for this test example we display in Figure 11 cross sections at the
horizontal line y = 125 m of the water free-surface and bed-load and sediment concentration at four
instants shown in Figure 10. The results for the partial dam-break over fixed bed are depicted in
Figure 12. Figure 13 exhibits the time evolution of the bed-load and sediment concentration at the
three gauges G1, G2 and G3 presented in Figure 8. The coordinates of the gauges G1, G2 and G3
are (80 m, 125 m), (120 m, 125 m) and (160 m, 125 m), respectively. It is clear that the simulated
results predict the correct sediment trends at each gauge according on how far the gauge is from the
dam breach. As can be observed from these results, the erosion effects on the bed are clearly visible
for the considered sediment conditions. The inclusion of Exner equation in the model creates a very
active sediment exchange between the water flow and the bed load, and also produces a sharp spatial
gradient of sediment concentration, which justifies its incorporation in the momentum equations (10).
As in the previous test example, the overall flow and sediment features for this example are preserved
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Figure 9: Water free-surface and bed-load (first column), adapted meshes (second column) and water
free-surface contours (third column) for the partial dam-break over fixed bed at different simulation
times. From top to bottom t = 2, 4, 6 and 8 s.
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Figure 10: Water free-surface and bed-load (first column), adapted meshes (second column) and
water free-surface contours (third column) for the partial dam-break over erodible bed at different
simulation times. From top to bottom t = 2, 4, 6 and 8 s.
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Figure 11: Cross sections at y = 125 m of the water free-surface and bed-load (left plot) and sediment
concentration (right plot) at four instants.
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Figure 12: Cross sections at y = 125 m of the water free-surface for the partial dam-break over fixed
bed.

with no non-physical oscillations appearing in the results obtained using the adaptive finite volume
method.

As can be observed from these results, the partial dam-break flow over movable bed can build up
a heavily concentrated wavefront, which is bounded by the wave forefront and a contact discontinuity
of the sediment transport, and depresses in the long run. The bed mobility can strongly modify the
water free-surface profiles, and may have considerable implications for flood predictions. As in the
previous simulations, a hydraulic jump in the water free-surface is initially formed around the dam
site, depresses progressively as it propagates upstream, and eventually disappears. It is evident that
the movable bed can be significantly scoured and the dimensions of the scour hole are of similar order
of magnitude to those of the water flow itself. Therefore the rate of bed deformation is not negligible
compared to that of the flow change, characterizing the need for coupled modelling of the strongly
interacting flow-sediment-morphology system as the one considered in the present work. The adaptive
finite volume method performs well for this test problem.

4.3 Suspended sediment in the Nador lagoon

The Nador lagoon is located on the Moroccan eastern coast. It is a restricted lagoon of 115 km2

(25 km by 7.5 km) and with a depth not exceeding 8 m, see Figure 14. Recently, the Nador lagoon
has been the subject of many investigations on water quality, currents, flora, fauna, fishing and
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Figure 13: Time evolution of the bed-load (left plot) and sediment concentration (right plot) at the
three gauges G1, G2 and G3 presented in Figure 8.

Table 4: Reference parameters used for the sediment transport in the Nador lagoon.

Quantity Reference value Quantity Reference value

ρs 1650 kg/m3 ν 10−6 m2/s

p 0.24 nb 0.012 s/m1/3

ϕ 0.015 m1.2 θc 0.045

d 0.5 mm As 10−5

aquaculture, see for instance [8, 29]. Most of these studies deal with the environmental aspects of
the lagoon such as biological and socioeconomic impacts. However, to the best of our knowledge,
there are no research studies on the numerical modelling of sediment transport in the Nador lagoon.
Needless to mention that numerical studies are essential since they can quantify the interaction
between sediment transport and water flow and thereafter can help to understand the evolution of
the lagoon morphodynamics. Consequently, this may provide numerical tools to study the physical
environment of the lagoon and to assess the development strategy reducing the flood and pollution
risks in the lagoon. Certainly, numerical modelling of sediment transport in the Nador lagoon would
be less costly than experimental study on the lagoon field. We consider the limited coastal region
on the Nador lagoon shown in the left plot in Figure 14. The coastal boundary and the bed surface
topography of the Nador lagoon are very irregular and several regions of various depths coexist in
the lagoon with the minimum bathymetric values of 9 m and 8 m are localized in the center of the
lagoon. As an initial bed bottom we used the reconstructed bathymetry illustrated in Figure 15. It
should be pointed out that values of the topography were calibrated to cover all the unstructured
meshes used at each level of refinement. Certainly, this will add some computational effort to the
adaptive finite volume method. The selected values for the evaluation of the present finite volume
model are summarized in Table 4. The model is started from rest and a well developed discharge of
10 m2/s is imposed at the entrance of the lagoon. This discharge corresponds to the annual mean of
the Mediterranean input flux and it is also comparable to the flow generated by the main semidiurnal
M2 tide in the lagoon. For the suspended sediments we assume a small hump to be localized near
the entrance of the lagoon with a maximum concentration of order 1. In this sense, the simulations
are schematic, since the number, the arrangement, and the capacities of suspended sediments in the
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Figure 14: Location and schematic description of the Nador lagoon.
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Figure 15: Reconstructed initial bottom bed used for simulations in the Nador lagoon.

Nador lagoon only partially correspond to the real situation.
In Figure 16 we present the computed results at three different times t = 1.3, 3 and 5 hours

corresponding to the time required by the sediment to evolve towards the south if no wind effects
are taken into account. In this figure we show the adapted meshes, velocity fields and snapshots of
the sediment concentration. Notice that no adaption to the bathymetry has been performed in this
test case. It is clear that the adaptive mesh procedure was able to capture the complex features of
the sediment transport with a high level of accuracy. The results also show that the adaptive finite
volume scheme was able to predict complex wave interactions with high accuracy and to capture
sediment concentration with sharp resolution. Again, by using an adaptive grid, a high resolution
can be seen in those regions where the gradients of the sediment concentration are steep such as
the moving fronts. For the conditions considered, the adaptive finite volume scheme gives a shock-
capturing method with very little numerical dissipation, even after long time simulations are carried
out. All these features have been achieved using adaptive techniques on unstructured meshes. The
presented results demonstrate that the proposed method is suited for the prediction of the transport
of suspended sediments in the Nador lagoon. It should be stressed that results from the proposed
sediment transport model should be compared with observations of real sea-surface flow in the Nador
lagoon. However, there is no data available until now to carry out this work. Thus, at the moment
we can only perform simulations and verify that results are plausible and consistent. The proposed
finite volume method performs very satisfactorily on this nonlinear coupled problem. It can be clearly
seen that the erosion-deposition terms play an important role in the sediment transport and change
not only the transport behavior but also the flow features. In all simulations, the computed results
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are encouraging.
As a final remark we should emphasis that a restrictive property of the Exner equation (9) equipped

with the Grass formula (with As 6= 0) lies on the fact that it does not depends on a critical shear
stress. Thus, using the sediment discharge (9), the movement on the bed-load begins at the same
time that the water starts to move. For realistic applications in hydraulics and free-surface flows over
erodible sediment beds, one should consider other formulae in the Exner equation (9) defined in terms
of a critical shear stress as those proposed in [26, 28, 24] among others. It should also be noted that
for these sediment discharges, it is extremely difficult to calculate analytically or approximate the
eigenvalues of the coupled system. Nevertheless, the adaptive finite volume method described in this
paper can be applied to these formulae by adopting the quasi-steady approach studied in [5]. This
approach consists of separately solving the shallow water equations (1) and the sediment transport
equation (4) to an equilibrium state keeping the bed fixed followed by a bed-load step where the bed
is updated in the Exner equation (9) keeping the velocity field and water height fixed, we refer the
reader to [5] for more details on this approach.

5 Conclusions

In this paper we have presented a class of finite volume methods for solving a two-dimensional cou-
pled models of suspended sediment and bed-load transport in shallow water flows on unstructured
triangular grids. The method consists of two stages which can be interpreted as a predictor-corrector
procedure. In the first stage, the scheme uses the projected system of the coupled equations and
introduces the sign matrix of the flux Jacobian which results in an upwind discretization of the char-
acteristic variables. In the second stage, the solution is updated using the conservative form of the
equations and a special treatment of the bed bottom in order to obtain a well-balanced discretiza-
tion of the flux gradients and the source terms. To increase the accuracy of the scheme we have
incorporated slope limiters along with an adaptive procedure using the sediment concentration as
an error indicator. Verification of the proposed method has been carried out using test problems
of two-dimensional sediment transport equations. The method exhibited good shape, high accuracy
and stability behavior for all hydraulic regimes considered. The presented results demonstrate the
capability of the unstructured finite volume method that can provide insight to complex suspended
sediment and bed-load transport in shallow water flows.

An extension of the proposed finite volume to coupled models of suspended sediment and bed-load
transport in viscous shallow water flows will be the topic of future research. The diffusion effects and
tidal waves can be important in many coastal scenarios. Another planned activity will consist in a
thorough comparison of different physical models for sediment discharge in the Exner equation.
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Appendix: Determination of the sign matrix

The five eigenvalues corresponding to the projected system (17) are

λ1 = 2
√
−Q cos

(
1
3
θ

)
+

2
3
uη,

λ2 = 2
√
−Q cos

(
1
3
(θ + 2π)

)
+

2
3
uη,

λ3 = 2
√
−Q cos

(
1
3
(θ + 4π)

)
+

2
3
uη,

λ4 = λ5 = uη,
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where

θ = cos−1

(
R√
−Q3

)
, Q = −1

9
(
u2

η + 3g(h + d)
)
,

R =
uη

54
(
9g(2h− d)− 2u2

η

)
, d = Aξ(3 u2

η + u2
τ )

Hence, the sign matrix in (18) is defined as

sgn
[
Aη

(
U

)]
= R(U) sgn

[
Λ(U)

]
R−1(U),

where U is the intermediate averaged state given by (19), R(U) and Λ(U) are respectively, the right
eigenvector and the diagonal matrices reconstructed as

R(U) =




1 1 1 γh̄ −1
λ̄1 λ̄2 λ̄3 γh̄ūη −ūη

ūτ ūτ ūτ γh̄ūτ −ūτ +
1
β̄

c̄ c̄ c̄ γh̄c̄ + h̄ −c̄

ᾱ2
1

s̄2
− 1

ᾱ2
2

s̄2
− 1

ᾱ2
3

s̄2
− 1 0 1




,

Λ(U) =




λ̄1 0 0 0 0
0 λ̄2 0 0 0
0 0 λ̄3 0 0
0 0 0 λ̄4 0
0 0 0 0 λ̄5




,

R−1(U) =




γ1

σ1
− ᾱ2 + ᾱ3

σ1

β̄ᾱ2ᾱ3

σ1
0

s̄2

σ1

−γ2

σ2

ᾱ1 + ᾱ3

σ2
− β̄ᾱ1ᾱ3

σ2
0 − s̄2

σ2

γ3

σ3
− ᾱ1 + ᾱ2

σ3

β̄ᾱ1ᾱ2

σ3
0

s̄2

σ3

− c̄

h̄
0 0

1
h̄

0

−β̄ūτ 0 β̄ 0 0




,

where ᾱ1 = λ̄1 − ūη, ᾱ2 = λ̄2 − ūη, ᾱ3 = λ̄3 − ūη, and s̄ =
√

gh̄ is the wave speed calculated at the
interface of control volume.

γ1 = s̄2 − ū2
η + λ̄2λ̄3 − β̄ᾱ2ᾱ3ūτ − γc̄(ᾱ2ᾱ3 + s̄2), σ1 = −ᾱ2ᾱ1 + ᾱ2ᾱ3 − ᾱ3ᾱ1 + ᾱ2

1,

γ2 = s̄2 − ū2
η + λ̄1λ̄3 − β̄ᾱ1ᾱ3ūτ + γc̄(ᾱ1ᾱ3 + s̄2), σ2 = ᾱ2ᾱ1 + ᾱ3ᾱ2 − ᾱ3ᾱ1 − ᾱ2

2,

γ3 = s̄2 − ū2
η + λ̄1λ̄2 − β̄ᾱ1ᾱ2ūτ − γc̄(ᾱ1ᾱ2 + s̄2), σ3 = ᾱ2ᾱ1 − ᾱ3ᾱ2 − ᾱ3ᾱ1 + ᾱ2

3,

γ = −(ρs − ρw)
2ρ

, β̄ =
2Aξūτ

h̄
.
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