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Abstract 

 

This paper reminds readers of the absurdity of statistical significance testing, despite its 

continued widespread use as a supposed method for analysing numeric data. There have been 

complaints about the poor quality of research employing significance tests for a hundred 

years, and repeated calls for researchers to stop using and reporting them. There have even 

been attempted bans. Many thousands of papers have now been written, in all areas of 

research, explaining why significance tests do not work. There are too many for all to be cited 

here. This paper summarises the logical problems as described in over 100 of these prior 

pieces. It then presents a series of demonstrations showing that significance tests do not work 

in practice. In fact, they are more likely to produce the wrong answer than a right one. The 

confused use of significance testing has practical and damaging consequences for people’s 

lives. Ending the use of significance tests is a pressing ethical issue for research. Anyone 

knowing the problems, as described over one hundred years, who continues to teach, use or 

publish significance tests is acting unethically, and knowingly risking the damage that ensues.  

 

 

Introduction  

 

The purpose of this paper is to remind readers that significance tests just do not work, even 

when used as intended in statistical analyses, and to argue that their widespread use should 

cease immediately. The paper starts with a generic description of how significance tests are 

intended to work, and an outline of the long-standing attempts to ban them from all areas of 

research. The next sections describe the logical problems with significance tests, and then 

demonstrate via simulations how often the results of their use would be dangerously 

misleading in practice. This leads to a consideration of why they are still used, 100 years 

since these problems were originally raised. The paper ends by arguing that this is no longer a 

technical or scientific issue but chiefly an ethical one.  

 

As the paper makes clear, the problem goes way beyond the social sciences. But as Platt 

(1996) and Rozenboom (1997) suggest the problem is at least partly sociological. Looking at 

papers published 1935 to 2000, Leahy (2005, p.1) shows that the history of sociology is itself 

an example of sociology at work. There are no good technical or logical reasons why the 

significance test with its 5% standard alpha and the “three-star system” of symbolic codes (*p 

< = .05, **p < = .01, ***p < = .001) came to dominate scientific publishing. It clearly became 

a self-reinforcing social practice. Now a majority of work in sociology, as with other 

disciplines, uses statistical significance when reporting ‘quantitative’ results (Engman 2013, 

p.257), and this despite long-standing criticism in sociology journals (Morrison and Henkel 

1969). And, as elsewhere, its meaning is routinely mis-portrayed (as the probability of the 

null hypothesis, which is simply wrong). Engman (2013, p.257) concludes that “reporting 

statistical significance provides sociology with very little value, and that the consequences of 

misinterpreting significance values outweigh the benefits of their use”.  
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A ban on significance testing? 

 

Statistical significance testing - such as the use of t-tests, ANOVA, chi-squared and similar – 

is a commonly used, taught and published procedure when researchers are analysing numeric 

data. It is routinely used to assess the importance of a difference between groups, or a 

correlation between measures, or some other kind of pattern or trend in the data. Traditionally 

it operates by assuming that there is no difference, correlation or other pattern in the real-

world (the population), and that any apparent pattern in the achieved data must be solely the 

result of the vagaries of randomly selecting cases from that population. This crucial prior 

assumption is known as the nil-null hypothesis, and it clearly entails another, which is that 

the cases involved in the research must have been selected or allocated fully at random. There 

must be no bias in the study design, and no measurement error, non-response or sample 

dropout. It is on these bases that the steps (or the algorithm in any software) to compute a 

significance test result are defined.  

 

Given these unlikely prior assumptions, and perhaps a few more about the distribution of the 

values in the dataset and the nature of the measurements involved, a significance test can 

calculate the probability of finding a difference as large as, or a pattern as strong as, that 

actually observed in one sample. This probability is the p-value. To recapitulate, the p-value 

is the probability of observing a pattern at least as strong as that observed in one sample, 

assuming that the pattern is just a fluke introduced by the randomisation of cases from the 

population to the sample. Not only are the assumptions underlying the calculation of the p-

value very unlikely to be true in any real piece of research, it is not at clear what use this 

peculiar probability is to analysts. It is clearly not the probability of the null hypothesis being 

true. What does it mean, and why do so many researchers continue to calculate and cite it? 

 

For some time now, methods experts in medicine, psychology, sociology, and education have 

been looking for support from their professional associations and from journal editors in 

banning the reporting of significance tests and their results (Walster and Cleary 1970, Nix 

and Barnette 1998, Fidler et al. 2004). Hunter (1997, p.3) called for such a ban in 

Psychological Science, stating simply that “The significance test as currently used is a 

disaster”, and Nelder (1999) wanted to “demolish the P-value culture”. The American 

Psychological Association (APA) set up a task force to consider such a ban and make new 

recommendations about significance testing for its journals in 1996. Individual journals have 

instituted such a ban – the most well-known probably being the American Journal of Public 

Health, Epidemiology (http://edmgr.ovid.com/epid/accounts/ifauth.htm), and more recently 

Basic and Applied Psychology 

(http://www.tandfonline.com/doi/full/10.1080/01973533.2015.1012991). Similar 

improvements are proposed in ecology (White et al. 2013). In March 2011, the US Supreme 

Court ruled that statistical significance was not the determinant, in law, of whether a research 

finding was important or not (http://asq.org/quality-progress/2011/08/statistics-

roundtable/not-significant-but-important.html).  

 

An outright ban may seem excessive to some. But the calls are, I think, coming from a strong 

desire to improve the very poor quality of research in general, and out of frustration at the 

dangerous obstinacy of those who perpetuate the errors. The fact that significance tests and 

similar related approaches do not work as intended (or as used) has been clear for at least one 

hundred years in the social sciences and beyond (Boring 1919, Jeffreys 1937, Berkson 1938, 

http://edmgr.ovid.com/epid/accounts/ifauth.htm
http://www.tandfonline.com/doi/full/10.1080/01973533.2015.1012991
http://asq.org/quality-progress/2011/08/statistics-roundtable/not-significant-but-important.html
http://asq.org/quality-progress/2011/08/statistics-roundtable/not-significant-but-important.html
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Rozeboom 1960, Meehl 1967, Morrison and Henkel 1970, Cox 1977, Carver 1978, Berger 

and Sellke 1987, Loftus 1991, Falk and Greenbaum 1995, Daniel 1998, Tryon 1998, 

Nickerson 2000, Gorard 2003, Lipsey et al. 2012).  

 

Bakan (1966, p.436) called for significance testing to cease because it is essentially 

“mindlessness in the conduct of research”. Guttman (1985, p.4) argued against the “tyranny 

of this branch of inference in the academic world”, and “that it be abandoned by all 

substantive science”. Schmidt (1996, p.116) concluded that “we must abandon the statistical 

significance test”. Nester (1996, p.407) said that such testing had no place in statistical 

analysis, and that “t-tests, analyses of variance…linear contrasts and multiple comparisons, 

and tests of significance for correlation and regression coefficients should be avoided by 

statisticians and discarded from the scientific literature”. Rozeboom (1997, p.335) 

summarised the position as being that “null-hypothesis significance testing is surely the most 

bone-headedly misguided procedure ever institutionalized in the rote training of science 

students”. Significance testing just has no place in statistical analysis (Cumming 2014).
1,2

  

 

 

A reminder of the main problems 

 

Today, significance tests are very seldom used as intended anyway. Thus, significance tests 

are routinely presented in research reports involving population data to which no 

generalisation is possible, or ‘random’ samples with 50% or more non-response and dropout, 

or with samples that were never randomised in the first place. Gibbs et al. (2015) show that 

the misleading and invalid practice of using inferential statistics with population data is 

widespread in top education journals. Dong and Lipsey (2011) show that any missing values 

tend to create bias, whether the attrition is balanced between comparator groups or not. It 

should be easy to see that using inferential statistics with either populations or incomplete 

data is wrong. There can be no standard error under these circumstances. Complete 

randomisation of the cases under consideration is an absolutely necessary pre-condition 

(Shaver 1993, Camilli 1996, Berk and Freedman 2001, Freedman 2004, Glass 2014). 

Estimating the p-value for any kind of non-random sample is pointless (Filho et al. 2013). 

The answer does not and can not mean anything.  

 

However, this paper is not primarily about such widespread abuses of significance tests. The 

most fundamental point is that even when used with randomised cases, the logic of 

significance tests clearly does not work. Perhaps the most obvious problem is that an 

important assumption underlying the calculations in traditional significance tests is that of the 

nil-null hypothesis (or at least some equally unwarranted hypothesis). In order to calculate the 

p-value from a test such as chi-square, t, or F test, the two or more groups/categories being 

compared must have been drawn from the same population. Put more simply, the average 

scores for the two or more groups over repeated sampling must be identical. In reality, this 

would never be true (Meehl 1967). This means that a finding that two or more groups differ 

somewhat is a trivial one. Even asking such a question is foolish, according to Tukey (1991, 

p.100). To claim that a difference between two means is not precisely zero, for example, is of 

no interest whatsoever (Hubbard and Meyer 2013). Since no two large randomised groups, 

strictly speaking, will have identical scores all that a significance test tells the reader is 

whether the sample size involved was large enough to detect the difference that must be 

there.  
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Traditional use of significance tests routinely ignores any prior knowledge on a topic. In 

effect, it assumes that the prior probability of any nil-null hypothesis being true is 50%. This 

is clearly wrong in almost all studies and for almost all hypotheses (Oakes 1986). The use of 

significance tests also tends to reduce the value of small studies, favouring one large 

‘significant’ study over a large number of less than significant smaller ones. It encourages 

game-playing and even a lack of integrity (Simmons et al. 2011), where researchers are less 

likely to publish insignificant results, and journals are less likely to accept them – leading to 

the file-drawer problem (Rosenthal 1979, Pigott et al. 2013, Kuhberger et al. 2014). And they 

seem to be used instead of considerations of sample quality, design bias, measurement 

quality and so on (Gorard 2013, 2015a).  

 

The intention behind the proposed ban (above) would be to force researchers to consider and 

report a much wider range of issues – such as the possible importance and methodological 

soundness of any findings (Greenwald 1975, Kline 2004). What is needed is some idea of the 

scale of any difference (or pattern or trend), the methodological limitations underlying it, and 

a judgement about its substantive importance (and perhaps also the cost-effectiveness of 

accepting the finding’s implications or not). What is needed is an ‘effect’ size evaluation 

(Yates 1964, Lecoutre and Poitevineau 2011).
3
  

 

Even used as intended, significance tests are widely mis-interpreted by researchers, students 

and their teachers, as well as by professional statisticians (Watts 1991, Murtonen and 

Lehtinen 2003). These mistakes are not isolated errors but a normal part of statistical 

discourse (Oakes 1986). Even experts and those employed precisely to improve the quality of 

‘quantitative’ research methods get these things wrong (see examples in Gorard 2015b). 

Misinterpretations include the idea that a p-value is the inverse or near inverse of the 

probability that the alternative hypothesis is true – whereas the two are completely different 

(Parkhurst 1985). The situation is not helped by the complicated mathematical procedures 

taught in courses on practical statistics, which may give research using significance tests an 

unwarranted appearance of scientific objectivity (Carver 1978). Another misinterpretation, 

also prevalent in lectures and methods resources, is the belief that significance tests can 

indicate whether a finding is real or simply occurred by chance.  

 

Students and new researchers may actually be more confused at the end of a course on 

statistics. This would make them use significance tests wrongly, and to tend to ignore more 

logical and simpler approaches (Chatfield 1985). In order to pass such a course, students must 

accept something which does not make sense, and the most talented may find it the hardest to 

cope with for that reason (Deming 1975). 

 

However, the biggest problem with significance tests is that their logic is fundamentally 

flawed. They just do not work as proposed, because the probabilities they calculate are not 

the probabilities that any analyst wants. Significance tests calculate the probability of getting 

a result as or more extreme than the one that has been observed, assuming that the nil-null 

hypothesis is true. What analysts want is the probability of the nil-null hypothesis being true, 

given the result obtained. These two are completely different. Yet when rejecting the nil-null 

hypothesis on the basis of a p-value the analyst is using the first probability as though it were 

the second. This is the ‘inverse probability error’, a relatively obvious logical fallacy (Cohen 

1994). The probability that a hanged person will be dead will be very high, but the probability 

that any dead person had been hanged would be very low (Carver 1978). And we cannot 

estimate one such probability from the other without a lot more information (see below) 
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To illustrate the problem, assuming that a bag of 100 marbles contains 50 red and 50 blue 

(the null hypothesis) it is easy to calculate the precise probability of drawing out 7 red and 3 

blue in a random sample of 10 marbles. This is, in effect, what significance tests do. But this 

does not tell us whether the bag really does contain 50 red and 50 blue marbles. How could 

it? In practice, we would not know the number of each colour in the bag. In this situation, 

drawing 7 red and 3 blue in a sample would not tell us the colours of those left. Yet this is 

what significance test advocates claim we can do. It is a kind of magic-thinking – an 

erroneous superstitious belief that seems to have overtaken entire research communities.  

 

What follows in this paper is a series of new practical demonstrations of how significance 

tests provide incorrect answers to substantive research questions. It is hoped that they will be 

expanded and replicated by others. Their purpose is to allow those who still cling to the 

cherished belief that there must be some value in significance testing to see for themselves 

that the logical problems (above) do mean that their p-values are useless in practice (and even 

when all necessary assumptions are met).  

 

 

A practical demonstration 

 

Here is a practical demonstration that significance testing simply does not work. It can be 

replicated easily by all readers. It is based on Excel and SPSS, but I am sure that it can be 

performed as simply in other ways. I created a spreadsheet of 268 rows, and a column 

containing 134 “1”s and 134 “2”s. The rows were envisaged as the cases in a study, and that 

first column identified each case as being in one of two mutually exclusive groups (it was the 

‘grouping variable’). I then created 10,000 further columns, each of random numbers 

between 0 and 1 (see extract of 6 cases from 4 samples in Table 1). These columns were 

envisaged as 10,000 random samples drawn from the population of all numbers between 0 

and 1. I then ran a t-test for each sample. If using SPSS it might be convenient to paste the 

output table (‘Independent Samples Test’) back to Excel, and then sort the list into ascending 

order using the column ‘significance’. This creates a list of 10,000 p-values.  

 

Table 1 – Section of spreadsheet used in the demonstration 

Grouping 

variable 

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 

…     … 

1 0.144592 0.774259 0.709073 0.768237 … 

1 0.988851 0.763815 0.235691 0.433938 … 

1 0.512305 0.755811 0.371663 0.628544 … 

2 0.297272 0.523157 0.037307 0.024563 … 

2 0.237739 0.915310 0.640976 0.715679 … 

2 0.020447 0.600709 0.331389 0.645302 … 

…     … 

 

All of the numbers in each sample were random, therefore the nil-null hypothesis that the two 

groups of 134 cases in each sample were both drawn from the same population (or that there 

is no difference between the groups in the population) is true. Even so, of course, the means 

for each group of 134 in each sample were not identical. Some were very, very close and a 

few were relatively far apart. The t-test for each sample calculates correctly, under certain 

assumptions, the probability of obtaining two groups of 134 with means that differed by as 

much as was actually observed. So, for example, on the first run 483 samples had two means 
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so far apart that the t-test produced a p-value of <0.05. This is 4.8% of the total samples. So, 

in the artificial situation where we genuinely know that the two groups in each sample are 

drawn from the same population, around 5% of the samples will be incorrectly labelled as 

portraying a ‘significant’ difference, if we have used 5% as our criterion for selection. But 

this is merely a tautology. In real-life, it tells us precisely nothing about whether the nil-null 

hypothesis is true or not. For the probabilities to exist at all the nil-null hypothesis must be 

true (as here).  

 

To illustrate the real problem, I repeated the procedure from the start but in each of the 

10,000 samples replaced all of the cases with grouping variable ‘2’ by a random number 

multiplied by 1.1. This creates 10,000 samples of random numbers but where group 2 in each 

sample is, on average, 10% larger than group 1. In this example, it not true that the two group 

of cases in each sample have both come from the same population. There is a difference 

between the groups in the population. And 10% is a substantial difference. Imagine what it 

would look like if one large group of people were 10% taller than another large group. Or the 

outcry there would be if males earned 10% more than women for doing the same job. Or the 

difference in death rates if poorer people had to wait 10% longer for cancer diagnosis than 

richer ones. More technically, given that the size of the difference in means between the two 

groups in the population is 0.1 (10%), with a standard deviation of 0.29, the expected ‘effect’ 

size is around 0.35. Using Lehr’s approximation for a standard power calculation, based on a 

5% threshold and 80% probability of detection, the minimum sample size needed per cell 

would be 134 cases (Gorard 2013). This is why there are 268 cases in each sample in total – 

this provides a fair test of the idea of significance test. According to the theory of significance 

tests, the t-test for independent samples should detect this 10% difference as being 

‘significant’ at the 5% level about 80% of the time.   

 

As before, the mean for each group of 134 in each sample was not identical. Some were close 

and some further apart. And as before and as a necessary basis for computation, but 

incorrectly this time, the p-values created by the t-test assume that the two groups for each 

sample are both from the same population. On the first run, 546 p-values were below 0.05 

(this represents around 5.5% of the samples). So, in the artificial situation where we 

genuinely know that the two groups in each sample are not drawn from the same population, 

but differ consistently by a considerable margin, only around 5% of the samples will be 

correctly labelled as portraying a ‘significant’ difference, if we have used 5% as our criterion 

for selection. This means that the procedure would be mistaken 94.5% of the time. This 

means that in a large company where every male was automatically paid 10% more than a 

female in the same situation (grade, qualifications, years of experience, extra responsibility 

and so on), a random sample of 268 employees would predominantly lead to a conclusion 

that there was no evidence to suggest that men were paid more than women - if a t-test (or 

equivalent test of statistical significance) were used. It would be no use pointing out that the 

men in the sample earned around 10% more than the women. The t-test advocate would say 

‘ah but it is not significant’. This is patent nonsense – yet it goes on all of the time across all 

areas of substantive research.   

 

It does not matter whether uniform random numbers are used (perhaps easiest for most who 

want to attempt this) instead of normally-distributed ones. Lack of normality may reduce the 

so-called ‘power’ of the test slightly, but with 268 cases (deemed a very large N in most 

resources), this has been shown not to matter (http://thestatsgeek.com/2013/09/28/the-t-test-

and-robustness-to-non-normality/). The same procedure can also be used with the other tests 

available. One simple approach is to use the non-parametric procedures available on SPSS. 

http://thestatsgeek.com/2013/09/28/the-t-test-and-robustness-to-non-normality/
http://thestatsgeek.com/2013/09/28/the-t-test-and-robustness-to-non-normality/
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All give the same substantive results. If the groups are drawn from the same population, as 

they must be as a basic assumption for any such test to work, the tests find a false 

‘significant’ difference around 5% of the time using 5% as the cut-off point. Obviously, 

because there is nothing wrong with the actual computation aspect of significance tests. But 

as soon as these tests are used with samples where the groups are not drawn from the same 

population they cease to work. And this is what the situation would be in real-life. The 

computation of the p-values is now based on a flawed assumption, and so the computed p-

values will always be wrong. It is a relatively simple example of garbage in garbage out.
4 5

  

 

 

A consideration of all possibilities 

 

The second demonstration also shows how inverting the probabilities in a significance test, as 

must be done to ‘reject’ the nil-null hypothesis, leads to serious mistakes. Significance tests 

calculate the probability of obtaining a result (like a difference between groups) as or more 

extreme as that actually observed, assuming that the result is caused only by the chance 

process of randomisation when the cases were selected. More succinctly, they provide the 

conditional probability p(D|H0), where D is the data obtained from the study, and H0 is the 

nil-null hypothesis. No analyst really wants to know this figure. Instead they want to know 

the probability that the result was caused only by the chance process of randomisation when 

the cases were selected. This would be p(H0|D). And the latter is what so many analysts 

mistake the former for (by using the former result to judge the probability of H0 being true). It 

is, therefore, interesting to observe how closely related these two conditional probabilities are 

over a wide range of possible values.  

 

Bayes’ theorem shows us how any two conditional probabilities are related. The simplest 

form is:  

 

 
 

 

Treating D as A, and H0 as B, this tells us that converting p(D|H0) into p(H0|D) therefore 

requires us to know both the unconditional probability of H0 being true (irrespective of the 

data observed), and the unconditional probability of observing that data (irrespective of 

whether H0 is true or not). Of course, if we actually knew the unconditional probability of H0 

being true we would be wasting our time doing a significance test anyway. Leaving that 

aside, it is important to note that we know neither of these unconditional probabilities in 

practice. We could therefore adopt a fully subjective Bayesian approach to analysis (Gorard 

2004), which would mean rejecting significance tests anyway, or more fruitfully we could 

look at the relationship between p(D|H0) into p(H0|D) for all possible values of p(D) and 

p(H0). This is similar to the approach used by Trafimow (2009). 

 

I implemented the latter in two ways, each based on two brief computer programs. The first 

program had three nested loop counters moving from 0 to 1 in steps of 0.01. There were, 

therefore, 1,000,000 iterations. The first loop counter represented p(D|H0), the next p(H0), 

and the third p(D). Each possible combination of these three probabilities can then be used to 

assess p(H0|D) for that combination in practice. The result can be used to illustrate how 

accurate (or not) an estimate of p(H0|D) will be based on p(D|H0). Since p(D|H0) will not be 
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larger than p(D), a total of 249,765 results were ignored (the coding necessary to generate the 

result is in the Appendix to this paper so that the exercise can be repeated or extended by all 

readers). The remaining 750,235 combinations of the three probabilities were used to 

compute p(H0|D) via Bayes’ theorem (as above). The Pearson’s R correlations between 

p(D|H0), p(H0), and p(D) were all zero as would be expected. The correlation between 

p(D|H0) and p(H0|D) was +0.48 (and the correlation was lower if all 1,000,000 combinations 

were used). This means that if p(D|H0) is used to help accept or reject H0, effectively treating 

it as the same as or a clue to the size of p(H0|D) or even p(H0), the outcome will be terribly 

inaccurate. R of +0.48 is the same as the ‘effect’ size R
2
 of +0.23. The vast majority of 

variation in p(D|H0) and p(H0|D) is unique to each. Less than a quarter is shared.  

 

There is no point in presenting the scatterplot of the results, because at any reasonable level 

of resolution it is simply a filled in square with every value from 0 to 1 for p(D|H0) linked to 

every value from 01 to 1 for p(H0|D). At high magnification it is possible to see that lower 

values of one variable are somewhat more commonly linked to a range of lower values for 

the other. But there is no chance of predicting one value from the other in practice – because 

a low value of p(D|H0)  can mean a high, medium or low value for p(H0|D), and vice versa. 

Using p(D|H0) as a proxy for p(H0|D) or even p(H) is therefore very misleading.   

 

The second simulation also had 1,000,000 trials, but in this version the three probabilities 

from the right-hand side of Bayes’ theorem were all repeatedly selected random numbers 

between 0 and 1. Again, since p(D|H0) will not be larger than p(D), any such results were 

ignored – a total of 279,568 results. The remaining 720,432 were again used to calculate the 

left hand side of Bayes’ theorem for each combination of generated probabilities, and the 

various conditional probabilities correlated. The correlation between p(D|H0) and p(H0|D) 

was +0.48 again (and again the correlation was lower if all 1,000,000 combinations were 

used). 

 

In summary, there is only a very weak link between p(D|H0) and p(H0|D). They are not the 

same. They are not even close. One can be large and the other small, or large, or anywhere in 

between. So neither gives a good indication of the size of the other. Using p(D|H0) as an 

estimate of p(H0|D) on the basis that they are sufficiently correlated is illogical, and is very, 

very, misleading in practice .  

 

 

Why don’t others ‘get’ it? 

 

Despite the clear and long-standing rational arguments against the use of significance tests, 

their use remains prevalent and each new generation of researchers is taught about them. The 

common mistakes involved in significance testing have been known since their inception, and 

widely reported ever since. According to Shrout (1997) there is no evidence that this kind of 

polite academic discussion had made much difference. Tryon (1998, p.796) worried that 

“seventy-two years of education have resulted in miniscule, if any, progress toward 

correcting this situation”. Roozeboom (1997) termed this continued neglect a “sociology-of-

science wonderment” (p. 335). 

 

There has been no blanket ban in their journals by any publisher or a clear recommendation 

against their use by any major professional associations. The APA (above) fell short of 

banning significance tests in 1996, 1999, and even 2010 (American Psychological 

Association 2010). Instead, they have promoted ever more strongly the use of ‘effect’ sizes – 
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perhaps hoping to let significance wither on the vine. The journal Epidemiology moved from 

an outright ban to a slightly weaker position 

(http://edmgr.ovid.com/epid/accounts/ifauth.htm), suggesting now in their guidance for 

authors that “we strongly discourage the use of categorized P-values and language referring 

to statistical significance”. Surprisingly, many social and behavioural scientists remain 

apparently unaware of the long-standing criticisms of significance tests (Schwab et al. 2011). 

The objections are certainly not a standard part of methods resources or training in so-called 

‘quantitative methods’ in the social sciences (Gorard 2015c).  

 

Even where outright bans have been in force, Fidler et al. (2004) reported that compliance 

has been largely superficial. Reporting of p-values did decline greatly, in their analysis of 704 

articles in American Journal of Public Health and in Epidemiology from 1982 to 2000. But 

the stronger considerations of bias and design issues that were intended to result were not 

always evident. Analysts need better education in conducting actual analyses, and do not 

seem to know what to do once their push-button procedures are taken away. Eliminating 

teaching about significance tests creates space in research training to discuss the much more 

important issues of research design, and how to assess the robustness of a piece of research.  

 

Several commentators, like Hubbard and Ryan (2000), have written wondering why such an 

obviously flawed approach as significance testing has survived, and why it is still defended 

so strongly by so many. It cannot just be ignorance of the counter-arguments (Schmidt and 

Hunter 1997). Thompson (2004) examines possible psychological and sociological barriers to 

the changes in practice that would be needed, since the problem of the obstinacy of 

significance users cannot be logical or mathematical either. Significance testing derives from 

a psychological flaw. “It does not tell us what we want to know, and we so much want to 

know what we want to know that, out of desperation, we nevertheless believe that it does!" 

(Cohen 1994). Schmidt (1996) considers it an addiction to false belief.  

 

Significance tests have become a kind of religious ritual that it is socially necessary to 

perform before many journals will accept a paper with numbers in it, or before others will 

read and believe the findings. Salsburg (1985, p.220) extends the analogy of a religious belief 

in significance testing that relies neither on ethics or reason. “Invocation of the religious 

dogmas of Statistics will result in publication in prestigious journals. This form of Salvation 

yields fruit in this world (increases in salary, prestige, invitations to speak at meetings) and 

beyond this life (continual references in the citation indexes)”. Being a matter of faith, the 

fact that so many users of significance tests do not understand them, and could not explain 

correctly what a p-value is the probability of, becomes a source of paradoxical strength to 

them.  

 

Orlitzky (2011) agrees that attempts to change the practice of individual researchers using 

significance tests are not enough – and calls for institutional and epistemological reforms as 

well as better education and training in inductive and abductive reasoning, statistical 

modeling and Bayesian epistemology. For Falk and Greenbaum (1995, p.76) it is not only the 

mindlessness of some supporters of significance testing, and force of uncritical habit for 

others. “There are profound psychological reasons leading scholars to believe that they cope 

with the question of chance and minimize their uncertainty via producing a significant 

result”. Part of the problem is that while critics are showing that the logic of significance 

testing does not work, defenders are largely ignoring this issue and pointing to the need for 

something that does work (Krueger 2011). The latter, a common first response, if of course 

irrelevant to whether significance tests work or not.  

http://edmgr.ovid.com/epid/accounts/ifauth.htm
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On the other hand, it is likely that if the funders of research started to demand that analysts 

find other ways of analysing and presenting data then the change would come quickly. 

Money does talk. And perhaps the best way to get funders to demand improved approaches is 

for them to realise the damage that significance tests do. It is also hoped that that those who 

actually provide research funders with the money that they then give to research – the 

taxpayers and charity-givers - will demand that their money is no longer used to damage lives 

and even kill people.  

 

 

The ethics of the situation 

 

The latter is no exaggeration. The refusal of so many researchers and commentators to deal 

with the problem of significance testing has real consequences. Following Gorard (2002) and 

others, research funders and organisations are considering the quality of any research as a key 

ethical issue, over and above their concern that participants in research are not harmed. This 

is necessary as most of the harm that comes from research happens to those not directly 

involved but who pay for it (see above) and whose lives may be affected by research-

informed decisions. Science, medicine, and many other areas have numerous false starts and 

vanishing breakthroughs where findings cannot be replicated, or where policy and practice 

are based on a few studies only to find out later that the findings are incorrect. Such problems 

may never be eradicated, but currently they are mostly caused by the flawed approach of 

significance testing (Matthews 1998a, 1998b). The volatile results produced by such testing 

are so prevalent in epidemiology that Le Fanu (1999) suggested, almost seriously, that all 

departments of epidemiology be closed down as a service to medicine. The situation is 

probably as bad in econometrics, but the results there are rarely tested or replications 

attempted.  

 

Findings based on p-values are routinely used in practice, and often lead to the later 

realisation that the findings are wrong. Examples abound including from counselling for post-

traumatic stress disorder (Bisson et al. 1997), culling badgers to reduce the incidence of TB 

(Donnelly et al. 2003), training to reduce bicycle accidents (Carlin et al. 1998), and scaring 

delinquent children away from a life of crime (Petrosino et al. 2000). All of these and many 

more policies and practices have looked plausible, but when tested more robustly were found 

either not to work (and so to waste time and resource) or to actually worsen the outcome they 

were trying to improve.  

 

The validity of much published work in this vein is questionable (Hubbard and Lindsay 

2008). In fact, the use of significance tests in practice is ‘a disaster’ (Hunter 1997), because 

their results are so misleading (Jones and Matloff 1986). They are more often wrong than 

right, either by permitting easy rejection of a null hypothesis through use of a large sample, or 

by suggesting falsely that important real-life differences are insignificant (see above).  

 

Measuring and reporting the actual levels of toxicity (in drugs and food) would be better than 

a binary decision about whether something was toxic or safe (Salsburg 1986, Savitz 1993). In 

medicine, advances are stalled and scientific discoveries threatened by the “ubiquitous misuse 

and tyranny” of the p-value (Stang et al. 2010, p.1). This prevents patients from obtaining the 

most appropriate treatment, and therefore harms many of them either by omission or 

commission at some stage in their lives. In ecology, Suter (1986) argued that significance 

testing is fundamentally inappropriate for risk assessment, and that its continued use has 
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damaging consequences for environmental protection. The problem of significance testing 

matters in real-life 

 

 

Conclusion: an urgent practical and ethical priority 

 

The new demonstrations in this paper should not be necessary. The assumption, that the nil-

null hypothesis (or similar) is true, is required to conduct a significance test. It is this 

assumption that permits the calculation of the p-values. If that assumption is not true, as it 

will not be in all genuine examples (Meehl 1967), then the p-values cannot be calculated 

correctly or legitimately. In a very real sense they can be said not to exist (Gorard 2006). 

Where the procedure of calculating p-values is conducted anyway the results will obviously 

be wildly wrong (as shown clearly in the demonstrations above). 

 

This should also be clear from a basic understanding of conditional probabilities. The 

probability of the data observed given a true nil-null hypothesis is not the probability of the 

nil-null hypothesis being false (or true) given the data observed. Nor are these two 

probabilities related to each other in any simple way, or a way that can use a single sample. 

But previous demonstrations, that the average error rate of significance tests in practice is 

nothing like 5%, but higher than 60% (Hunter 1997), have not been enough. The illustration 

in this paper that t-tests do not work when there is a difference between the groups being 

compared is therefore for the obstinate and the disbelieving to try out for themselves.  

 

Significance tests just do not work - even when used as their advocates intended, with fully 

randomised cases. They cannot be used to decide whether a finding is worthy of further 

investigation or whether it should be acted on in practice. They are still providing vast 

numbers of false results, leading to vanishing breakthroughs in all of the fields in which they 

are used. Where their research has no real-life implications, those researchers relying on 

significance tests are simply wasting the time of those who read the work, and the money of 

those who fund them. These are serious opportunity costs, because the time and money could 

otherwise have been spent on something that was valid and perhaps even useful. But where 

the research matters, as it should do, the damage caused by using significance tests is even 

worse. The use of significance tests means that progress is being hindered, and real lives are 

being damaged, in areas from law and epidemiology to education and social justice.  

 

This means that anyone using significance tests, allowing them to pass peer-review for 

publication in their journals, teaching them to new researchers, or otherwise advocating them 

in any way, is part of a (hopefully) diminishing group causing untold real-life damage. Where 

they previously did so through ignorance, they should now cease. But anyone who continues 

with any of these actions despite reading the material in this paper (and others) is causing that 

damage deliberately.  

 

 

Endnotes 

 

1) Once significance testing is abolished, there are further logical consequences that 

there is no space to pursue in detail here. One consequence would be that traditional 

power calculations and so-called minimum detectable effect sizes (MDES) would be 

abolished as well. Both use significance testing in their definition and in their 

calculation.  
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2) The literature cited in this paper and others is replete with advice and examples on 

what to do ‘instead’ of significance tests. One way forward is described in (Gorard 

and Gorard 2015). 

3) Although confidence intervals (CIs) are advocated instead by many commentators, 

including a few of those cited here, they are in essence the same as significance tests 

(Gorard 2015c). Both are based on standard errors for a sampling distribution based 

on only one sample from that distribution. Both use modus tollendo tollens (inverse) 

logic, but with likelihoods, in a way that does not actually work as logic when used 

with likelihoods. Neither approach provides anything like the likelihood that their 

users envisage.  

4) Although that is not its purpose, this demonstration also shows that the traditional 

definition of Type I and Type II errors is invalid.  

5) The same kind of simulation approach can be used in the same way to demonstrate as 

convincingly that confidence intervals do not work either.  
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Appendix – example program listing for Visual Basic 

 

 

Module Module1 

    Sub Main() 

        Dim PAB As Decimal 

        Dim PBA As Decimal 

        Dim PA As Decimal 

        Dim PB As Decimal 

        Dim OutputFile As IO.StreamWriter 

        Console.WriteLine("Working...") 

        OutputFile = New IO.StreamWriter("output.csv") 

        OutputFile.WriteLine("P(B|A),P(A),P(B),P(A|B)") 

        For PBA = 0.01 To 1 Step 0.01 

            For PA = 0.01 To 1 Step 0.01 

                For PB = 0.01 To 1 Step 0.01 

                    PAB = (PBA * PA) / PB 

                    If Not PAB > 1 Then 

                        OutputFile.WriteLine(PBA.ToString() + "," + PA.ToString() + "," + 

PB.ToString() + "," + PAB.ToString()) 

                    End If 

                Next 

            Next 

        Next 

        OutputFile.Close() 

        Console.WriteLine("Done!") 

        Console.ReadLine() 

    End Sub 

End Module 

 


