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ABSTRACT
We exploit the synergy between low-resolution spectroscopy and photometric redshifts to
study environmental effects on galaxy evolution in slitless spectroscopic surveys from space.
As a test case, we consider the future Euclid Deep survey (∼40 deg2), which combines a
slitless spectroscopic survey limited at Hα flux ≥5 × 10−17 erg cm−2 s−1 and a photometric
survey limited in H band (H ≤ 26). We use Euclid-like galaxy mock catalogues, in which we
anchor the photometric redshifts to the 3D galaxy distribution of the available spectroscopic
redshifts. We then estimate the local density contrast by counting objects in cylindrical cells
with radius from 1 to 10 h−1Mpc, over the redshift range 0.9 < z < 1.8. We compare this
density field with the one computed in a mock catalogue with the same depth as the Euclid
Deep survey (H = 26) but without redshift measurement errors. We find that our method
successfully separates high- from low-density environments (the last from the first quintile of
the density distribution), with higher efficiency at low redshift and large cells: the fraction of
low-density regions mistaken by high-density peaks is <1 per cent for all scales and redshifts
explored, but for scales of 1 h−1Mpc for which is a few per cent. These results show that we can
efficiently study environment in photometric samples if spectroscopic information is available
for a smaller sample of objects that sparsely samples the same volume. We demonstrate
that these studies are possible in the Euclid Deep survey, i.e. in a redshift range in which
environmental effects are different from those observed in the local Universe, hence providing
new constraints for galaxy evolution models.

Key words: surveys – large-scale structure of Universe.

1 IN T RO D U C T I O N

Environment is known to play a role in galaxy evolution, especially
at relatively low redshift (z � 1) and for galaxies with small to
intermediate stellar mass (log(M/M�) � 10.5; see e.g. Bolzonella
et al. 2010; Davidzon et al. 2016). There are still many open debates
on this subject, ranging from the relation between the 3D galaxy
distribution and the underlying dark matter (DM) structures, to the
actual physical processes that shape galaxy properties, which take
place in different environments and on different time-scales. Only

� E-mail: olga.cucciati@oabo.inaf.it.

through observations at different epochs, we can robustly derive a
coherent picture of galaxy evolution.

Ideally, we need to probe from large to small scales, over a large
span in redshift, and with large statistics, to allow us to robustly mea-
sure galaxy properties in different environments. Several physical
processes that shape galaxy properties take place in galaxy groups
and clusters (e.g. galaxy–galaxy merging, Toomre & Toomre 1972,
ram pressure stripping of gas, Gunn & Gott 1972, strangulation,
Larson, Tinsley & Caldwell 1980, harassment, Moore et al. 1996
and so on), so the study of local, high-density environment on small
scales is crucial. Moreover, the cosmic web is continuously evolving
with time, and each galaxy can live in very different environments
during its lifetime. As a consequence, we need to be able to study
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how environment evolves to understand how it shapes galaxy evo-
lution, and at the same time we need to study how the properties
of the overall galaxy population change with time. For instance, it
would be important to understand if and how we can link the peak
of the star formation rate (SFR) density (z = 1.5–2, see e.g. Cucciati
et al. 2012a and Madau & Dickinson 2014) with the onset of the
relation between SFR and local density (Cucciati et al. 2006; Lin
et al. 2016 at z � 1.2, Elbaz et al. 2007 at z ∼ 1.1, but see also
Kodama et al. 2007; Spitler et al. 2012 for the identification of red
massive galaxies in high-redshift clusters). Finally, we need large
galaxy samples to remove the degeneracies among the many param-
eters that regulate the galaxy evolution processes (e.g. the complex
interplay between local environment, stellar mass and star forma-
tion (SF), like for instance in Peng et al. 2010; McNaught-Roberts
et al. 2014 and references therein).

In this framework, the ability of identifying and isolate a repre-
sentative sample of high-density structures is of paramount impor-
tance. This would simultaneously require high accuracy in the red-
shift measurement, large galaxy density and large volumes. These
requirements cannot be met by standard spectroscopic surveys per-
formed with current instruments, since the required observation
time would be prohibitively large. In addition, since we aim to trace
galaxy evolution, we should target galaxies at relatively high red-
shift. To optimize the targeting of such galaxies using multi-object
spectrographs, some kind of target pre-selection in near-IR bands is
required, but ground-based observations in the near-IR are limited
by the atmospheric transmission windows.

A photometric galaxy survey would provide us with large statis-
tics and a large span in redshift within a much shorter time-scale of
observations. Many studies in the literature make use of photomet-
ric redshifts to derive local environment. These analyses include
galaxy cluster identification (e.g. Mazure et al. 2007; Adami et al.
2010; Bellagamba et al. 2011; Jian et al. 2014), detailed studies of
extended structures (e.g. Cassata et al. 2007; Guzzo et al. 2007),
and a broad analysis of the entire range of density enhancements,
from empty regions to the highest density peaks (see e.g. Scoville
et al. 2007, 2013; Darvish et al. 2015; Lin et al. 2016). The price
to pay is the much lower (>1 dex) redshift precision with respect
to spectroscopic redshifts, which hampers the precision of the 3D
reconstruction of local environment on small scales (e.g. Cooper
et al. 2005; Lai et al. 2016 and Malavasi et al. 2016).

Alternatively, one could carry out narrow-band photometric sur-
veys, with filters aimed to target emission line galaxies (ELG) in
a very narrow redshift bin (e.g. the HiZELS and NEWFIRM Hα

surveys, see Geach et al. 2008; Ly et al. 2011). The main drawbacks
of this approach are the very limited redshift bin and the possible
contamination from other emission lines.

Slitless spectroscopy of ELG is a compromise between redshift
precision and being able to probe a large volume (both wide and
deep) in a relative short exposure time. This kind of spectroscopy
uses a prism or grism as dispersing element, so the spectral reso-
lution can be very high. However, all the sources on the sky plane
are spread out into their spectrum at once, and as a consequence the
information on the angular position of the sources is limited and
spectra can partially overlap. Spectra overlap might be significant
especially in crowded fields, like deep samples, and in high-density
regions, that are important targets of environmental studies. The im-
pact of this contamination can be reduced to some extent by taking
observations of the same field at different position angles.

If a survey based on slitless spectroscopy is carried out from
space, the collected data do not suffer from atmospheric absorption.
This is the case, for instance, of the slitless surveys performed with

the Hubble Space Telescope (HST), based on NICMOS (McCarthy
et al. 1999; Yan et al. 1999; Shim et al. 2009) and on the WFC3.
The WFC3 Infrared Spectroscopic Parallels programme (WISP;
Atek et al. 2010, 2011) represents a major improvement with re-
spect to the previous programme based on NICMOS, given that the
WFC3 field of view is much larger than that of NICMOS. These
HST observations will be followed, in the future, by slitless spectro-
scopic surveys from two other space missions, the European Space
Agency’s Euclid (Laureijs et al. 2011) and the National Aeronautics
and Space Administration’s WFIRST (Wide-Field Infrared Survey
Telescope; Dressler et al. 2012; Green et al. 2012).

Space-based slitless spectroscopy of ELGs thus represents a po-
tential new advancement in environmental studies, although it also
suffers from some drawbacks. For instance, the deeper the obser-
vations, the greater number of spectra which will overlap on the
image. At the same time, keeping the depth fixed, in overdense
regions the sky is more crowded than in low-density regions, in-
creasing the contamination from adjacent spectra. A way to tackle
this problem is to repeat observations at the same position but with
different position angles, but this comes at the expense of a longer
total exposure time.

A promising way to study local environment on small scales over
large volumes is through the synergy of photometric and spectro-
scopic galaxy samples. For instance, one can anchor the photometric
redshifts to a robustly defined 3D skeleton, built with a (sub)sample
of galaxies with spectroscopic redshifts. A density estimator based
on such a method has been successfully developed for the zCOS-
MOS survey (Lilly et al. 2007) by Kovač et al. (2010). Cucciati
et al. (2014) applied a simplified version of the same method to the
VIPERS survey (Garilli et al. 2014; Guzzo et al. 2014).

The feasibility of such studies has to be evaluated case by case,
according to the selection function of the planned surveys. For in-
stance, the zCOSMOS and VIPERS samples are both flux-limited at
i = 22.5, but the zCOSMOS spectroscopic sample has a higher target
sampling rate, and the zCOSMOS ancillary photometric catalogue
has a smaller photometric redshift error. For these two reasons, the
analysis performed with the zCOSMOS sample is robust down to
smaller scales than those reached with VIPERS. The higher sam-
pling rate of the zCOSMOS survey comes at the price of a much
smaller covered area, and only with a survey as large as VIPERS we
can investigate the properties of rare objects with large statistical
significance.

The future Euclid mission will provide the community with both
slitless spectroscopic observations and photometric observations of
a flux-limited sample of galaxies. The slitless spectroscopy will
sample ELGs, while the photometric observation will be limited in
H band. The improvements with respect to current ground-based
spectroscopic surveys at z � 1 consist of larger and deeper photo-
metric and spectroscopic catalogues, that might allow environmen-
tal studies up to z ∼ 2 on relatively small scales.

Here, we use galaxy mock catalogues which mimic the Euclid
Deep spectroscopic and photometric surveys to assess the possibil-
ity of studying how environment affects galaxy evolution at high
redshift by exploiting the synergy between spectroscopic and photo-
metric samples. The approach relies on the ability of sampling high-
versus low-density regions rather than reconstructing the whole den-
sity field and its correlation properties as in the galaxy clustering
studies. In this work, we shall therefore focus on the ability to
discriminate high-density environments from the low-density ones.

This paper is organized as follows. In Section 2, we present the
mock galaxy catalogues that we use in this work, and in Section 3
some of their properties, such as number counts and their clustering

MNRAS 462, 1786–1801 (2016)

 at U
niversity of D

urham
 on O

ctober 6, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

http://mnras.oxfordjournals.org/


1788 O. Cucciati et al.

strength. Section 4 describes how we estimate the density field
using both the photometric and spectroscopic galaxy catalogues.
Our results on the reliability of the environmental parametrization
are detailed in Section 5, and we show a test case in Section 6. We
summarize our results in Section 7.

We use a cosmology based on a � cold dark matter (�CDM)
model with �m = 0.272, �� = 0.728, H0 = 70.4 km s−1Mpc−1,
i.e. the cosmology in which our mock galaxy catalogues are based.
Magnitudes are in the AB system (Oke 1974).

2 A TEST CASE: THE EUCLID DEEP SURV EY

Several next-generation cosmological projects are conceived to
comprise both a spectroscopic and a photometric survey, so to ex-
ploit two independent cosmological probes at once: the baryonic
acoustic oscillations (BAO) and weak gravitational lensing (WL),
respectively.

In this respect, such projects naturally provide the two data sets
required for our strategy: a spectroscopic and a photometric sample.
We will consider the Euclid mission as a realistic case to illustrate
the potential of next-generation surveys in environmental studies.

2.1 The Euclid Deep survey

Full details on the Euclid mission surveys are given in the Euclid
Definition Study Report (Laureijs et al. 2011, ‘Red Book’ from now
on). The pieces of information most relevant for this work are the
following.

The Euclid mission comprises a Wide and a Deep survey, each
of them based on photometric and spectroscopic (slitless) observa-
tions. The Wide survey will cover a sky area of 15 000 deg2, with a
flux limit of H = 24 (5σ point source) for the NIR photometry and
an Hα line flux limit of ∼3 × 10−16 erg cm−2 s−1 (3.5σ unresolved
line flux) for the spectroscopy. Thanks also to ancillary photome-
try from other surveys, it will be possible to compute photometric
redshifts (zp) for the sources in the photometric catalogue. The zp

measurement error is required to be at most σ zp = 0.05(1 + z), with
a maximum 10 per cent of catastrophic measurement failures. The
spectroscopic redshifts (zs) of the spectroscopic survey are required
to have a maximum measurement error of σ zs = 0.001(1 + z).

The Deep survey will be two magnitudes deeper than the wide
one, but will cover a much smaller sky area (∼40 deg2). Namely, the
photometric deep survey will be flux-limited at H = 26 (5σ point
source) and the Hα flux limit for the spectroscopic part will be
∼5 × 10−17 erg cm−2 s−1 (3.5σ unresolved line flux). The required
maximum values of photometric and spectroscopic redshift errors
are the same as for the Wide survey.

The upper value for σ zp, i.e. 0.05(1 + z), is granted by the use
of the Euclid photometry in three NIR bands (Y, J, H) covering the
wavelength range 0.92–2.0 µm, and the use of at least four optical
bands (from ground-based data, such as the ‘griz’ filter set) covering
the range 420–930 nm. The depth of these observations needs to
be at least 24 for the three NIR bands, and g = 24.4, r = 24.1,
i = 24.1 and z = 23.7 in the optical. These requirements apply
to the Euclid Wide survey. For the Deep survey, they need to be
∼2 mag deeper. To keep σ zp as low as possible, it is also important
that the photometry is uniform within a single field, and across
several fields. The requirement is to reach a relative photometric
accuracy of 1.5 per cent for all the galaxies in the survey.

According to the Red Book, the total wavelength range covered
by the slitless spectroscopy is 1.1–2.0 µm, and it will allow us the
detection of the Hα line over the redshift range 0.7 � z � 2.05.

In this work, we focus our attention to the Deep survey in the
redshift range 0.9 ≤ z ≤ 1.8. Basically, the Deep survey is conceived
to help with the calibration of the Wide survey, which will be used
for one of the Euclid main cosmological probes. Clearly, the Deep
survey will also provide the community with unprecedented data
sets for ancillary science. We want to exploit the full potentiality of
such data in the field of environmental studies, where it is important
to probe small scales, best reached with deep samples.

2.2 Mock galaxy samples

For our analysis, we use mock galaxy catalogues that mimic the Eu-
clid Deep spectroscopic and photometric surveys (their flux limit,
their redshift measurement error etc). We will refer to these cata-
logues as DSMOCKS and DPMOCKS, respectively, and also as Euclid-
like catalogues. To assess the robustness of our environment re-
construction, we also need a catalogue as densely populated as the
photometric catalogue, but with no photometric redshift error. The
density estimated in this catalogue will be our reference computa-
tion. We call these reference catalogues DREFMOCKS.

We use mock galaxy samples built with the semi-analytical model
of galaxy formation and evolution described in Gonzalez-Perez
et al. (2014). This model was applied to the DM halo merging trees
derived from a revision of the Millennium Simulation (Springel
et al. 2005) run with a cosmology consistent with the 7 yr results
of the Wilkinson Microwave Anisotropy Probe (WMAP7; Komatsu
et al. 2011). Namely, the adopted cosmological model is a �CDM
model with �m = 0.272, �b = 0.0455, h = 0.704, �� = 0.728,
n = 0.967, and σ 8 = 0.810. The Millennium Simulation contains
N = 21603 particles of mass 8.6 × 108h−1M� within a comoving
box of size 500 h−1Mpc on a side.

The construction of the Euclid-like lightcone are fully described
in Merson et al. (2013). The lightcones are stored in the Virgo
Consortium Database1 (Lemson & Virgo Consortium 2006). These
lightcones contain the galaxy properties we need for our study, i.e.
the observed H-band magnitude and the Hα flux. For each galaxy,
two redshifts are provided: the cosmological redshift (zcos) and a
redshift that includes both the cosmological redshift and the pecu-
liar velocity (zpec). We are interested in the second one, because we
perform our analysis in redshift space. Two Euclid-like lightcones
were available at the time of our analysis: one characterized by a
wide area, with Hα and H-band limits matching those of the Euclid
Wide survey, and a deeper one, complete down to Hα line flux of
∼3 × 10−18 erg cm−2 s−1 and H = 27 (meaning that it comprises all
the galaxies which satisfy at least one of the two selection criteria),
covering a smaller, circular region of ∼20 deg2. Note that the Hα

line flux and the H-band limits are both deeper than the selection
criteria of the Euclid Deep survey. In this work we considered the
latter lightcone, that we divided into four square-shaped indepen-
dent lightcones of 2 × 2 deg2, from which we extracted the mocks
used in our analyses, as follows.

(i) Galaxy mock catalogues with a flux limit of H = 26, mim-
icking the magnitude limit of the Euclid Deep photometric survey.
We consider them as our reference catalogues, and we call them
DREFMOCKS. These catalogues represent the Euclid Deep photo-
metric survey without photometric redshift error, and the density
field estimated in these catalogues (in redshift space) sets the refer-
ence to assess the robustness of the density field reconstruction.

1 http://galaxy-catalogue.dur.ac.uk:8080/Millennium/
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Table 1. List of the galaxy mock catalogues used in this work, with their main properties: the limiting flux in H band or Hα

flux, the redshift error added to the peculiar velocities, and other specific properties. For more details see Section 2.2.

Name Sky area H-band flux limit Hα flux limit Redshift error Other properties
deg2 (mag) (erg cm−2 s−1)

DREFMOCKS 2 × 2 26 – None –
DPMOCKS 2 × 2 26 – σ = 0.05(1 + zpec) 10 per cent of catastrophic failures
RAWDSMOCKS 2 × 2 – 7 × 10−17 σ = 0.001(1 + zpec) –
DSMOCKS 2 × 2 – 7 × 10−17 σ = 0.001(1 + zpec) C=P=98 per cent. Adjusted n(z).

(ii) Galaxy mock catalogues with a flux limit of H = 26, in
which galaxies have photometric redshifts (zp). Namely, we took
the DREFMOCKS and we added to the redshift zpec of each galaxy a
random value extracted from a Gaussian with σ = 0.05(1 + zpec).
We also added 10 per cent of catastrophic redshift measurements, by
assigning a random redshift to 10 per cent of the galaxies (although
this is an simplistic approximation). From now on we call these
mock catalogues DPMOCKS.

(iii) Galaxy mock catalogues with an Hα flux limit of
7 × 10−17 erg cm−2 s−1, mimicking the 5σ flux limit of the Eu-
clid Deep spectroscopic survey (more conservative than the 3.5σ

described in Section 2.1, see below for the reason of this choice).
Galaxies in this sample will have spectroscopic redshifts (zs) with
a typical measurement error of σ = 0.001(1 + z). To mimic this
uncertainty, we added to the redshift zpec of each galaxy a random
value extracted from a Gaussian with σ = 0.001(1 + zpec). From
now on, we call these mock catalogues RAWDSMOCKS.

(iv) Galaxy mock catalogues with Hα flux limit as close as pos-
sible to 7 × 10−17 erg cm−2 s−1, but with redshift distribution n(z)
adjusted to be consistent with predictions. Specifically, we take the
RAWDSMOCKS, and we modify their n(z) to match the n(z) predicted
by Pozzetti et al. (2016, see Section 3.1). This procedure basically
consists in adding in the RAWDSMOCKS also galaxies with Hα flux
below 7 × 10−17 erg cm−2 s−1, as described in details in Section
3.1. We call these mock catalogues DSMOCKS.

From now on, we will use the DREFMOCKS as reference cat-
alogues, and the DPMOCKS and DSMOCKS as ‘Euclid-like’ mock
galaxy catalogues. We note that we adopted a very simplistic ap-
proach to mimic the Euclid selection function in these catalogues.
In particular, it is important to explain some of the choices we made
in the modelization of our mock catalogues.

The Euclid photometric survey will be characterized by masked
sky areas, variations of σ zp with galaxy luminosity, and so on, but
we do not take them into account. A full characterization of the
photometric redshift probability distribution function (PDF) for the
Euclid survey is still under study within the Euclid Consortium, so
we cannot mimic, in our mock catalogues, the full zp PDF nor the
redshift distribution of the catastrophic zp errors. For this reason,
we decided to use a very simplistic approach, assuming the PDF
to be Gaussian and the catastrophic zp errors to be 10 per cent at
all redshifts. This way, we do not take the risk of mimicking a
sophisticated zp observing procedure that is not representative of
the Euclid one.

The spectroscopic sample can be characterized by its purity and
completeness. The completeness, C, is defined as the fraction of
spectroscopic targets for which it is possible to measure a redshift.
The purity, P, is defined as the fraction of real targets among all
the measured redshifts (spurious features due to noise etc. might
be erroneously considered real Hα lines). The spectroscopic Euclid
Deep survey is designed, among other goals, to help with the com-
putation of C and P for the Wide survey, so its C and P are foreseen

Figure 1. Top. Redshift distribution of the galaxies in the DREFMOCKS,
RAWDSMOCKS and DSMOCKS, as detailed in the legend, in bins of
�z = 0.05. Bottom. Ratio of the redshift distribution of the DSMOCKS over
the DREFMOCKS, expressed in percentage.

to be very close to 100 per cent at least for galaxies brighter than
the Euclid Wide spectroscopic survey (3 × 10−16 erg cm−2 s−1).
For galaxies with Hα flux fainter than the Wide survey limit, C and
P have not yet been computed, and they will possibly depend on
redshift and Hα flux.

For this reason, we decided to adopt, for our DSMOCKS, a Hα flux
limit of 7 × 10−17 erg cm−2 s−1, which corresponds to the flux limit
of the Deep survey at ∼5σ , instead of the nominal one at 3.5σ , and
we consider the Deep survey to have C=P=98 per cent down to
the ∼5σ flux limit. We mimicked C and P by removing 2 per cent
of the galaxies (randomly chosen, irrespectively of their position or
flux), and adding a corresponding number of fake objects (randomly
placed in the survey volume).

We verified the robustness of the density field reconstruction in
the case of a brighter Hα flux limit for the DSMOCKS, to understand
what would change in case our assumption of C=P=98 per cent
down to 7 × 10−17 erg cm−2 s−1 is too optimistic. In Appendix B,
we show the results on the density field reconstruction if we use
DSMOCKS with Hα flux >10−16 erg cm−2 s−1, and we show that a
brighter limit would affect only marginally our results.

In Table 1, we summarize the main properties of the galaxy mock
catalogues listed above. In Fig. 1, we show the redshift distribution
n(z) of our mock catalogues. The density of galaxies in the DSMOCKS

ranges between �15 and ∼10 per cent of the density of galaxies
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Figure 2. Example of RA–z distribution of galaxies in one of the lightcones
used in this work, in the redshift range 1.2 < z < 1.5. The projected Dec.
covers a range of 0.◦5. Top: all galaxies in the DREFMOCK (flux limit at
H = 26, 100 per cent sampling rate, the redshift includes cosmological
redshift and peculiar velocity). Middle-top: galaxies in the DPMOCK obtained
from the DREFMOCK in the top panel. Middle-bottom: only for reference, in
this panel we show the galaxies in the DREFMOCK after adding a photometric
redshift error of σ = 0.01(1 + z), i.e. five times less than the one we use in our
DPMOCK. Bottom: galaxies in the DSMOCK extracted from the same lightcone
as the DREFMOCK in the top panel. In all panels, the black horizontal line
represents the photometric redshift error ±σ = 0.05(1 + z) and the red
line the spectroscopic redshift error ±σ = 0.001(1 + z), both evaluated at
z = 1.35. In the third panel, the green horizontal line represents a redshift
error of ±σ = 0.01(1 + z).

in the DPMOCKS, going from z = 0.9 to 1.8. We note that, in the
redshift range of interest (0.9 < z < 1.8), basically all the galaxies
in the DSMOCKS also belong to the DPMOCKS.

Fig. 2 shows the RA–z distribution of galaxies in one of the
lightcones used in this work, in the redshift range 1.2 < z < 1.5.
For the given lightcone, we show how galaxies are distributed in
the DREFMOCK, DPMOCK, and DSMOCK. It is clear that the large
photometric redshift error in the DPMOCK smears out the small- and
large-scale structures visible in the DREFMOCK. For a comparison,
in Fig. 2 we also show what would happen to the DREFMOCK when
adding a photometric redshift error of σ zp = 0.01(1 + z), that
roughly corresponds to one of the smallest photometric redshift
errors obtained with real data to date (see e.g. Ilbert et al. 2013,
2015 in the COSMOS field, who find σ zp = 0.008(1 + z) for
galaxies with i < 22.5). At z ∼ 1.3 as in the figure, σ zp = 0.01(1
+ z) corresponds roughly to the scale of voids/underdense regions,
as is evident from comparing the green line in the third panel with

Figure 3. H-band number counts in our lightcones (black solid line) and in
some observational data (symbols as in the legend).

the typical dimension of the empty areas in the top panel. This way,
the galaxies in the most overdense structures do not mix too much
when the photometric redshift error is added, and it is still possible
to identify high-density regions (see also Malavasi et al. 2016).

3 PRO P E RT I E S O F T H E M O C K S A M P L E S

In this section we study the number counts, the redshift distribution
n(z) and the clustering strength of the photometric and spectro-
scopic mock catalogues and we compare them with available data
in the literature. This comparison is important, since the consistency
between real and mock samples is a key to guarantee the reliability
of our environmental study forecast.

3.1 Number counts and redshift distributions

Fig. 3 shows the H-band number counts (N deg−2 mag−1) in our
lightcones, compared with some observational data (Teplitz et al.
1998; Thompson et al. 1999; Yan et al. 1999; Chen et al. 2002;
Moy et al. 2003; Frith, Metcalfe & Shanks 2006; Metcalfe et al.
2006; Cristóbal-Hornillos et al. 2009; Retzlaff et al. 2010; Bielby
et al. 2012; Jeon et al. 2014). The counts in the mock catalogues
are consistent with the observed galaxy counts in the range 19 �
H � 23. Below H ∼ 19, predicted counts tend to underestimated
the observed ones, up to a factor of �2 at the brightest magnitudes,
but this lack of objects is mainly related to galaxies at z � 0.8, a
redshift range that is not studied in our work. The counts in the
mock catalogues also seem to overestimate the observed counts at
H � 23 by a factor of ∼50 per cent, but at these faint magnitudes
the scatter in the real data is large. Overall, there is a fair agreement
between the counts in the lightcones and in the real data.

The Hα counts are not well constrained yet by observations, and
yet the assessment of reliable forecasts of the Hα number counts
and redshift distribution is a crucial task for the preparation of the
observational strategy for future missions like Euclid and WFIRST.
We expect a large number of Hα emitters in the redshift range
explored by such missions, given that the cosmic SFR was higher in
the past, with a peak at z ∼ 2 (see e.g. Cucciati et al. 2012a; Madau
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& Dickinson 2014). Moreover, the use of star-forming galaxies to
study the small-scale environment at high redshift, like in our case,
could be particularly effective if it is true (though the debate is still
open in the literature) that SF galaxies reside preferentially in high
densities at z � 1–1.5 (Cucciati et al. 2006; Elbaz et al. 2007; Lin
et al. 2016).

Several Hα samples have been collected in the past years, us-
ing ground-based spectroscopy, grism spectroscopy from space and
narrow-band NIR photometry. We refer the reader to Pozzetti et al.
(2016) for the most recent compilation of such samples. Namely,
Pozzetti et al. (2016) used these samples to derive three models
of the evolution of the Hα luminosity function (LF), to com-
pute the forecasts for future surveys (see also Geach et al. 2010
for a previous modelization). We adopt ‘Model 1’ of Pozzetti
et al. (2016) as the reference model in our analysis, because it
includes the evolution of both L∗ and φ∗, while φ∗ does not evolve
in their ‘Model 2’, and their ‘Model 3’ is based on a shorter
redshift range.

We have compared the n(z) of the galaxies in the RAWDSMOCKS

(nmock) with the predicted Hα n(z) of ‘Model 1’ (nmod). The
RAWDSMOCKS underestimate the predicted n(z) at all redshifts (for
the same flux limit, i.e. 7 × 10−17 erg cm−2 s−1), by an increas-
ing factor going from z = 0.9 to 1.8. The RAWDSMOCKS contain
50 per cent (at z = 0.9) to 20 per cent (at z = 1.8) of the galaxies
predicted by Pozzetti’s Model 1 (see their fig. 6). This is true for
all Hα fluxes above the Euclid flux limit (see their figs 4 and 5).
We remark that the Euclid Hα flux limit, even for the Deep survey,
corresponds to values very close to L∗ at z ∼ 1.5, so the underes-
timate of Hα counts in the mock catalogues is not (only) due to a
possibly not well-constrained faint-end slope of the observed Hα

LF (see fig. 2 of Pozzetti et al. 2016 for the typical uncertainty of α

in the literature).
To reproduce the predicted Hα n(z), we added galaxies in the

RAWDSMOCKS until nmock(z) and nmod(z) were the same. Specifically,
we picked up these new galaxies from the lightcones from which
the RAWDSMOCKS were extracted, choosing randomly in RA–Dec.
among the galaxies with Hα slightly fainter than the flux limit of
the RAWDSMOCKS. For each redshift bin zi, we added fainter and
fainter galaxies until nmock(zi) matched nmod(zi). At the end of the
procedure, we had to add galaxies as faint as 2.5 × 10−17 erg
cm−2 s−1 at z ∼ 1.0, and even fainter galaxies at higher redshifts,
down to 1.5 × 10−17 erg cm−2 s−1 at z = 1.8.

Following this procedure, we built the DSMOCKS from the
RAWDSMOCKS. These modified mock catalogues are those called
DSMOCKS in Section 2.2, in which we subsequently modelled the
foreseen purity and completeness of the Euclid Deep spectroscopic
survey, as described in Section 2.2. We show the redshift distribution
of the RAWDSMOCKS and DSMOCKS in Fig. 1.

3.2 Two-point correlation function

Fig. 4 shows the galaxy two-point correlation function (2PCF) in
the DREFMOCKS and DSMOCKS. We use DREFMOCKS instead of
DPMOCKS for this exercise because our aim is to show the (possibly)
different clustering strength for two samples selected in different
ways (H band or Hα flux) rather than to show how photometric
redshift errors would affect the 2PCF (we expect that the small
spectroscopic redshift error does not alter significantly the 2PCF in
the DSMOCKS).

The 2PCF has been computed using the CosmoBolognaLib pre-
sented in Marulli, Veropalumbo & Moresco (2016). The random
samples used to compute the 2PCF have been built adopting the

Figure 4. Top. Redshift–space galaxy 2PCF in different mock catalogues,
in the redshift bin 1.2 < z < 1.5. Different colours and styles are for different
mock catalogues: the black dotted line is for DREFMOCKS, the green solid
line for the RAWDSMOCKS, and the dashed blue line for DSMOCKS. The error
bar in the top-right corner shows a difference in ξ (s) of ±10 per cent. Bot-
tom. Ratio ξ1/ξ2 between the redshift–space galaxy 2PCF in the different
mock catalogues shown in the top panel. The denominator (ξ2) is always
for DREFMOCKS, and the numerator are the RAWDSMOCKS and DSMOCKS

catalogues (colour-code as in the top panel).

same geometrical selection of the DPMOCKS and DSMOCKS, and their
specific n(z). The figure shows that the galaxies in the photometric
catalogue are more clustered than those in the spectroscopic sample,
by a factor of ∼20 per cent. This seems more evident for scales r
< 1 h−1Mpc. We note that the two samples are not necessarily ex-
pected to have the same clustering (see e.g. the different clustering
of galaxy populations with different stellar mass or luminosity, like
in Li et al. 2006; Coil et al. 2008; Meneux et al. 2008; Christodoulou
et al. 2012; Marulli et al. 2013).

Geach et al. (2012) measured the 2PCF of Hα emitters in the Hi-Z
Emission Line Survey (HiZELS) at z ∼ 2.2. The HiZELS sample is
complete down to 5 × 10−17 erg cm−2 s−1, that corresponds to LH α

> 1042 erg cm−2 s−1 at z = 2.2. They compared their results with the
2PCF of a galaxy sample extracted from the lightcones described
in Merson et al. (2013). The lightcones were built with the semi-
analytical model of galaxy formation and evolution described in
Lagos et al. (2012), embedded in the DM halo merging trees derived
from the Millennium Simulation (Springel et al. 2005). The sample
extracted from the lightcones had the same selection function as
the HiZELS sample. Geach et al. (2012) find that the mock galaxy
sample based on the semi-analytical model, at the same redshift
and LH α as HiZELS, has less clustering than the HiZELS sample
on scales r < 0.5 h−1Mpc, while the two samples have very similar
clustering strength at larger scales.

We measured the 2PCF in the mock galaxy samples based on
the semi-analytical model of Lagos et al. (2012), as in Geach
et al. (2012), but in the same redshift ranges and for the same
Hα flux limit as in our DSMOCKS. We verified that their 2PCF
is very similar to the one in our DSMOCKS, that are based on
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Figure 5. Top. Redshift–space galaxy 2PCF in the adopted lightcones (be-
fore applying any cut in H band or Hα) for different bins of Hα flux down
to 2 × 10−17 erg cm−2 s−1, as in the labels, in the redshift bin 1.2 < z <

1.5. Different colours are for different Hα flux bins. The error bar in the
top-right corner shows a difference in ξ (s) of ±10 per cent. Bottom. Ratio
ξ1/ξ2 between the redshift–space galaxy 2PCF in the different mock cata-
logues shown in the top panel. The denominator (ξ2) is always the 2PCF in
the faintest flux bin (∼2–3 × 10−17 erg cm−2 s−1), and the numerator is for
the other flux bins in the top panel (colour-code as in the top panel).

the semi-analytical model by Gonzalez-Perez et al. (2014). Even
if the redshift explored in Geach et al. (2012) is slightly higher
than our maximum redshift (z = 1.8), their results suggest that the
small-scale clustering in our DSMOCKS is too weak with respect to
real data.

We remark that the clustering properties of the spectroscopic
sample are relevant for the method we use to estimate the density
(see the discussion in Section 4.1 and Appendix A). We verified that
the 2PCF of the fainter galaxies that we added in the RAWDSMOCKS

to match the predicted n(z) is not too different from the 2PCF of
the galaxies with Hα flux >7 × 10−17 erg cm−2 s−1. This is shown
in Fig. 4, where we also show the 2PCF for the RAWDSMOCKS, and
in Fig. 5, where we show the 2PCF for different bins of Hα flux,
including fluxes below 7 × 10−17 erg cm−2 s−1. This implies that
adding fainter galaxies to reach the expected number counts does
not alter the clustering strength of the galaxies with brighter Hα

flux.

4 L O C A L D E N S I T Y A N D E N V I RO N M E N T

The key quantity that we use to quantify environmental dependences
is the local density contrast of galaxies, δN:

δN = N/〈N〉 − 1, (1)

where N is the number of objects in the volume element, and
〈N〉 the mean number of objects at a given redshift. Although
δ is defined as a ‘density contrast’, we will often use simply

‘density’, for the sake of simplicity,2 and we consider it as a proxy
of environment.

We count objects in cylindrical cells of different sizes, all with the
same half-length of 1000 km s−1 but different radii R = 1, 2, 3, 5, 8,
10 h−1Mpc (R1, R2, R3, R5, R8, R10 from now on). The lengths of the
radii are chosen to span from small scales (like clusters) to relatively
large scales. Counts are performed by randomly throwing cells to
oversample the survey volume. A cylindrical shape of the cells
allows us to adopt a symmetric shape on the sky and an independent
size along the line of sight, chosen to take into account the peculiar
velocities of cluster galaxies.

We only consider cells fully contained within the survey area,
which do not require any statistical correction for edge-induced in-
completeness. We will consider the problems related to boundaries
and gaps in the sky coverage in future work. We refer the reader
to e.g. Cucciati et al. (2006) for an effective method for boundary
correction in recent spectroscopic surveys, and to Cucciati et al.
(2014) for some examples of gap-filling methods.

We call ‘tracer galaxies’ (or simply ‘tracers’) the galaxies used to
estimate the local density. The choice of a given tracer sample is a
compromise between the maximization of the number density (the
denser the sample, the smaller the scales that can be reached in the
density reconstruction) and the homogeneity of the sample across
the surveyed area and along the explored redshift range.

Both the spectroscopic and the photometric Euclid surveys are
flux-limited. As a consequence, the mean number density of ob-
jects decreases with redshifts. This is a rather typical situation that,
however, does have an impact in environmental studies since it sys-
tematically modifies the minimum scalelength that we can effec-
tively probe. One commonly adopted solution is to extract a subvol-
ume limited catalogue of objects, for instance a luminosity-limited
galaxy sample (see e.g. Cucciati et al. 2010; McNaught-Roberts
et al. 2014). This has the advantage of providing a homogeneous
sample of tracers with the same mean separation at all redshifts.
The drawback is to throw away information at low redshifts (for in-
stance, many faint galaxies will not be used as tracers), hampering
our ability to probe small scales.

In this work, we want to assess the full potential of the data set
at each redshift to investigate environmental effects, so we consider
the whole flux-limited sample. For this reason, we expect that we
will be able to better reconstruct the local density field on small
scales at lower redshift.

Our aim is to reconstruct the density field in the Euclid pho-
tometric survey, minimizing the effects of the large photometric
redshift error. For this we exploit the synergy of the photometric
and spectroscopic Euclid surveys. The first one enjoys a large den-
sity of tracers with a large redshift measurement error, the second
one is sparser, but the redshift measurement is much more precise.
To assess how well we can reconstruct environment, we estimate
the density contrast δN in three different mock galaxy catalogues:

(i) counts performed in the DREFMOCKS, by counting the galax-
ies falling within each cylindrical cell; we remind that in the
DREFMOCKS, galaxy redshifts include peculiar velocities; we call
this density contrast δR

N ;
(ii) counts performed in the DPMOCKS, by counting the galaxies

falling within each cylindrical cell; we call this density contrast

2 For the purposes of this paper, the density contrast δ is simply the way we
define the environment, we do not need to physically distinguish it from the
local density.
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δ
p
N ; when compared with δR

N , it provides us with an estimate of the
information lost due to the large photometric redshift errors;

(iii) counts performed in the merged Euclid-like
DPMOCKS+DSMOCKS, in which the spatial distribution of the
spectroscopic galaxies is exploited to improve the accuracy of the
photometric redshift estimate (with the ZADE method, see the next
section); we call the resulting density contrast δE

N .

4.1 The ZADE method

We use the so called ZADE method to modify the zp PDF of the
galaxies in the DPMOCKS exploiting the 3D distribution of the galax-
ies in the DSMOCKS. The ZADE method was developed for the
zCOSMOS survey (Lilly et al. 2007), and is fully described in
Kovač et al. (2010). We use a simplified version of the ZADE ap-
proach, that has already been tested for the VIPERS survey (Guzzo
et al. 2014) by Cucciati et al. (2014).

In brief, this simplified ZADE method can be broken down into
the following steps.

(i) For each galaxy in the DPMOCKS, we keep its angular position
(RA and Dec.), and set the PDF of its photometric redshift (P(zp))
to be equal to a normalized Gaussian centred on zp and with stan-
dard deviation equal to the 1σ error in the photometric redshift,
σ zp=0.05(1+z).

(ii) We compute the spectroscopic redshift distribution n(zs) of
the galaxies in the corresponding DSMOCK that fall within a cylinder
centred on the position of the given photometric galaxy (RA, Dec.,
zp), with radius RZADE (see below) and half-length equal to 3σ pz.

iii) We set a new PDFZADE for each galaxy in the DPMOCKS equal
to AP(zp)n(zs), where A is a factor to normalize the integral of
PDFZADE to unity. PDFZADE is characterized by several peaks. The
value of PDFZADE at each redshift peak corresponds to the weight
wZADE at that given redshift, and for each photometric galaxy the
sum of all its wZADE is unity by definition.

We note that the n(zs) is quite discontinuous (because of the
limited number of spectroscopic galaxies) and, for this reason, we
sample it in discretized bins of �z = 0.003. For consistency, we
sample the Gaussian P(zp) on the same grid. This way, PDFZADE

has the form of a histogram, and we call ‘peaks’ all its bins where it
is different from zero. Basically ZADE transforms a single photo-
metric galaxy into a series of points at the same RA–Dec. position,
and spread along the line of sight, with each point having a weight
given by wZADE. For the estimation of the density field, the counts
in the cylinders are computed summing up the weights wZADE of all
the peaks that fall in the given cylinder.

The ZADE approach is particularly suitable to reconstruct the
3D galaxy distribution if the clustering properties of the spectro-
scopic sample used to compute the n(zs) are the same as the ones
in the photometric sample (see e.g. the zCOSMOS and VIPERS
surveys, where the spectroscopic data set was a random subset of
the photometric one). In the case of Euclid, the photometric and
spectroscopic surveys have different selections (limit in H band and
in Hα flux, respectively), so we cannot expect the two samples to
have the same clustering, as discussed in Section 3.2.

Nevertheless, in the next sections we demonstrate that the ZADE
method is very effective also in the case of the Euclid Deep sur-
vey, with respect of using photometric redshifts alone. We refer
the reader to Appendix A for an example of how ZADE would
work if we use, at the place of the DSMOCKS, a random subsample
of the DPMOCKS (but with spectroscopic redshifts at the place of
photometric ones).

We conclude with a remark on RZADE. The dimension of RZADE is
chosen as a compromise between the need to minimize the probed
scalelength (to use the clustering strength on small scales) and to
maximize the number of spectroscopic galaxies in the cylinders (to
reduce shot noise). We use RZADE = 5 h−1Mpc, but we have checked
the robustness of our density field reconstruction also by varying
RZADE between 3 and 10 h−1Mpc.

5 G AU G I N G T H E AC C U R AC Y O F T H E
DENSI TY FI ELD RECONSTRUCTI ON

In this section, we assess the ability of our method to trace the un-
derlying galaxy density. First, we aim at separating low- from high-
density environments to perform comparative studies of galaxy evo-
lution (Sections 5.1 and 5.2). Then we move to the more challenging
task of recovering the local galaxy density at a given position (Sec-
tion 5.3). We discuss our results in the framework of environmental
studies in Section 5.4.

More specifically, here we compare the density field δE
N obtained

using the ZADE method in the DPMOCKS+DSMOCKS to the density
field estimated in the reference mock catalogues δR

N . As an additional
check, we show also the comparison between δR

N and the density δP
N

estimated in the DPMOCKS. The definition of δN is the one given in
equation (1).

5.1 High- versus low-density regions

To test how well we can separate high- from low-density regions,
we do not need to compare δE

N and δR
N on a point-by-point basis

(as we will do in Section 5.3), but only their ranking.
For this purpose, we computed the PDF of δE

N and δR
N for the

cell counts and sampled these PDFs in bins containing 10 per cent
of the counts. We then computed the joint probability of δE

N and
δR
N P(δE

N , δR
N ) using the same binning. This function is shown in

Fig. 6, where, by construction, P (δR
N | δE

N ) = ∫
P (δE

N , δR
N ) δR

N dδR
N =

10 per cent = P (δE
N | δR

N ). The colour-coded probability value is
such that in the generic δE

N (δR
N ) bin the sum of the probability for

δR
N (δE

N ) is precisely 10 per cent. For a perfect reconstruction, the
joint probability function would be everywhere equal to zero but
for δR

N = δE
N , i.e. along the dotted line in the plot.

From the plots in Fig. 6 we see that

(i) the correlation between the ranked δR
N values and the ranked

δE
N values is stronger (both in terms of a smaller deviation from the

1:1 correlation and a lower dispersion) for larger radii.
(ii) For R1, at low density the values of δR

N are discretized: the
radius of the cylinder is very small with respect to the mean in-
tergalaxy separation of the sample, so in many cylinders we have
0, 1 or 2 galaxies. This is apparent in Fig. 6, where δR

N is always
binned in bins of 10 per cent. For R1, at low density, we have the
first bin as large as ∼20 per cent. This is the percentage range where
δR
N = 0. This does not happen for δE

N , because the ZADE method
produces objects with fractional weights, so their counts result in a
continuous δE

N distribution.
(iii) We also explored the redshift dependence of the correla-

tion between δR
N and δE

N (see Appendix C), and we found that the
above-mentioned results hold at all explored redshifts. Moreover, in
general, at fixed radius the correlation is stronger for lower redshift,
and this is especially true for small radii. This happens because at
low redshift the mean galaxy density is higher (the galaxy sample
is flux-limited), so the local density reconstruction suffers from a
lower shot noise. Clearly this effect is more important for small radii,
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Figure 6. Joint probability distribution of 1 + δR
N (x-axis) and 1 + δE

N (y-axis), in equipopulated bins containing 10 per cent of the density measurements.
1 + δR

N and 1 + δE
N on the two axes are ranked in increasing order. The colour-coded probability value is such that in the generic δE

N (δR
N ) bin the sum of the

probability for δR
N (δE

N ) is precisely 10 per cent, so the background colour code ranges from 0 per cent probability (white) to 10 per cent probability (dark
violet) as indicated on the vertical bar on the right. The dotted line is the one-to-one line, for reference. Black solid lines show, for each bin of the y-axis, the
25th, 50th and 75th percentile of the distribution of 1 + δR

N values. Grey dashed lines show, for each bin of the x-axis, the 25th, 50th and 75th percentile of the
distribution of 1 + δE

N values. For a perfect reconstruction, the joint probability function would be everywhere equal to zero but for δR
N = δE

N , i.e. along the
dotted line in the plot. From top-left to bottom-right, the panels refers to different radii (R1, R2, R3, R5, R8 and R10); all panels refer to the redshift range 1.2 <

z < 1.5 (see Figs C1 and C2 for other redshift bins).

where the average counts-in-cells are lower and, as a consequence,
their relative variation from low to high redshift is larger.

We notice that the scatter around the 1: 1 correlation in Fig. 6, for
the lowest3 and highest densities, is artificially low, simply because
of the finite range of the density values.

To appreciate more the goodness of the density reconstruction
based on both spectroscopic and photometric redshifts, in Fig. 7 we
show the same as in Fig. 6 but this time we compare δR

N with the
density reconstructed using only photometric redshifts (δP

N ). The
almost uniform colour of Fig. 7 shows that the large photometric
errors erase any correlation between the rankings, making it impos-
sible to separate high- from low-density environments using only
a photometric survey with a photometric redshift error of σ zp =
0.05(1 + z).

5.2 Completeness and contamination

Fig. 6 shows which is the range of δR
N that corresponds to any

given selection on δE
N . For a more quantitative analysis, we can

choose some specific δE
N ranges and compute their completeness

and contamination, as follows.

3 For all radii but R1, because of the discretized density values discussed in
the text.

Figure 7. As in Fig. 6, but in this case the y-axis shows 1 + δP
N . The

panel refers to R3 over the redshift range 1.2 < z < 1.5. For a perfect
reconstruction, the joint probability function would be everywhere equal to
zero but for δR

N = δP
N , i.e. along the dotted line in the plot.

For each cylinder radius and redshift, we call NE
i (NR

i ) the num-
ber of cylinders falling in the percentile range i of the δE

N (δR
N )

distribution. Also, we call NE,R
i,j the number of cylinders that fall in

the percentile range i of δE
N and in the percentile j of δR

N . We then
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select a given percentile range i and define its completeness and
contamination as

completeness = NE,R
i,i /NR

i (2)

contamination = NE,R
i,j /NE

i (with i �= j ). (3)

Namely, the completeness indicates the fraction of cylinders that
are placed in the correct percentile. The contamination shows which
fraction of cylinders belonging to the percentile i of δE

N distribution
come from a different percentile of the original δR

N distribution.
Ideally one would like a completeness of 100 per cent and a con-
tamination equal to zero.

Fig. 8 shows the completeness and the contamination for our
Euclid-like mock catalogues. We analyse three percentile ranges (i)
of the δE

N distribution: 80th–100th, 40th–60th, and 0th–20th. Basically,
they correspond to the highest, intermediate and lowest density
regimes, that we call PH, PI, and PL, respectively. For PH and PL,
we show the completeness and the contamination coming from the
other density regimes.

We find that:

(i) for all the density regimes, the completeness (/contamination)
increases (/decreases) for lower redshift and for larger radii; the
dependence of the completeness on redshift is especially evident at
small radii for PL; in all cases, the completeness varies more with
radius (at fixed redshift) than with redshift (at fixed radius);

(ii) at fixed radius and redshift, PH is the most complete, having
always a completeness � 60 per cent at all radii and redshifts; this
is due to the smaller random error in the density reconstruction (see
Fig. 9) for the highest densities; this difference is especially true at
small radii, where the reconstruction of the low densities is more
difficult;

(iii) the contamination of PL and PH from the opposite density
regime (PH and PL, respectively) is very low, being always below
1 per cent but for R1 for which it gets to a few percent; this implies
that we can always safely separate PL from PH;

(iv) for R8 and R10 at all redshifts, and for R5 at the lowest redshift,
the contamination in PH and PL coming from PI is below 2 per cent;
this implies that for these radii and redshift ranges it is possible
to study environment in three different density regimes, instead of
selecting only PL and PH;

(v) for R5, R8 and R10 the completeness in PH and PL is very
similar (always � 75 per cent), as can be derived by the similar
behaviour at the lowest and highest densities in Fig. 6; for smaller
radii, we still have a good completeness for PH (� 55 per cent,
� 60 per cent, and � 70 per cent for R1, R2 and R3, respectively).

A caveat about the contamination from PL: for R1 the values of
δR
N at the lowest densities are discretized (see Section 5.1), and in

the three redshift bins the lowest δR
N value is taken by 20, 20 and

30 per cent of the cylinders (from low to high redshift). This means
that the points at 1.5 < z < 1.8 for R1 in the top panel of Fig. 8
represents a contamination from the percentile range 0–30 per cent
instead of from the range 0–20 per cent as all the other points in the
figure.

In summary, we have shown that we can robustly identify high-
density regions and distinguish them from the lowest densities, at
all explored scales and at all explored redshift. The level of com-
pleteness of the selected sample of high-density regions depends on
the scale and on the redshift, but the contamination from the lowest
densities is always below a few per cent for R1 and <1 per cent
for larger radii. We identify high densities in a more complete way

Figure 8. Completeness (x-axis) and contamination (y-axis) for our den-
sity reconstruction (see section 5.2 for the definition of completeness and
contamination). Contamination and completeness are shown for all cylinder
radii (different symbols as in the legend), and for three redshift bins (0.9 <

z < 1.2, 1.2 < z < 1.5, 1.5 < z < 1.8). The three redshift bins for each
radius are connected with a line, with the lowest redshift bin indicated with a
bigger symbol. For each radius there are two series of points (filled coloured
and empty grey shades) that refer to contamination coming from two differ-
ent percentile ranges, as indicated in the panels. Top. Completeness for the
tail of the highest 80th–100th percentiles and contamination from the 0th–
20th percentiles (filled symbols) and from the 40th–60th percentile (empty
symbols). Bottom. As the top panel, but the completeness is computed for
the lowest densities (0–20 per cent), and its contamination comes from the
40th–60th percentile range (empty symbols) and from the 80th–100th per-
centile range (filled symbols). See the text for a caveat on the points for R1 at
1.5 < z < 1.8 in the top panel.

than low densities, especially at small scales. Moreover, for R ≥
5 h−1Mpc we can separate very well high densities also from inter-
mediate densities (the contamination is only by a few percent).

5.3 Density–density comparison

In this section we move to a more demanding test, i.e. we compare
the values of δE

N and δR
N on a cell-by-cell basis. The aim of this

density–density comparison is to estimate the systematic deviation
from the true value and the random dispersion around the mean

MNRAS 462, 1786–1801 (2016)

 at U
niversity of D

urham
 on O

ctober 6, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

http://mnras.oxfordjournals.org/


1796 O. Cucciati et al.

Figure 9. Comparison of δR
N and δE

N on a cell-by-cell basis. x-axis: den-
sity contrast in the reference catalogue (1 + δR

N ); y-axis, top panel: density
contrast in the Euclid-like catalogue (1 + δE

N ); y-axis, bottom panel: relative
difference ((δE

N − δR
N )/(1 + δR

N )). The thick lines are the median value of
the quantity displayed on the y-axis in each x-axis bin. Thin lines represent
the 16th and 84th percentiles of its distribution. Points are single cells, when
cells per bin are <20 (in which case we do not compute a median and per-
centiles). The solid black line in the top panels is the one-to-one line, and
the horizontal lines in the bottom panels are for reference. Results are shown
for different cylinder radii as in the label (R2, R5 and R10) for the redshift
bin 1.2 < z < 1.5. See Fig. C3 for other redshift bins.

value for the single cells, to quantify the goodness of the density
reconstruction at a local level.

In Fig. 9, we compare δR
N with δE

N , for different cylinder radii for
the redshift bin 1.2 < z < 1.5. We show results only for R2, R5

and R10 for the sake of clarity, and the reader can easily extrapolate
the results for the other radii from those shown here, and from the
discussion below. In Appendix C, we show the same results for the
two other redshift bins.

We note that, for δR
N → −1, the denominator of the normalized

residuals (the variable in y-axis in the bottom panels) approaches
zero and residuals rapidly increase. This is an artefact related to
our definition of residuals, as demonstrated by the upper panels in
which the relation between the two density fields is well behaved
close to zero.

We observe the following.

(i) our density reconstruction δE
N underestimates the reference

density δR
N at the highest densities, for all cylinder radii and at all

redshifts. This underestimation ranges from ∼70 per cent for the
smallest radii (R1 and R2) to ∼20 per cent for the largest ones (R8

and R10).
(ii) The lowest densities are always overestimated, by a percent-

age that rapidly increases for δR
N → −1 (as explained above).

(iii) The systematic error depends on the cylinder radius (it is
larger for smaller radii) at fixed redshift, and it mildly depends on

Figure 10. As in Fig. 9, but in this case we compare δR
N with δP

N .

redshift at fixed radius; this indicates that it is more difficult to
reconstruct the absolute value of the local density at small scales.

(iv) The random error for the highest densities depends very
mildly (if at all) on the cylinder radius (being possibly slightly
larger for smaller radii) at fixed redshift, while it depends more
evidently on redshift at fixed radius (it varies from �10 per cent in
the lowest redshift bin to ∼10–15 per cent in the highest redshift
bin).

(v) At the highest densities, the random error is smaller than the
systematic error at all radii and redshifts, but for R8 and for R10 at
z > 1.5 where the two errors are similar.

In summary, for R8 and R10 we are able to compute the absolute
value of the local density field δR

N with a small random error and an
acceptable systematic underestimate of ∼20 per cent. For smaller
scales both types of errors increase and the recovery of the density
is mainly hampered by the random ones in low-density regions and
by the systematic ones in the high-density peaks.

The underestimate of the highest densities in general, and espe-
cially for the smallest radii, is mainly due to the following reasons:
(i) the large photometric error, that spread the ZADE weights along
the line of sight on a large distance; (ii) the low density of galaxies in
the DSMOCKS with respect to the density of galaxies in the DPMOCKS

(see e.g. Cucciati et al. 2014, Appendix A.3, where we verified that
the systematic error in the density reconstruction increases when we
decrease the sampling of the spectroscopic sample); (iii) the lower
clustering of the DSMOCKS with respect to the DPMOCKS (see the
effects described in Appendix A).

In general, we expect to overestimate low densities and to un-
derestimate high densities when using tracers with large redshift
error, like photometric redshifts. This can be more easily seen in
Fig. 10, where we compare δR

N and δP
N values on a cell-by-cell basis.

The large photometric redshift error (σ zp = 0.05(1+z)) displaces
galaxies far away from their true distance (see the second panel
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of Fig. 2), making the galaxy distribution almost homogeneous
in the entire explored volume (voids are filled, and high-density
regions are depopulated). As a consequence, the reconstructed den-
sity within cells is everywhere close to the cosmological mean.
This produces a rather small random error, but the reconstructed δP

N

is systematically smaller (higher) than the true one for overdense
(underdense) regions, and the mismatch increases with the distance
from δR

N = 0. The same trend is found at all redshifts and for all cell
sizes.

5.4 Discussion

The results shown in Sections 5.1 and 5.2 imply that using the Euclid
Deep survey it will be possible to perform comparative studies
of galaxy evolution in low- and high-density regions from large
to small scales up to z ≤ 1.8. In particular, the identification of
small-scale (R ∼ 1 h−1Mpc) high-density regions, with a very low
contamination from other environments, will allow us to study the
regions (like e.g. galaxy clusters and groups) where several physical
processes shaping galaxy evolution normally occur. Moreover, the
high completeness and very low contamination in identifying the
lowest density regions on large scales (R = 10 h−1Mpc) indicates
that one can potentially use the Euclid Deep survey to identify
cosmic voids (see e.g. Micheletti et al. 2014 for a systematic search
of cosmic voids in spheres of R � 15 Mpc).

More generally, we have shown that in a sample like the
Euclid Deep survey it will be possible to identify high densities
and low densities on different scales. The potentiality of this multi-
scale approach is already been demonstrated in several work in the
literature. On one side, correlating galaxy properties with the local
density on different scales is an effective way to understand how
galaxy evolution depends on the assembly of the large-scale struc-
ture (see e.g. Wilman, Zibetti & Budavári 2010; Fossati et al. 2015
and references therein). On the other side, a multi-scale approach
can also be used to identify the different components of the cosmic
web (voids, filaments, walls and clusters, see e.g. Aragón-Calvo,
van de Weygaert & Jones 2010; Smith et al. 2012).

Clearly, each science case will require a dedicated feasibility
study. For instance, the minimum (maximum) level of complete-
ness (contamination) required for any given science case has to be
quantified case by case (see e.g. Cucciati et al. 2012b and Malavasi
et al. 2016, where they study whether the contamination in the den-
sity field reconstruction hampers the detection of the colour–density
relation or of the different shape of the galaxy stellar mass function
in low and high densities).

The precise computation of the absolute value of the local density
field is a task much more difficult than the identification of the
lowest and highest densities, especially when we lack a precise
measurement of the 3D position of the tracers of the density field
itself. Nevertheless, our tests show that we are able to measure the
value of δN on scales of ≥8 h−1Mpc up to z ∼ 1.8.

This achievement, for instance, will allow us to study the evolu-
tion of the galaxy bias on such scales, as compared with surveys
at lower redshift (see e.g. Di Porto et al. 2014, Cappi et al. 2015,
Bel et al. 2016 and references therein). Another application of a
precise local density value is the detection of clusters in their phase
of build-up, although by now this kind of detection has been sys-
tematically tested in the literature at higher redshifts and on slightly
larger scales than those investigate here (∼10–17 h−1Mpc, z � 2,
see e.g. Chiang, Overzier & Gebhardt 2013, 2014).

We defer to a future work a detailed analysis of the feasibility of
specific environmental studies with the Euclid Deep survey. As a

very simple test case, we show in Section 6 the potential ability of
our method of detecting the regions where the most massive clusters
lie.

6 A TEST CASE: THE R ELATI ON BETWEEN
T H E LO C A L E N V I RO N M E N T A N D G A L A X Y
CLUSTERS

The main goal of this paper is to distinguish in a robust way the
highest density peaks from the low-density regions on both small
and large scales, so the precise identification of clusters, voids,
and all the intermediate structures that form the cosmic web is
beyond our aim. Nevertheless it is interesting to see how the density
reconstructed with our mock catalogues compares with some of
the typical components of the large-scale structure of the Universe.
Among these components, galaxy clusters are certainly more easy
to locate with a precise 3D position, rather than filaments and voids,
at least in simulated DM/galaxy catalogues. Moreover, Fig. 8 shows
that our identification of small-scale (R = 1–2 h−1Mpc) high-density
peaks is robust.

In Fig. 11, we show where (relatively massive) clusters are located
in RA–Dec., in a small redshift bin (1.47 < z < 1.48) of one of our
light-cones, compared to the position of galaxies in the DREFMOCK

and to the density fields δR
N and δE

N . The redshift bin has been chosen
to be at relatively high redshift and to include at least one of the most
massive clusters (log (M/M�) > 14), together with other overdense
regions and voids.

Qualitatively, we see that clusters, and especially the most mas-
sive ones, fall in the highest density regions, and this is true for both
δR
N and δE

N . In this example, the density is estimated on a scale of
R = 1 h−1Mpc (the smallest scale we study in this work, to better
compare with the typical dimension of galaxy clusters). More quan-
titatively, we see in Fig. 12 that the values of local density evaluated
at the positions where galaxy clusters are located fall in the highest
density tail of the total density distribution for both δR

N and δE
N , and

there is even some correlation between the mass of the clusters and
the local density value where they reside.

From Fig. 12, it is also evident that there are regions (map el-
ements) with the same measured density as those where clusters
reside, but where there are no clusters. This is both due to the con-
tamination of our density reconstruction and to the fact that our
method is not fine-tuned to identify clusters as the highest density
peaks. Nevertheless this simple sanity check shows the potentiality
of future galaxy surveys in the study of the large-scale structure of
the Universe.

7 SU M M A RY A N D C O N C L U S I O N S

We studied the feasibility of environmental studies in slitless spec-
troscopic surveys from space. In particular, we want to exploit the
synergy between spectroscopic and photometric samples. As a test
case, we use galaxy mock catalogues which mimic the future Eu-
clid Deep surveys, namely a spectroscopic survey limited in Hα

flux and a photometric survey limited in H band. Our main goal
is to verify that it will be possible to disentangle the highest from
the lowest density regions, by means of the parametrization of the
local environment. We anchored the photometric redshifts of the
photometric sample to the 3D skeleton of the spectroscopic sample,
and we measured the local environment on different scales, from 1
to 10 h−1Mpc, in different redshift bins in the range 0.9 < z < 1.8.
We found that:
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Figure 11. Left. RA–Dec. distribution of galaxies in one of the DREFMOCKS, for the redshift bin 1.47 < z < 1.48. Blue triangles, green circles and orange
squares locate the position of galaxy clusters (in this same redshift bin) with total masses of log (M/M�) ∈ [13, 13.5), [13.5, 14), and >14, respectively.
Middle. In the same RA, Dec. and redshift range as in the left-hand panel, the grey-scale colour map represents the density field estimated in the DREFMOCK

with cylinders of R = 1 h−1Mpc. The map is computed on a grid of 1 h−1Mpc per element. The density value in each grid element is computed averaging the
δR
N values of the cylinders falling in that given grid element. The grey-scale refers to the percentiles of the δR

N distribution as in the colour bar. Triangles, circles
and squares are as in the left-hand panel. Right. As in the middle panel, but here we use δE

N instead of δR
N .

Figure 12. Distribution of densities from the density maps presented in
Fig. 11: the black dot–dashed histogram is for the DREFMOCK (δR

N ) and the
black solid histogram is for the DPMOCK+DSMOCK (δE

N ). Blue, green and
orange histograms represent the density distribution of the map elements of
Fig. 11 where the three classes of galaxy clusters fall (see the caption of
Fig. 11 for the definition of the three classes, here we use the same colour
code). Also for the clusters, the dot–dashed histograms refer to δR

N and the
solid histograms to δE

N .

(i) we are able to disentangle the highest densities from the lowest
densities at all explored redshifts, and for all radii.

(ii) For R8 and R10 at all redshifts, and for R5 at 0.9 < z < 1.2,
it is also possible to select an intermediate-density regime, robustly
separated from the highest and lowest density tails.

(iii) When we select the tail of highest densities, the contamina-
tion from poorly measured low densities decreases for larger radii
and at lower redshift, while the completeness increases. Complete-
ness is � 60 per cent if we select the tails of the highest 20 per cent

using R1. This percentage becomes 70 and 80 per cent for R3 and
R8, respectively. The contamination is always �1 per cent, at all
redshifts and for all radii, with the exception of R1 for which it
reaches a few per cent at the highest redshift.

(iv) When we move to the more demanding task of computing
the precise density values, our density reconstruction underpredicts
galaxy counts in the highest densities, for all cylinder radii and at
all redshifts, by a factor ranging from ∼70 per cent for the smallest
radii (R1 and R2) to ∼20 per cent for the largest ones (R8 and
R10). Moreover, the error budget at low density is dominated by the
random error, while at the highest densities it is dominated by the
systematic error. This is true for all radii, with the exception of R8

and R10 at high density, where the random and systematic error are
comparable.

(v) As a qualitative test case, we verified that in a given redshift
bin at z ∼ 1.5, chosen to include at least a small sample of relatively
high-mass galaxy clusters (log (M/M�) > 13.5), the galaxy clusters
reside in the highest tail of the density distribution, when the density
is estimated on a scale of R = 1 h−1Mpc.

Our results show that environmental studies can be efficiently
performed in photometric samples if spectroscopic information is
available for a smaller sample of objects that sparsely samples
the same volume. Namely, we are able to robustly identify the
highest density peaks from the lowest density regions using slitless
spectroscopy coupled with a deep photometric sample, like in the
Euclid Deep survey.

In particular, the redshift range probed by this survey (0.7 � z� 2)
covers the epoch when the relation between local environment and
galaxy properties has been observed to change with respect to the
local Universe (Cucciati et al. 2006; Lin et al. 2016 at z � 1.2, Elbaz
et al. 2007 at z � 1). Provided that the spectroscopic redshift infor-
mation is crucial to study small-scale environment, only relatively
small ground-based spectroscopic surveys have been able so far to
study galaxy evolution at z > 1 (e.g. VVDS and DEEP2), while the
largest ones are too shallow (see e.g. zCOSMOS and VIPERS) to
probe these epochs. The possibility to verify these earlier findings
at z > 1 with more statistics and on smaller scales will be one of the
most important scientific results from the ancillary science foreseen
for the Euclid survey.
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A P P E N D I X A : T H E E F F E C T S O F T H E
D I F F E R E N T S E L E C T I O N F U N C T I O N O F T H E
PHOTOMETRI C AND SPECTROSCOPI C
C ATA L O G U E S

The strength of the ZADE method resides in the fact that the spec-
troscopic sample, when it is a random subsample of the photometric
one, has the same clustering properties as the photometric sample,
and so it is the perfect data set to anchor the zp. In the case of Euclid,
the spectroscopic and photometric samples are selected with two
different selection functions, and so they are not supposed to have
the same clustering properties. This is shown in Fig. 4, were we
plot the value of ξ (s) for the Euclid spectroscopic and photometric
samples.
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Figure A1. As in the top-right panel of Fig. 6, but in this case the spectro-
scopic catalogue used for ZADE is a random subsample of the photometric
catalogue.

Figure A2. As in Fig. 9, but in this case the spectroscopic catalogue used
for ZADE is a random subsample of the photometric catalogue.

In this appendix, we show which are the differences, in the density
field reconstruction, when we use a spectroscopic sample like the
one expected in Euclid and another one that is a random subsample
of the photometric one (but with same number of galaxies as in the
DSMOCKS).

We extracted from the DREFMOCKS a random galaxy subsample
with the same redshift distribution n(z) as the DSMOCKS. In these
new catalogues, the redshift of the galaxies mimics the Euclid spec-
troscopic redshift, i.e. it corresponds to the cosmological redshift,
plus the peculiar velocity, plus the spectroscopic measurement error
as in the DSMOCKS. We applied again ZADE on the DPMOCK cat-
alogues, but using these new catalogues as spectroscopic skeleton,
and then we estimated δN using the new ZADE output.

Fig. A1 shows the joint probability (only for R3) and Fig. A2 the
cell-by-cell comparison. Fig. A2 shows that if we use these new
spectroscopic catalogues we obtain a better reconstruction of the
density field for the overdense regions, namely obtaining a much
smaller systematic error (with respect to Fig. 9). The results for
the other radii and redshift bins are very similar. In particular, for
R > 5 h−1Mpc the systematic error in the density reconstruction is
very close to zero for the overdense regions when using these new
spectroscopic catalogues.

A P P E N D I X B : T H E E F F E C T S O F T H E
VA R I AT I O N O F T H E F L U X L I M I T O F T H E
SPECTROSCOPI C SURVEY

In this appendix, we show how our results would change if we
used a more conservative flux cut in our DSMOCKS, i.e. 10−16 erg

Figure B1. As the top-right panel of Fig. 6, but in this case the DSMOCKS

have an Hα flux limit of 10−16 erg cm−2 s−1.

Figure B2. As in Fig. 9, but in this case the DSMOCKS have an Hα flux limit
of 10−16 erg cm−2 s−1.
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cm−2 s−1 instead of 7 × 10−17 erg cm−2 s−1 (Figs B1 and B2). This
brighter cut corresponds to the flux limit of the Deep survey at ∼7σ .
To create these brighter DSMOCKS we used the same procedure as
for our original DSMOCKS, including the mimicking of 2 per cent of
purity and completeness.

Comparing the results in Fig. B2 with those in Fig. 9, we can
see that the density field reconstruction is only slightly hampered
by the use of the brighter cut. Namely, the brighter cut causes a
slightly larger random error in the density reconstruction, while the
systematic error remains similar. This result holds at all explored
redshifts, and also for the other cylinder radii not showed in Fig. B2.

APPENDIX C : D ENSITY FIELD
R E C O N S T RU C T I O N IN OT H E R R E D S H I F T
B I N S

We show here our results on the density field reconstruction in the
redshift ranges 0.9 < z < 1.2 and 1.5 < z < 1.8 when using our
original DSMOCKS. Figs C1 and C2 are the same as Fig. 6, and
Fig. C3 is the same as Fig. 9, but for these different redshift ranges.
Results are discussed in Sections 5.1 and 5.3, respectively.

Figure C1. As in Fig. 6, but for the redshift range 0.9 < z < 1.2.

Figure C2. As in Fig. 6, but for the redshift range 1.5 < z < 1.8.

Figure C3. As in Fig. 9, but for the redshift bins 0.9 < z < 1.2 (left) and
1.5 < z < 1.8 (right).
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