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ABSTRACT
We investigate the clustering properties of ∼7000 H β + [O III] and [O II] narrowband-selected
emitters at z ∼ 0.8–4.7 from the High-z Emission Line Survey. We find clustering lengths, r0, of
1.5–4.0 h−1 Mpc and minimum dark matter halo masses of 1010.7–12.1 M� for our z = 0.8–3.2
H β + [O III] emitters and r0 ∼ 2.0–8.3 h−1 Mpc and halo masses of 1011.5–12.6 M� for our
z = 1.5–4.7 [O II] emitters. We find r0 to strongly increase both with increasing line luminosity
and redshift. By taking into account the evolution of the characteristic line luminosity, L�(z),
and using our model predictions of halo mass given r0, we find a strong, redshift-independent
increasing trend between L/L�(z) and minimum halo mass. The faintest H β + [O III] emitters
are found to reside in 109.5 M� haloes and the brightest emitters in 1013.0 M� haloes. For [O II]
emitters, the faintest emitters are found in 1010.5 M� haloes and the brightest emitters in 1012.6

M� haloes. A redshift-independent stellar mass dependency is also observed where the halo
mass increases from 1011 to 1012.5 M� for stellar masses of 108.5 to 1011.5 M�, respectively.
We investigate the interdependencies of these trends by repeating our analysis in a Lline−Mstar

grid space for our most populated samples (H β + [O III] z = 0.84 and [O II] z = 1.47) and find
that the line luminosity dependency is stronger than the stellar mass dependency on halo mass.
For L > L� emitters at all epochs, we find a relatively flat trend with halo masses of 1012.5–13

M�, which may be due to quenching mechanisms in massive haloes that is consistent with a
transitional halo mass predicted by models.

Key words: galaxies: evolution – galaxies: haloes – galaxies: high-redshift – galaxies: star for-
mation – cosmology: observations – large-scale structure of Universe.

1 IN T RO D U C T I O N

The current consensus of galaxy formation is that galaxies formed
hierarchically inside dark matter haloes (see Benson 2010 for a re-
view and references therein), suggesting that the two co-evolve. The
question that arises then is how exactly are the physical properties
of galaxies related to their host dark matter haloes? How significant
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is this halo dependency on the evolution of a galaxy and at what
cosmic times was this connection set in place?

Observationally, two-point correlation statistics trace the spatial
clustering of galaxies and can provide us with insights of the under-
lying dark matter distribution. This then becomes helpful in relat-
ing the spatial clustering of galaxies as a function of their physical
characteristics [e.g. star formation rate (SFR), mass, morphology]
to dark matter halo properties to understand the galaxy–halo con-
nection. It allows us to understand how the non-linear, stochastic
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processes that affect baryons are connected to the simple, gravita-
tional processes that govern dark matter halo growth.

With the advent of large galaxy photometric and spectroscopic
surveys (e.g. SDSS: York et al. 2000, 2dFGRS: Colless et al. 2001,
DEEP2: Davis et al. 2003, VVDS: Le Fèvre et al. 2005, PRIMUS:
Coil et al. 2011, GAMA: Driver et al. 2011, BOSS: Dawson et al.
2013, VIPERS: Garilli et al. 2014, eBOSS: Dawson et al. 2016)
in the last two decades, it has become possible to perform detailed
analysis of clustering of galaxies as a function of their physical
properties (e.g. colours, luminosities, SFRs, and stellar masses).
At low redshifts (z ∼ 0–1), it has been found that red, passive
galaxies are more clustered than blue, active galaxies (e.g. Nor-
berg et al. 2002; Zehavi et al. 2005; Coil et al. 2008; Zehavi et al.
2011; Guo et al. 2013, 2014). Similar luminosity trends with clus-
tering strength/halo mass are also observed at z ∼ 1–2 (e.g. Hartley
et al. 2008; McCracken et al. 2010; Marulli et al. 2013; Ishikawa
et al. 2015) and, using primarily Lyman Break galaxies (LBGs), at
z ∼ 2–7 (e.g. Adelberger et al. 2005; Barone-Nugent et al. 2014;
Harikane et al. 2016). Correlations between increasing stellar mass
and increasing clustering strength/dark matter halo mass have also
been reported in the literature (e.g. Meneux et al. 2008, 2009; Wake
et al. 2011; Lin et al. 2012; Mostek et al. 2013; McCracken et al.
2015).

The significance of the results highlighted above suggests that
dark matter haloes have an important role in the star formation
processes that occur within galaxies. Large narrowband and spec-
troscopic surveys have been able to study how the clustering prop-
erties of galaxies correlate with star formation activity directly.
Recent narrowband measurements using H α (tracing the instan-
taneous SFR) up to z ∼ 2 find that the clustering signal strongly
increases with increasing H α line luminosity (Sobral et al. 2010;
Stroe & Sobral 2015; Cochrane et al. 2017). Surprisingly, Sobral
et al. (2010) found that the dependency is also redshift-independent
in terms of L/L�(z), with L�(z) being the characteristic H α luminos-
ity at each redshift, equivalent to a characteristic SFR (SFR�, Sobral
et al. 2014). Other studies find similar line luminosity/SFR trends
with clustering strength/halo mass up to z ∼ 2 (e.g. Mostek et al.
2013; Dolley et al. 2014; Coil et al. 2017). The trends observed by
Sobral et al. (2010) also show a shallower/flat slope at L > L�(z),
which is suggested to be a signature of quenching processes within
the most massive haloes.

Current results are primarily based on samples of the nearby
Universe and a handful of z ∼ 1–2 studies. There are also a few LBG-
selected samples up to z ∼ 7, but such samples are severely biased
against dusty systems (e.g. Oteo et al. 2015), have photometric
redshifts that are uncertain, and have complex selection functions.
In order to effectively study the clustering properties of galaxies and
understand how and when these galaxy–halo trends formed requires
samples that (1) are well-defined in terms of selection criteria, (2)
cover a range of redshifts to trace the evolving parameters over
cosmic time, (3) cover multiple and large comoving volumes to
reduce the effects of cosmic variance, (4) span a wide range in
physical properties to properly subdivide the samples, and (5) have
known redshifts.

In this study, we use a sample of H β + [O III] and [O II] emis-
sion line-selected galaxies from Khostovan et al. (2015) to study
the clustering properties and dependencies with line luminosity and
stellar mass up to z ∼ 5 in four narrow redshift slices per emis-
sion line. Since our samples are emission line-selected, this gives
us the advantage of knowing the redshifts of our sources within
σ z = 0.01–0.03 (based on the narrowband filter used) and forms
a simple selection function, which is usually not the case with

previous clustering studies using either broad-band filters or spec-
troscopic surveys. This also means that there is almost no redshift
projection that can affect the measured clustering signals such that
we can easily get high signal-to-noise clustering measurements us-
ing smaller samples in comparison to photometric and spectroscopic
surveys, which typically span a very large redshift range and thus
are subject to enormous projection effects. Lastly, our samples are
also large enough (∼7000 sources) to properly subdivide to study
the dependency of galaxy properties on the clustering strength and
spread over the COSMOS and UDS fields (∼2 deg2) to reduce the
effects of cosmic variance.

This paper is structured as follows. In Section 2, we describe
our emission line-selected samples used in the clustering measure-
ments. In Section 3, we present our methodology of measuring the
angular correlation function (ACF), discuss the effects of contami-
nation, describe how we corrected for cosmic variance, present our
measurements of the spatial correlation function, and describe our
model to convert the clustering length to minimum dark matter halo
mass. In Section 4, we analyse the results for the full sample mea-
surements and then investigate the individual dependencies with
halo mass starting with stellar mass and line luminosity. We then
show the dependency with halo mass in a line luminosity–stellar
mass grid space. In Section 5, we present our interpretations of the
results. We present our main conclusions in Section 6.

Throughout this paper, we assume � cold dark matter (CDM)
cosmology with H0 = 70 km s−1, �m = 0.3, and �� = 0.7. All
stellar masses reported assume a Chabrier initial mass function.

2 SA MPLE

In this study, we use the large sample of H β + [O III] and [O II]
selected emission-line galaxies from the narrowband High-z Emis-
sion Line Survey (HiZELS; Geach et al. 2008; Sobral et al. 2009,
2012, 2013) presented by Khostovan et al. (2015). Our samples
are distributed over the COSMOS (Scoville et al. 2007) and UDS
(Lawrence et al. 2007) fields with a combined areal coverage of
∼2 deg2 that equates to comoving volume coverages of ∼106 Mpc3.
The sample consists of 3475 H β + [O III] emitters at narrow redshift
slices of z = 0.84, 1.42, 2.23, and 3.24 and 3298 [O II] emitters at
z = 1.47, 2.25, 3.34, and 4.69. There are 223 and 219 spectroscopi-
cally confirmed H β + [O III] and [O II] emitters, respectively, drawn
from the UDSz Survey (Bradshaw et al. 2013; McLure et al. 2013),
Subaru-FMOS measurements (Stott et al. 2013), Keck/DEIMOS
and MOSFIRE measurements (Nayyeri et al., in preparation),
PRIsm MUlti-object Survey (PRIMUS; Coil et al. 2011), and VI-
MOS Public Extragalactic Redshift Survey (VIPERS; Garilli et al.
2014). Recent Keck/MOSFIRE measurements of z = 1.47–3.34
emitters are also included as well as recent VLT/VIMOS measure-
ments for UDS sources (Khostovan et al., in preparation).

The selection criteria used are explained in detail in Khostovan
et al. (2015). In brief, H β + [O III] and [O II] emitters are selected
based on a combination of spectroscopic measurements, photo-
metric redshifts, and colour–colour selections (in order of priority)
from the HiZELS narrowband colour excess catalogue of Sobral
et al. (2013). Sources that have detections in multiple narrowband
filters were also included in the final sample as the multiple emis-
sion line detections are equivalent to spectroscopic confirmation
(e.g. the detection of [O II] in NB921 and H α in NBH, see Sobral
et al. 2012; [O III] in NBH and H α in NBK, Suzuki et al. 2016;
see also Matthee et al. 2016 and Sobral et al. 2017 for dual NB
detections of Ly α and H α emitters at z = 2.23).
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Stellar masses of the sample were measured by Khostovan et al.
(2016) using the SED-fitting code of MAGPHYS (da Cunha, Char-
lot & Elbaz 2008), which works by balancing the stellar and dust
components (e.g. the amount of attenuated stellar radiation is ac-
counted for in the infrared). The level of active galactic nucleus
(AGN) contamination was assessed by Khostovan et al. (2015) to
be on the order of ∼10–20 per cent using the 1.6 μm bump as a
proxy via the colour excesses in the Spitzer IRAC bands. Individ-
ual AGNs were not excluded from the sample due to the lack of
X-ray detections (see Khostovan et al. 2015; Section 4.1). Overall,
the sample covers a wide range in physical properties with stellar
masses between 108–11.5 M�, EWrest between 10 and 10 000 Å, and
line luminosities between 1040.5–43.0 erg s−1, providing a wealth of
different types of ‘active’ galaxies (star-forming + AGN; Khosto-
van et al. 2016). This is important when investigating the connection
between physical and clustering properties of galaxies.

A unique advantage of narrowband surveys in terms of clustering
studies is knowing the redshift distribution of each line (emission
line-selected), which removes any redshift projections. Fig. 1 shows
the spatial distribution of the NBJ samples (H β + [O III] z = 1.42
and [O II] z ∼ 2.25) where, visually, it is clear that sources in both
samples have a non-random, spatial clustering.

3 ME T H O D O L O G Y

3.1 Generating the random sample

When looking for a clustering signal, an equivalent and consistent
random catalogue is required to test for a non-random spatial dis-
tribution within the sample. If all the sources within the sample are
consistent with a random spatial distribution, then no spatial corre-
lation would exist within the errors. Therefore, the methodology of
creating the random sample has to be consistent with the real data
set in terms of depth, survey geometry, and masked regions (see
Fig. 1).

We create our random samples on an image-by-image basis in
order to take into account the different survey depths.1 As we also
want to investigate the dependency with line luminosity and stellar
mass (see Sections 4.2–4.4), we populate each image using the line
luminosity functions of Khostovan et al. (2015). For each image, we
calculate the total effective area that takes into account the masked
areas. We then integrate the Khostovan et al. (2015) luminosity
functions down to the 3σ detection limit of each image to calculate
the total number of sources expected within the image area. This is
then rescaled up by a factor of 105 such that each random sample
generated has a total of ∼106 mock sources for each field. Fig. 1
shows the masked regions of the NBJ images for both the COSMOS
and UDS fields that are taken into account when generating the
random samples.

3.2 Angular correlation function

We use the Landy & Szalay (1993, LS) estimator to measure the
two-point ACF defined as

w(θ ) = 1 +
(

NR

ND

)2
DD(θ )

RR(θ )
− 2

NR

ND

DR(θ )

RR(θ )
, (1)

1Refer to table 2 of Sobral et al. (2013) for information regarding the depth
of each image.

where w(θ ) is the ACF, DD is the number of data–data pairs, RR
is the number of random–random pairs, DR is the number of data–
random pairs, θ is the angular separation, and NR and ND are the
total number of random and data sources, respectively. The error
associated with the LS estimator is defined as

	w(θ ) = 1 + w(θ )√
DD(θ )

, (2)

which assumes Poisson error. We refer the reader to Landy & Szalay
(1993) for technical details about the estimator and Kerscher, Sza-
pudi & Szalay (2000) for a comparison with other known two-point
correlation estimators.

Due to our small sample sizes in comparison to other clustering
studies, binning effects could introduce uncertainties in measuring
the ACFs. This is a signal-to-noise problem where if the bins are too
small, then the measured data–data pairs (signal) are not sufficiently
populated such that the random–random pairs (noise) dominates the
measured ACF.

To take this into account, we adopt the approach of Sobral et al.
(2010) and measure the ACF 2000 times assuming Poisson errors as
described in equation (2) with varying bin centres and sizes. For each
ACF, we apply a random bin size (	log θ = 0.05–0.25 dex) with
θmin = 1.0–5.0 arcsec (randomly selected per ACF) and θmax = 3100
arcsec. Each realization draws 10–100 times the number of real
sources from the random sample discussed in Section 3.1 and the
number of data–data, random–random, and data–random pairs are
measured. We then fit a power law of the form

w(θ ) = Aw(θβ − IC)

IC =
∑

RRθβ∑
RR

, (3)

with Aw as the clustering amplitude and β as the power-law slope
fixed at −0.8. The second equation is the integral constraint (IC;
Roche et al. 2002) that takes into account the limited survey area.
We note that the IC has a marginal effect on our measurements of r0

as HiZELS coverage is >1 deg2. The final measurements and errors
for Aw and the clustering length (r0; see Section 3.4) are based on
the distributions of values from the 2000 ACFs. In this way, we take
into account the effects associated with binning. We find that our
approach of assuming Poisson errors is consistent with measuring
errors via bootstrapping assuming a fixed bin size and centre and
refer the reader to Appendix C for details. The final ACFs are shown
in Fig. 2 and discussed in Section 4.1.

Our measurements are corrected for cosmic (sample) variance by
using the empirical relation measured by Sobral et al. (2010), where
the uncertainty in Aw (in percentage) is related to the survey area as
20 × �−0.35, with � representing the area in units of deg2. Our sur-
vey size of ∼2 deg2 corresponds to an uncertainty of ∼16 per cent
due to cosmic variance in the measurement of Aw. We incorpo-
rate this uncertainty by adding ∼16 per cent of Aw in quadrature
to the error from the fit. For the clustering length, r0, we propa-
gate the error from Aw and find that the error in r0 is increased by
∼11 per cent.

3.3 Effects of contamination

The issue of contamination within the sample can be marginal or
quite significant and is based on many factors such as the sample
selection. Clustering studies typically consider the contaminants
in a sample to be randomly distributed, such that the clustering
amplitude is underestimated by a factor of (1 − f)2, with f being the
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Figure 1. The full COSMOS and UDS on-sky coverages with the NBJ filter. Shown in blue circles and red squares are the z = 1.42 H β + [O III] and z = 2.25
[O II] emitters, respectively. The grey dots are all sources in the raw catalogue used to select emission-line galaxies and clearly outline the masked regions that
are associated with bright stars and artefacts. We refer the reader to Sobral et al. (2013) for a detailed description of how the masked regions were identified. The
spatial distributions show, visually and qualitatively, signatures of a non-random distribution. To properly quantify the clustering signal, we need to produce
random samples that carefully take into account masked regions as outlined above.

Figure 2. The angular correlation function based on the median of all the
2000 realizations per sample with the corresponding Limber approximation
fits. All ACFs are calculated using the LS estimator. The fits shown are
constrained to angular separations for which the ACF is best described by
a power law with slope, β = −0.8. There is evidence for an evolution in
the clustering amplitude, but we stress the point that the clustering signal
is sensitive to the range of physical properties (e.g. luminosity and stellar
mass), which we explore in Section 4.

contamination fraction. For the clustering length, r0, this results in
an underestimation by a factor of (1 − f)2/|γ |.

The level of contamination was briefly investigated in Khostovan
et al. (2015) and was found to be on the order of ∼10 per cent
for the lowest redshift samples. This would result in a 23 per cent
increase in Aw and a 12 per cent increase in r0. Note that this
assumes that the contaminants are randomly distributed and, hence,
lower the clustering strength, which may not be true for narrowband
surveys. For our samples, contaminants could be due to galaxies
with misidentified emission lines. For example, a source at z = 1.47
that is misidentified as [O II] in the NB921 filter could actually be a
z = 0.84 [O III] emitter or a z = 0.40 H α emitter. Because galaxies
selected by nebular emission lines are shown to be clustered as well
(see below and Sobral et al. 2010 and Cochrane et al. 2017 for H α),
the effects could be negligible and not follow the typical (1 − f)2

correction factor. Therefore, we do not correct our measurements
due to contamination.

3.4 Spatial correlation function

The two-point (spatial) correlation function is a useful tool in mea-
suring the physical clustering of galaxies and is best described,
empirically, by ξ = (r/r0)γ , with r0 being the clustering length.
Typically, the Limber approximation (Limber 1953) is used to re-
late the spatial and angular correlation functions, but Simon (2007)
found that this approximation breaks down at larger angular sep-
arations and when redshift distributions become more like a delta
function. In such cases, they find that the observed angular corre-
lation function becomes a rescaled version of ξ (r) with the slope
of w(θ ) changing from γ + 1 to γ . This has been observed by
various narrowband studies (e.g. Guaita et al. 2010; Sobral et al.
2010; Geach et al. 2012; Stroe & Sobral 2015; Bielby et al. 2016;
Cochrane et al. 2017; Ouchi et al. 2018).

We adopt the exact equation presented by Simon (2007) and
used by Sobral et al. (2010) to relate the real-space and angular
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Table 1. Properties of the narrowband filters and their Gaussian representations.

Filter Narrowband filter Gaussian filter

λobs FWHM rc,Hβ+[O III] σHβ+[O III] rc,[O II] σ[O II]

(Å) (Å) (Mpc h−1) (Mpc h−1) (Mpc h−1) (Mpc h−1)

NB921 9196 132 2016 20 3008 19
NBJ 12110 150 2945 16 3862 14
NBH 16170 211 3846 15 4663 14
NBK 21210 210 4601 10 5323 9

Figure 3. The angular correlation function for the z = 1.47 [O II] sample.
Shown are the observed w(θ ) measurements as in Fig. 2 with the correspond-
ing Limber approximation and exact equation fits. We use the full range of
angular separations for both fits, even though the Limber approximation
fails at θ ∼ 500 arcsec. The exact equation results in a reduced χ2 ≈ 1 and
r0, exact = 1.90 ± 0.21, while the Limber approximation results in a reduced
χ2 ≈ 2.8 and r0, exact = 1.75 ± 0.21. Errors shown in the χ2 distribution are
only based on the fits. The results shown here signify the importance of the
exact Limber equation when using narrowband samples for large angular
separations.

correlation functions and calculate r0. The relation is described as

ω(θ ) = r
−γ

0

1 + cos θ

∞∫
0

2r̄∫
r̄
√

2(1−cos θ )

2p(r̄ − 	)p(r̄ + 	)

R−γ−1	
dRdr̄

	 =
√

R2 − 2r̄2(1 − cos θ )

2(1 + cos θ )
, (4)

where p is the filter profile in radial comoving distance units,
r̄ = (r1 + r2)/2 as the mean spatial position of two sources, R as the
distance between the two sources, and γ = −1.8 (γ = β − 1) as the
power-law slope of the spatial correlation function. Filter profiles
are best represented as single Gaussians and trace the redshift dis-
tribution of the sample. The parameters of the filters and Gaussian
representations are described in Table 1. We use equation (4) to fit
r0 to our measurements of w(θ ).

Fig. 3 shows the comparison between the Limber approximation
[assuming a single power law to describe w(θ ) as shown in equa-

tion (3)] and the exact Limber equation as described in equation (4)
for the z = 1.47 [O II] sample. We find that the Limber approxima-
tion breaks down at angular separations of �500 arcsec. Using the
Limber approximation results in r0, limber = 1.75 ± 0.21 h−1 Mpc
and reduced χ2 = 2.8, while using the approach of Simon (2007)
results in r0, exact = 1.90 ± 0.21 h−1 Mpc and reduced χ2 ∼ 1.
Although both methods produce measurements that are consistent
within 1σ (errors dominated by cosmic variance), our results shown
in Fig. 3 highlight the importance of using the exact Limber equa-
tion to measure the clustering length since it can compensate for the
rescaling of the ACF and provides a better reduced χ2. Throughout
the rest of this paper, we refer to r0 as the clustering length measured
using equation (4).

3.5 Dark matter halo model

Our theoretical understanding of galaxy formation is that galaxies
form with the assistance of the gravitational potentials of their host
dark matter haloes. In effect, the spatial clustering of galaxies is
then related to the clustering of dark matter. Matarrese et al. (1997)
and Moscardini et al. (1998) used this link between galaxies and
dark matter haloes to predict the clustering length of a sample for a
given minimum dark matter halo mass and redshift. In this section,
we use the same methodology used to generate their predictions,
but update to the latest cosmological prescriptions.

We first begin by measuring the matter–matter spatial correlation
function using a suite of cosmological codes named colossus
(Diemer & Kravtsov 2015). This is calculated by taking the Fourier
transform of the matter power spectrum, assuming an Eisenstein &
Hu (1998) transfer function. We then calculate the effective bias by
using the following equation:

beff (z) =
∫ ∞

Mmin
bh(M, z)〈Ng(M, z)〉n(M, z)dM∫ ∞
Mmin

〈Ng(M, z)〉n(M, z)dM
, (5)

where bh(M, z) and n(M, z) are the halo bias and mass functions,
respectively, 〈Ng(M, z)〉 is the average galaxy–halo occupation, and
Mmin is the minimum dark matter halo mass. The effective bias is
related to the spatial correlation of galaxies by

b2
eff = ξgg/ξmm, (6)

with ξ gg and ξmm being the galaxy–galaxy and matter–matter spatial
correlation functions, respectively.

We use the Tinker et al. (2010) halo bias prescription and the
Tinker et al. (2008) halo mass function. The previous predictions of
Matarrese et al. (1997) and Moscardini et al. (1998) used the Press
& Schechter (1974) halo mass function and Mo & White (1996)
halo bias functions. Their assumed �CDM cosmology was also
different (H0 = 65 km s−1 Mpc−1, �m = 0.4, and �� = 0.6) than
the current measurements. We present a discussion regarding the
uncertainties of assuming a bias and mass function in Appendix A.
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Table 2. The clustering properties for our H β + [O III] and [O II] samples. The power-law slope, β, in the ACF is shown and corresponds to the clustering
amplitude, Aw, free, which corresponds to when β is a free parameter in the fit. All other measurements shown have β fixed to −0.8, which corresponds
to γ = −1.8 in the real-space two-point correlation function. r0, exact is the clustering length measured using the exact Limber equation as defined in
equation (4). Dark matter halo masses are measured using our r0-halo mass models. The reduced chi-sq, χ2

red, is based on the exact equation fits using the
Levenberg–Marquardt algorithm.

Clustering properties for full sample

z ND β Aw, free Aw, β = −0.8 r0, exact log10 Mmin χ2
red

(arcsec) (arcsec) (Mpc h−1) (M� h−1)

H β + [O III] Emitters
0.84 2477 −0.69+0.03

−0.03 5.19+1.32
−1.22 11.53+2.33

−2.33 1.71+0.19
−0.19 11.18+0.33

−0.33 3.01

1.42 371 −0.79+0.07
−0.04 7.47+3.58

−3.24 8.32+2.18
−2.08 1.45+0.20

−0.20 10.70+0.40
−0.40 0.18

2.23 270 −0.81+0.15
−0.12 11.10+12.42

−6.57 10.42+2.80
−2.62 2.43+0.31

−0.31 11.61+0.22
−0.22 0.37

3.24 179 −0.78+0.04
−0.03 42.28+13.22

−13.56 48.70+10.71
−10.83 4.01+0.49

−0.49 12.08+0.17
−0.17 0.12

[O II] Emitters
1.47 3285 −0.83+0.02

−0.04 10.06+2.66
−2.21 11.61+2.34

−2.34 1.99+0.22
−0.22 11.46+0.23

−0.24 1.01

2.25 137 −0.78+0.05
−0.03 25.51+9.08

−9.18 29.99+7.24
−7.00 3.14+0.43

−0.41 12.03+0.21
−0.20 0.16

3.34 35 −0.79+0.23
−0.06 53.67+41.66

−44.95 57.49+22.49
−24.67 5.06+1.08

−0.94 12.37+0.28
−0.24 0.13

4.69 18 −0.83+0.04
−0.04 208.50+116.82

−91.58 139.44+53.69
−44.63 8.25+1.54

−1.44 12.62+0.22
−0.20 0.26

For the galaxy–halo occupation, we consider the simple case of
〈Ng(M, z)〉 = 1 where every dark matter halo is occupied by a single
central galaxy. Typical halo occupation distribution (HOD) models
consider satellite galaxy contributions, a wide range of parameter
space, and detailed prescriptions for galaxy–halo occupation (e.g.
Kravtsov et al. 2004; Zheng et al. 2005). For narrowband studies,
such as this one, the survey depths are too shallow to capture faint,
satellite galaxies. For example, Geach et al. (2012) and Cochrane
et al. (2017) used the H α HiZELS samples between z ∼ 0.8–2.2 and
found a negligible satellite fraction of ∼5 per cent. We can safely
then assume that our samples are made up of primarily central
galaxies (see Section 4.1).

We also note that our samples are flux-complete down to a lim-
iting flux, but are not stellar mass-complete. Although this could
potentially cause problems in terms of how we are assigning galax-
ies to haloes, we show further in this study that halo masses are
consistent with abundance matching studies when looking at the
stellar–halo mass (SHM) relationship (see Section 4.2). We also
show a comparison between our r0-DMH model measurements and
those drawn from the literature in Appendix B and find that our min-
imum halo masses measured from our model are consistent with the
effective halo masses from typical HOD models.

4 R ESULTS

4.1 Clustering properties of H β + [O III] and [O II] emitters

The angular and spatial distributions of galaxies encode informa-
tion regarding their clustering properties and, in turn, the types of
dark matter haloes for which they reside in. Our measured angular
correlation functions for our samples are shown in Fig. 2 with the
respective best-fitting model overlaid. As shown in Table 2, we fit
the observed ACFs using equation (3) with β as a free parameter
and find that our measurements are within ∼1σ of the fiducial slope
of −0.8. We therefore fix β = −0.8 throughout the rest of this paper.

Fig. 2 shows the median w(θ ) for all 2000 realizations with the
best-fitting Aw defining the power law. There are weak signs of the
1-halo term (small-scale clustering/contribution of satellite galax-
ies) at angular separations <20 arcsec (∼150 kpc) for the z = 0.84

H β + [O III] sample and the deviation from the power-law fit (al-
though within 1σ ) is consistent with the 1-halo term. We find no
significant detection of the 1-halo term in the [O II] samples. This
implies that the fraction of satellite galaxies within our samples
is quite low, which is consistent with other emission line galaxy
studies (e.g. Geach et al. 2012; Cochrane et al. 2017; H α satel-
lite fractions of ∼5 per cent). One possible reason for the pres-
ence of the 1-halo term for the z = 0.84 H β + [O III] ACF could
be due to the ∼10 Mpc-scale overdense region in the COSMOS
field, which contains several X-ray-confirmed clusters/groups and
large filaments (e.g. Sobral et al. 2011; Darvish et al. 2014), but
we defer from a detailed analysis of the satellite fractions as it
is beyond the scope of this work. Overall, our samples are domi-
nated by central galaxies that allows us to ignore the effects of a
satellite population of galaxies in our dark matter halo model (see
Section 3.5).

We explore the spatial correlation of our samples using our ob-
served measurements of the angular correlation functions as de-
scribed in equation (4) and in Section 3.4. The spatial correlation
allows us to investigate the clustering of galaxies in terms of the
physical projection between two galaxies and is characterized by
the clustering length (r0). Fig. 4 shows the evolution of r0 for H β

+ [O III] and [O II] emitters up to z ∼ 3 and ∼5, respectively. In-
cluded are the r0 predictions for dark matter haloes with minimum
masses between 1011 and 1013 M� based on our model described
in Section 3.5.

We find that H β + [O III] emitters tend to reside in ∼1010.7–1012.1

M� dark matter haloes, while the [O II] emitters are found to vary
less with ∼1011.5 M� at z = 1.47 to ∼1012.6 M� at z = 4.69,
although these are primarily driven by selection effects. In compar-
ison to each other, all overlapping samples, except for the z ∼ 1.5
samples, have similar r0 measurements within 1σ error bars. This
then suggests that H β + [O III]- and [O II]-selected galaxies reside
in dark matter haloes with similar masses.

Included in Fig. 4 are the H α measurements of Shioya et al.
(2008), Sobral et al. (2010), Stroe & Sobral (2015), Cochrane
et al. (2017), and Kashino et al. (2017). The Sobral et al. (2010)
measurement at z = 2.23 is consistent with that of the H β +
[O III] and [O II] samples at the same redshift, suggesting that
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Figure 4. Shown is the evolution of the clustering length up to z ∼ 5.
Included are the predicted clustering lengths for minimum dark matter halo
masses between 1011−13 M�. Although there is a clear sign of a redshift
evolution in r0, we stress the point that this is due to selection bias such
that these measurements are sensitive to the range of physical properties,
such as line luminosity. As a demonstration, we overlay the brightest (open
symbol) and faintest (open symbol with a cross) line luminosity bins (see
Table 3) with the symbol type and colour consistent with that used for
the full sample measurement. The brightest emitters are found to have r0

measurements ∼2–3 times that of the full sample and the faintest emitters
with ∼50 per cent lower r0 values.

H β + [O III]- and [O II]-selected emitters reside in dark mat-
ter haloes with similar masses as H α-selected emitters and can
be tracing a similar underlying population of star-forming/active
galaxies. We also include the z ∼ 1.2 [O II] measurements of
Takahashi et al. (2007). Although our closest sample in terms
of redshift is at z = 1.47, we find that our measurements are in
agreement.

Despite the agreement between H α, H β + [O III], and [O II]
samples, we note that such a comparison is not entirely fair. A com-
parison between the H α measurements of Stroe & Sobral (2015,
26 deg2 survey, 3σ Flim ∼ 7.3 × 10−16 ergs s−1 cm−2) and those
of Shioya et al. (2008, 1.5 deg2 survey, 3σ Flim ∼ 7 × 10−18 ergs
s−1 cm−2) shows a difference of a factor of 2 in r0 and a difference
of two orders of magnitude in minimum dark matter halo mass. This
is due to sample bias as a result of the survey parameters where the
Stroe & Sobral (2015) sample is dominated by the brightest emitters
relative to the Shioya et al. (2008) sample.

As a demonstration of this same feature, we show r0 of the
brightest (open symbols) and faintest (open symbols with a cross)
galaxies in our H β + [O III] z = 0.84 and [O II] z = 1.47 samples in
Fig. 4. We find that the most luminous (faintest) galaxies have higher
(lower) clustering lengths relative to the full sample measurement.
It is then not surprising that we find higher r0 with increasing
redshift as a result of Malmquist bias. This leads to the conclusion
that any comparison needs to be interpreted with caution as each
measurement for a full sample will be dependent on how wide a
range of physical properties, such as luminosity, is covered. To
properly compare samples and investigate the redshift evolution
of the clustering and dark matter halo properties of galaxies, we
need to then study the various dependencies between galaxies and
haloes.

4.2 Stellar mass dependency on halo mass

An SHM relationship has been extensively observed in the literature
and forms the main basis of the abundance matching technique
(e.g. Vale & Ostriker 2004; Leauthaud et al. 2011, 2012; Behroozi
et al. 2013b; Moster, Naab & White 2013; Coupon et al. 2015;
Moster, Naab & White 2017). Since our samples are not stellar
mass-complete, a comparison of the SHM relationship between our
measurements and abundance matching measurements can test the
accuracy of our models. Exploring trends between stellar mass and
halo mass also allows us to understand how one of the fundamental
properties of galaxies is related to the fundamental property of
dark matter haloes with our unique sample of active, star-forming
galaxies.

Fig. 5 shows the changes in r0 per stellar mass bin for our samples
with the results tabulated in Tables 3 and 4. We find r0 increasing by
a factor of ∼2 with increasing stellar mass for z = 0.84 H β + [O III]
emitters and a shallower increase for the z > 1 H β + [O III] emitters.
Similar trends for the [O II] emitters are also observed, although
we can only make such statements regarding the z < 3 samples
since the higher-z [O II] samples are not sufficiently populated to
subdivide them in stellar mass. We find a strong, redshift evolution
in r0 for fixed stellar mass for both H β + [O III] and [O II] emitters.
The results above are in agreement with the basic assumption of
abundance matching that massive galaxies are more clustered than
low-mass galaxies.

Fig. 6 shows the dependency between stellar and minimum halo
mass for all redshift slices. We find a strong, redshift-independent
trend between stellar and halo mass for both the H β + [O III]
and [O II] emitters where galaxies with higher stellar masses re-
side in higher mass haloes. For the H β + [O III] sample, we notice
that although the measurements are consistent with each other at a
given stellar mass for all redshifts, the slope of the trend decreases
such that by z � 2.2, the trend is flat. Interestingly, these mea-
surements occur in the same mass range (9.2 < log10 Mstellar/M�
< 11.0) where for all redshifts, the trend is flat and then in-
creases for higher stellar masses. A similar flat, redshift-independent
trend is seen for [O II] emitters within the stellar mass range of
109.75–11.0 M�.

Fig. 7 shows the SHM ratio as a function of stellar mass, where
we find it to be redshift-independent for all stellar masses. We find
the SHM ratio for z = 0.84 and 1.42 H β + [O III] emitters to be
constant between 8.5 < log10 Mstellar/M� < 9.75 and increasing for
all redshift slices at Mstellar > 109.75 M�. The [O II] emitters show
a continuous increase in the SHM ratio from the lowest masses to
the highest masses probed.

Overlaid in Fig. 7 are the measurements of Behroozi et al.
(2013b), which used abundance matching along with constraints
from observational measurements of global stellar mass functions
to calculate the SHM ratio up to z ∼ 8. Behroozi et al. (2013b)
found that the ratio is redshift-independent and we therefore only
highlight in Fig. 7 the 1σ confidence region of their measurements
that correspond to the redshifts of our sample. We find that all
four redshift slices for the [O II] samples are in agreement with the
Behroozi et al. (2013b) measurements. Our H β + [O III] measure-
ments are also in agreement for Mstellar < 109.5 M� and >1010 M�.
Note that the Behroozi et al. (2013b) measurements are based on
‘global’ (passive+active galaxy) stellar mass functions, while our
samples are comprised of ‘active’ galaxies (see fig. 3 of Khostovan
et al. (2016) for the UVJ diagram), which could explain the discrep-
ancy at ∼109.75 M� shown in Fig. 7 for the H β + [O III] samples.
The results suggest that our halo mass measurements derived from
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Figure 5. The clustering length as measured per stellar mass bins. We find that for both H β + [O III] and [O II] emitters, the clustering length increases with
increasing stellar mass. Our results show that r0 also increases with redshift for a fixed stellar mass. In comparison to the line luminosity dependency, we find
that the increasing trend with stellar mass is weaker, but we note that this could be a result of the line luminosity dependency or vice versa. This is because for
each stellar mass bin, there is a wide range of line luminosities. We explore this interdependency in Section 4.4.

our dark matter halo models are able to reproduce the SHM ratio,
although we discuss the caveats in the section below.

The comparison with Behroozi et al. (2013b) is not exactly a
like-to-like comparison as their measurements are constrained us-
ing global stellar mass functions. Our samples are emission line-
selected, such that they are selecting the active population of galax-
ies and are not stellar mass complete. Furthermore, the halo masses
reported in Behroozi et al. (2013b) are defined as the mass of a
host halo similar to an effective halo mass. Their models also take
into account satellite galaxies, while our model assumes one central
galaxy per host dark matter halo. We note that, as shown in Ap-
pendix B, our minimum halo masses are consistent with effective
halo masses reported in the literature due to our halo model assump-
tions. Our measurements shown in Fig. 7 then have the main caveat
of stellar mass incompleteness.

Despite this caveat, it is interesting that our measurements of the
SHM ratio are consistent with those of Behroozi et al. (2013b). The
strong agreement with our [O II] SHM ratio measurements shown in
Fig. 7 also suggests that our [O II] samples are more representative
of a stellar mass-complete sample in comparison to our H β +
[O III] samples. Also, the agreement provides more evidence on top
of what is shown in Appendix B that the minimum halo masses
measured using our halo models are consistent with effective halo
masses.

4.3 Observed line luminosity dependency on halo mass

As discussed in Section 4.1, the clustering properties of galaxies
are tied to their physical properties such that an investigation of
their dependencies is required to properly map out the clustering
evolution and study the connection between dark matter haloes and
galaxies. In this section, we study how the clustering length and
halo properties are dependent on the observed line luminosities.

Fig. 8 shows the r0 dependency with line luminosity normalized
by the characteristic line luminosity at the corresponding redshift,

L/L�(z), with the tabulated measurements shown in Tables 3 and 4.
We show our measurements in terms of L/L�(z) so that we may
investigate the clustering evolution of our samples independent of
the cosmic evolution of the line luminosity functions. This was
motivated by the results of Sobral et al. (2010) and Cochrane et al.
(2017) for their H α samples. Khostovan et al. (2015) showed that
L�(z) can evolve by a factor of ∼11–12 from z ∼ 0.8–5 for both H β

+ [O III]- and [O II]-selected samples.
For each redshift slice, we find that r0 strongly increases with

increasing line luminosity for both H β + [O III] and [O II] emitters.
A redshift evolution is also seen at fixed L/L�(z) for both emission
line samples such that galaxies with increasing line luminosity and
redshift are more clustered. Although our results suggest some red-
shift evolution in the clustering of galaxies as a function of line
luminosity, we must also take into account the intrinsic clustering
evolution due to haloes as shown in Fig. 4. A reasonable way to
assess if there is an evolution in the clustering properties is by in-
vestigating it in terms of halo masses and L/L�(z). This relation was
first studied by Sobral et al. (2010) for H α emitters up to z = 2.23
where they reported a strong, redshift-independent trend between
halo mass and L/L�(z). Here we investigate if such a relation exists
for our H β + [O III] and [O II] emitters to even higher redshifts.

Fig. 9 shows the line luminosity dependence on minimum dark
matter halo masses. We find that there is a strong relationship be-
tween line luminosity and halo mass for all redshift samples. More
interestingly, we find no significant redshift evolution in the min-
imum dark matter halo mass such that galaxies reside in haloes
with similar masses independent of redshift at fixed L/L�(z). This is
found for both H β + [O III] and [O II], as well as H α studies (Geach
et al. 2008; Shioya et al. 2008; Sobral et al. 2010; Cochrane et al.
2017) as shown in the bottom panel of Fig. 9.

We quantify the observed trends by fitting both single and piece-
wise power laws to all measurements at all redshifts. The piecewise
power laws are used in order to test the significance of a possi-
ble flattening of the observed, increasing trends for L > L�(z). Our
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Table 3. Clustering properties of the H β + [O III] samples as a function
of line luminosities and stellar masses. We include L�(z) for each sample
as measured by Khostovan et al. (2015). All measurements assume a fixed
γ = −1.8. The minimum dark matter halo masses are measured from
the r0 measurements in conjunction with our r0-halo mass models. All
measurements are corrected for cosmic variance by adding in quadrature
11 per cent of r0 in the total error cited.

Subsample ND r0, exact log10 Mmin

(Mpc h−1) (M� h−1)

H β + [O III] z = 0.84 (log10 L� = 41.79+0.03
−0.05)

40.50 < log10 Lline < 40.60 188 1.15+0.23
−0.22 9.48+1.40

−1.30

40.60 < log10 Lline < 40.70 175 1.46+0.23
−0.22 10.66+0.59

−0.57

40.70 < log10 Lline < 40.80 150 1.46+0.26
−0.25 10.67+0.67

−0.63

40.80 < log10 Lline < 41.00 279 1.46+0.20
−0.21 10.67+0.52

−0.52

41.00 < log10 Lline < 41.15 538 1.77+0.22
−0.21 11.28+0.34

−0.34

41.15 < log10 Lline < 41.30 404 1.89+0.23
−0.23 11.46+0.31

−0.31

41.30 < log10 Lline < 41.60 492 2.08+0.25
−0.24 11.69+0.28

−0.27

41.60 < log10 Lline < 41.80 131 3.18+0.44
−0.42 12.53+0.23

−0.22

41.80 < log10 Lline < 41.95 51 3.24+0.51
−0.46 12.55+0.26

−0.24

41.95 < log10 Lline < 42.55 61 4.64+0.59
−0.60 13.10+0.17

−0.18

8.50 < log10 M < 8.75 368 1.60+0.22
−0.21 11.15+0.32

−0.32

8.75 < log10 M < 9.00 483 1.75+0.22
−0.22 11.35+0.28

−0.28

9.00 < log10 M < 9.20 391 1.74+0.21
−0.22 11.33+0.27

−0.28

9.20 < log10 M < 9.40 294 2.26+0.28
−0.28 11.89+0.26

−0.26

9.40 < log10 M < 9.70 271 2.34+0.30
−0.29 11.96+0.26

−0.26

9.70 < log10 M < 10.64 213 2.56+0.32
−0.32 12.11+0.20

−0.19

10.64 < log10 M < 11.55 74 3.41+0.46
−0.49 12.55+0.21

−0.22

H β + [O III] z = 1.42 (log10 L� = 42.06+0.06
−0.05)

41.92 < log10 Lline < 42.02 191 1.54+0.28
−0.25 10.87+0.49

−0.44

42.02 < log10 Lline < 42.06 63 2.33+0.49
−0.48 11.79+0.40

−0.39

42.06 < log10 Lline < 42.16 58 4.30+0.67
−0.68 12.78+0.22

−0.22

42.16 < log10 Lline < 42.26 25 4.28+1.12
−1.08 12.78+0.36

−0.35

42.26 < log10 Lline < 42.80 34 3.97+0.82
−0.84 12.67+0.30

−0.31

9.00 < log10 M < 9.50 96 2.10+0.38
−0.36 11.54+0.33

−0.31

9.50 < log10 M < 10.00 99 3.00+0.45
−0.41 12.14+0.21

−0.19

10.00 < log10 M < 10.50 60 2.93+0.66
−0.55 12.11+0.31

−0.26

10.50 < log10 M < 11.00 53 3.06+0.62
−0.55 12.18+0.28

−0.25

H β + [O III] z = 2.23 (log10 L� = 42.66+0.13
−0.13)

42.30 < log10 Lline < 42.66 136 2.66+0.44
−0.44 11.77+0.28

−0.28

42.66 < log10 Lline < 42.74 56 5.15+0.64
−0.68 12.74+0.16

−0.17

42.74 < log10 Lline < 43.10 57 7.38+0.88
−0.90 13.17+0.14

−0.14

9.25 < log10 M < 10.00 120 3.08+0.47
−0.45 11.89+0.26

−0.25

10.00 < log10 M < 10.50 66 3.22+0.50
−0.50 11.97+0.27

−0.27

10.50 < log10 M < 11.00 41 3.48+0.91
−0.90 12.08+0.35

−0.34

H β + [O III] z = 3.24 (log10 L� = 42.83+0.19
−0.17)

42.30 < log10 Lline < 42.67 68 3.24+0.51
−0.53 11.77+0.24

−0.25

42.67 < log10 Lline < 42.83 67 5.56+0.74
−0.73 12.52+0.17

−0.17

42.83 < log10 Lline < 43.18 44 6.98+1.12
−1.00 12.80+0.19

−0.17

9.20 < log10 M < 9.70 56 5.09+0.69
−0.63 12.29+0.18

−0.17

9.70 < log10 M < 10.30 80 4.35+0.65
−0.55 12.08+0.20

−0.17

10.30 < log10 M < 11.00 29 5.02+1.21
−1.04 12.27+0.32

−0.28

Table 4. The clustering properties of [O II] as a function of line luminosity
and stellar mass. Table description is the same as that of Table 3. The
z = 3.34 and 4.69 measurements are not included in this table as the sample
sizes were too small to divide in line luminosity and stellar mass bins. The
measurements corresponding to the full samples are shown in Table 1.

Subsample ND r0, exact log10 Mmin

(Mpc h−1) (M� h−1)

[O II] z = 1.47 (log10 L� = 41.86+0.03
−0.03)

41.05 < log10 Lline < 41.15 200 1.34+0.27
−0.22 10.47+0.61

−0.51

41.15 < log10 Lline < 41.25 501 1.41+0.18
−0.18 10.62+0.37

−0.36

41.25 < log10 Lline < 41.45 761 1.74+0.20
−0.20 11.16+0.27

−0.28

41.45 < log10 Lline < 41.65 638 2.47+0.29
−0.29 11.89+0.21

−0.22

41.65 < log10 Lline < 41.85 667 2.76+0.32
−0.32 12.08+0.20

−0.20

41.85 < log10 Lline < 42.00 292 3.34+0.40
−0.40 12.39+0.19

−0.19

42.00 < log10 Lline < 42.10 101 3.23+0.46
−0.49 12.34+0.23

−0.24

42.10 < log10 Lline < 42.20 68 3.32+0.49
−0.50 12.38+0.23

−0.24

42.20 < log10 Lline < 42.60 56 4.06+0.88
−0.70 12.68+0.31

−0.25

8.40 < log10 M < 8.80 217 1.51+0.23
−0.23 10.84+0.49

−0.49

8.80 < log10 M < 9.20 671 2.04+0.24
−0.24 11.48+0.21

−0.21

9.20 < log10 M < 9.40 429 1.88+0.24
−0.24 11.33+0.24

−0.23

9.40 < log10 M < 9.85 840 2.20+0.26
−0.25 11.61+0.21

−0.21

9.85 < log10 M < 10.30 492 2.46+0.29
−0.29 11.81+0.21

−0.21

10.30 < log10 M < 10.51 163 2.30+0.33
−0.33 11.69+0.25

−0.26

10.51 < log10 M < 10.85 203 2.61+0.36
−0.35 11.92+0.25

−0.24

10.85 < log10 M < 11.05 97 2.54+0.37
−0.39 11.86+0.27

−0.28

[O II] z = 2.25 (log10 L� = 42.34+0.04
−0.03)

42.40 < log10 Lline < 42.57 102 2.97+0.42
−0.42 11.95+0.22

−0.22

42.57 < log10 Lline < 43.21 35 4.49+0.75
−0.73 12.55+0.23

−0.22

9.50 < log10 M < 10.25 61 3.21+0.66
−0.54 11.95+0.36

−0.29

10.25 < log10 M < 11.80 43 5.01+0.76
−0.73 12.56+0.21

−0.20

single power-law fits are

Mmin

M�/h
=

⎧⎨
⎩

1012.48±0.07
(

L
L�(z)

)1.77±0.21
Hβ + [O III]

1012.87±0.06
(

L
L�(z)

)1.17±0.14
Hα

, (7)

where we only show the measurements for H β + [O III] and H α

as the [O II] measurements show a clear deviation for L > L�(z).
We find that the H β + [O III] emitters show a steeper increasing
trend in comparison to H α but with a lower halo mass at L ∼ L�(z).
This could be due to a higher population of [O III]-selected AGNs
that reside in massive haloes compared to H α, which we discuss in
Section 5.

Fig. 9 shows a clear deviation from a single power-law trend at
L ∼ L�(z) for the [O II] samples. There is some signature of such a
deviation in our H β + [O III] and also the H α samples from the
literature where the slope of the trends becomes shallower. We fit
piecewise power laws split at L ∼ L�(z) and find

H β + [O III]:

Mmin

M�/h
= 1012.56±0.11

⎧⎪⎨
⎪⎩
(

L
L�(z)

)2.02±0.32
L < L�(

L
L�(z)

)1.35±0.47
L > L�

(8)
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Figure 6. The minimum halo mass dependency with stellar mass. We find
a strong relationship at all redshift slices for our H β + [O III] samples and
for the z = 1.47 [O II] sample. The z = 2.25 [O II] sample also shows an
increasing trend, but is limited only to two stellar mass bins. The other [O II]
samples are limited due to sample size and could not be separated in stellar
mass bins. We find no redshift evolution in the relationship. Interestingly, at
stellar masses >109.75 M�, the halo mass is found to be constant at ∼1012.3

M� for H β + [O III] emitters and ∼1012 M� for [O II] emitters.

[O II]:

Mmin

M�/h
= 1012.39±0.08

⎧⎨
⎩
(

L
L�(z)

)2.37±0.31
L < L�(

L
L�(z)

)0.003±0.003
L > L�

(9)

H α:

Mmin

M�/h
= 1013.04±0.08

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(
L

L�(z)

)0.36±0.20
L < 0.3L�(

L
L�(z)

)2.61±0.36
0.3L� < L < L�(

L
L�(z)

)0.87±0.43
L > L�

(10)

where only the H α measurements include a second split at
L ∼ 0.3L�, which is only constrained by the z ∼ 0.24 H α mea-
surements of Shioya et al. (2008). Therefore, we cannot state that
the trend is redshift-independent below 0.3L� for H α-selected emit-
ters due to lack of measurements at different redshifts.

Equations (8)–(10) show a steep, increasing trend up to L ∼ L�

followed by significantly shallower slopes beyond L∗. The H β

+ [O III] fit shows the steepest slope of 1.35 ± 0.47 beyond L�,
which could be due to a higher AGN fraction compared to H α and
[O II] since the [O III] line is a high ionization potential line that can
be very bright due to intense star formation and/or AGN activity.
The fits confirm a near constant halo mass for L > L�(z) such that
emission line-selected galaxies (H α, H β + [O III], and [O II]) with

Figure 7. The SHM ratio as a function of stellar mass. We find our [O II]
measurements show a continuous, redshift-independent increase in the SHM
ratio for the full stellar mass range. The H β + [O III] measurements show
a constant ratio up to ∼109.75 M� followed by a continuous, redshift-
independent increase in the ratio. We compare our measurements with
the abundance matching measurements of Behroozi, Wechsler & Conroy
(2013b) overlaid in grey. We find that our [O II] and H β + [O III] measure-
ments are in agreement within 1σ except for our H β + [O III] 109.75–10.00

M� measurements.

different line luminosities >L� reside in haloes with similar masses
independent of redshift. This suggests that the mechanisms and
processes causing this flattening of the line luminosity–halo mass
relation is possibly the same in H α, H β + [O III], and [O II] emitters
for all redshift slices probed. We discuss the physical causes of the
shallower/flat trend in Section 5. The flat/shallower slope could also
be due to the lower number density of 1012.5–13.0 M� haloes given
the comoving volume of our survey.

Our results also imply that there is a simple, redshift-independent
relationship between the emission line luminosities of galaxies and
their host haloes once accounting for the evolution in L� (Sobral
et al. 2010). This has implications for theoretical studies that use
photoionization codes along with semianalytical modelling to study
the connection between nebular emission lines and dark matter halo
properties (e.g. Orsi et al. 2014).

The results reported in equations (7)–(10) and shown in Fig. 9 do
not take into account the errors in L�(z). The errors for each sample
are listed in Tables 3 and 4. We find that the errors are on the order
of 0.05 dex for the lowest redshift samples and ∼0.20 dex for the
highest redshift samples. Taking into account this error does not
significantly remove the redshift independency seen in Fig. 9, but
may change the measurements shown in equations (7)–(10).
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Figure 8. The clustering length measured in terms of L/L�(z). Studying the dependency of the clustering length with luminosity as a function of the ratio
between line and characteristic luminosity removes the effects caused by the cosmic evolution in the luminosity functions. For each redshift slice, we find that
there is a strong correlation between the clustering length and L/L�(z). There is an evolution in the clustering length such that r0 increases with redshift at any
given L/L�(z). For example, the clustering lengths at L ∼ L�(z) are 3.2, 4.3, 5.2, and 7.0 h−1 Mpc for our H β + [O III] samples at z = 0.84, 1.42, 2.23, and 3.24.
The same strong, increasing trend between r0 and L/L�(z) is also seen for the [O II] sample.

4.4 Observed line luminosity–stellar mass dependency on halo
mass

Observations have found a correlation between the star formation
rate and stellar mass in the local Universe (e.g. Salim et al. 2007;
Lee et al. 2011), around cosmic noon (e.g. Daddi et al. 2007; Noeske
et al. 2007; Rodighiero et al. 2011; Whitaker et al. 2014; Shivaei
et al. 2015), and at higher redshifts (e.g. Schreiber et al. 2015;
Tasca et al. 2015; Tomczak et al. 2016). Line luminosities trace
star formation activity (e.g. [O III]: Suzuki et al. 2016; [O II]: Ken-
nicutt 1998; Kewley, Geller & Jansen 2004) and we find a depen-
dence between halo mass, line luminosity, and stellar mass. The
question that arises is how much does the dependency of line lu-
minosity affect the dependency measured with stellar mass or vice
versa?

We test this by redoing our clustering analysis in 10 000 randomly
selected parts of the line luminosity–stellar mass grid and calculate
the halo mass following the same methodology highlighted in Sec-
tion 3.2. Each realization is a rectangular box randomly placed
in the grid and must have >50 sources. The results are shown in
Fig. 10 for only the NB921 samples (H β + [O III] z = 0.84 and
[O II] z = 1.47) as these are the most populated samples and are
much easier to investigate the dual dependency of line luminosity
and stellar mass with the halo mass. We find that for increasing
line luminosity and stellar mass, the halo mass is increasing from
as low as 108 to 1013 M�, although there is a significant scat-
ter such that to assess which property dominates the dependency
with halo mass requires a look at how stellar mass (line luminos-
ity) is dependent on halo mass for a fixed line luminosity (stellar
mass).

We first investigate if there is a line luminosity dependency for
a fixed stellar mass. We find a strong dependency between halo
mass and line luminosity in H β + [O III] emitters with fixed stellar
masses of 108.5–9.5 M�, where the halo mass is found to increase
from ∼108.0 to ∼1012.5–13.0 M�. Beyond >109.5 M�, the halo mass
is consistent with 1012.5–13 M� for all observed line luminosities,

although this is primarily due to a small sample size (∼300 sources,
see Table 3) and a limiting range of line luminosities, especially at
higher stellar masses.

For the z = 1.47 [O II] emitters, we find that for fixed stellar
masses of 108.5–11 M�, there is a strong dependency with line
luminosity such that the halo mass increases from ∼109.5 to 1013

M� with increasing line luminosity. Interestingly, the dependency
is found for a wider range of fixed stellar masses in comparison to
the H β + [O III] sample and this could be due to the [O II] sample
selecting more higher mass galaxies with low SFRs and ionization
parameters compared to H β + [O III].

In the case of a fixed line luminosity, we find that there is only
a stellar mass dependency with halo mass for H β + [O III] emit-
ters with L � 1041.5 erg s−1 and it becomes more prevalent at L �
1041.0 erg s−1. The stellar mass dependency in the LHβ + [O III] ∼
1041.0−41.5 erg s−1 regime is probably due to contaminants, such as
high-mass AGNs, that reside in haloes of ∼1013 M�. If we disre-
gard this subpopulation of high mass sources, then the dependency
breaks down. At LHβ + [O III] � 1041.0 erg s−1, we find the depen-
dency is the strongest where emitters with stellar masses >108.6

M� reside in increasingly higher mass haloes.
Fig. 10 shows no significant stellar mass dependency for z = 1.47

[O II] emitters at a given line luminosity >1041.6 erg s−1. We only
find a stellar mass dependency in the case that L[O II] � 1041.3 erg s−1

where the halo mass is between 1011–11.5 M� for 8.5 < log10

Mstellar/M� < 9, drops to halo masses of 109.5–11 M� for 9 < log10

Mstellar/M� < 9.5, and then increases to halo mass of 1012 M� with
increasing stellar mass.

We find that for both H β + [O III] and [O II] emitters, a stellar mass
dependency appears for the case of faint line luminosities as opposed
to the line luminosity dependency that appears for the full stellar
mass range. This could suggest that the trend between halo mass
and line luminosity is more significant than with stellar mass, such
that the correlations we observed in stellar mass could be a result
of the halo mass correlation with line luminosity for our samples.
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Figure 9. The dependency between L/L�(z) versus minimum halo mass for our H β + [O III] and [O II] samples. We find a strong correlation between line
luminosity and dark matter halo mass and find no redshift evolution in L/L�(z) such that galaxies at redshifts as high as z ∼ 5 for a given L/L�(z) reside in haloes
of similar mass as galaxies at z ∼ 1. As a comparison, we also include the H α measurements at z = 0.24 from Shioya et al. (2008) [recomputed by Sobral et al.
(2010, S10)) and Stroe & Sobral (2015, St15)], z = 0.84 from Sobral et al. (2010), and z = 2.23 from Geach et al. (2008) (recomputed by Sobral et al. (2010)).
The latest H α results of Cochrane et al. (2017, C17) are also included at z = 0.84, 1.47, and 2.23. The consensus from H α studies is a strong dependency
between line luminosity and halo mass. For L > L� emitters, we find a flat trend with halo mass consistent with 1012.5 M� for [O II] emitters and a shallower
increasing trend for H α and H β + [O III] emitters, although the scatter in the measurements is ∼0.5 dex, which can also be consistent with a flat trend.

Sobral et al. (2010) came to a similar conclusion using a sample
of z = 0.84 H α emitters and the rest-frame K-band luminosity
as a proxy for stellar mass. Cochrane et al. (2017) also came to a
similar conclusion using samples of z = 0.84, 1.47, and 2.23 H α

emitters.

5 D ISCUSSION

In the previous sections, we found that there is a strong, redshift-
independent relationship between line luminosity and minimum
halo mass (relatively independent of stellar mass for z = 0.84 and
1.47 H β + [O III] and [O II] emitters, respectively) up to L ∼ L� for

H α, H β + [O III], and [O II] emitters. For the L > L� regime, we
find that the dependency becomes shallower and is consistent with
minimum halo masses between 1012.5 and 1013 M�. In this section,
we discuss potential physical reasons for the flat/shallower slope of
this relationship for the brightest emitters with the understanding
that the emission lines observed trace the underlying star formation
activity.

5.1 Transitional halo mass

Current models of galaxy formation suggest that the star formation
efficiency is tied to the host halo mass with a peak efficiency found in

MNRAS 478, 2999–3015 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/478/3/2999/4970781
by University of Durham user
on 29 June 2018



H β + [O III] and [O II] clustering since z ∼ 5 3011

Figure 10. Shown is the halo mass dependency on line luminosity and
stellar mass. Only the NB921 samples are used (z = 0.84 H β + [O III]
and z = 1.47 [O II]) as these are the most populated (∼2500–3000 sources
each). All the measurements were done by randomly sampling the grid
10 000 times and going through the clustering analysis to measure the halo
mass. Overall, we find that the halo mass correlation with line luminosity is
stronger than with stellar mass.

∼1012 M� haloes (e.g. Behroozi, Wechsler & Conroy 2013a). For
>1012 M� haloes, models predict that the star formation activity in
galaxies diminishes as external quenching mechanisms (e.g. shock
heating of infalling gas; Dekel & Birnboim 2006) become stronger
and are accompanied by internal quenching mechanisms (e.g. AGN
feedback; Best et al. 2006). This is referred to as ‘halo quenching’,
where a specific global halo mass is related to galaxy quenching. We
note that this is still debatable where, observationally, some studies
have found that external quenching is mainly a local phenomenon
(e.g. Darvish et al. 2016) and does not depend significantly on the
global halo mass (e.g. Peng et al. 2012; Carollo et al. 2013). Other
observational studies find that galaxy quenching does depend on
halo mass (e.g. Prescott et al. 2011; also see references in Darvish
et al. 2017).

A consequence of the halo quenching predictions is a possible
transitional halo mass for which the fraction of star-forming galax-
ies drops and the fraction of passive galaxies increases sharply.
Current predictions place this redshift-independent mass scale at
a few × 1012 to 1013 M� (Croton et al. 2006; Dekel & Birnboim
2006; Cen 2011; Bower et al. 2017) and observations measure it at
∼5–8 × 1012 M� (e.g. Hartley et al. 2013; Dolley et al. 2014).

A transitional halo mass would imply that the probability of
finding a star-forming galaxy above this mass scale diminishes con-
siderably. Therefore, one would find that above a certain line lu-
minosity, all star-forming galaxies would typically reside in haloes
of a specific mass. We find such a feature in Fig. 9, where L > L�

emitters have a flat/shallower line luminosity dependency consis-
tent with halo masses between 3 × 1012 and 1013 M� up to z ∼ 5,
in agreement with predictions of a transitional halo mass.

Although we find evidence for a transitional halo mass, it raises
the question of how the brightest emitters reside in 1013 M� haloes.
Since line luminosity traces star formation activity, it then seems

puzzling that systems with such high SFRs are found in massive
haloes well past the scale where peak SF efficiency occurs. One
possibility is that L > L� emitters have their emission lines powered
by AGN activity. Studies of z ∼ 0.8–2.2 H α emitters find increasing
AGN fractions with increasing line luminosity (Sobral et al. 2016).
Typical z ∼ 1.5 X-ray and radio-selected AGNs are also found to
reside in haloes of ∼1013 M� (Hickox et al. 2009; Koutoulidis et al.
2013; Mendez et al. 2016), consistent with the constant halo mass
for L > L� H β + [O III] and [O II] emitters. It is then quite possible
that the brightest emitters in our samples are AGNs, although we
require future spectroscopic confirmation.

Another possibility is that a fraction of the brightest emitters can
have their emission lines powered by major merging events, such
that these systems are currently undergoing a starburst phase. Sim-
ulations of major mergers predict elevated levels of star formation
activity (e.g. Mihos & Hernquist 1996; Di Matteo et al. 2008; Bour-
naud et al. 2011) and observations have thus far found evidence to
support this (e.g. Hung et al. 2013). Semianalytical models have
also predicted that the stellar mass assembly in high-mass haloes
is merger-driven (e.g. Zehavi, Patiri & Zheng 2012). A detailed
morphological study of the fraction of mergers as a function of
line luminosity would help in addressing this issue and we plan to
explore this in the future.

It could also be possible that enhanced gas inflows could allow for
the presence of >L� emitters in massive haloes. Dekel & Birnboim
(2006) used simulations and predict that cold filamentary streams
can penetrate the shock-heated halo gas in >3 × 1012 M� haloes
and fuel star formation activity in L > L� galaxies above z > 2.
To support this level of star formation activity requires large cold
gas accretion rates and a recent ALMA study by Scoville et al.
(2017) estimated the rate to be >100 M� yr−1 for z > 2 to maintain
galaxies along the main sequence.

Overall, we find evidence for a possible transitional halo mass for
which star-forming galaxies become less common and haloes are
increasingly populated by passive galaxies. A likely possibility is
that the L > L� emitters are a mixture of AGN- and star formation-
dominated systems. This is also suggested by Kauffmann et al.
(2003) in the local Universe (up to z ∼ 0.3) where they find that
galaxies with AGN and bright [O III] lines also include young stellar
populations due to a recent phase of star formation activity. Future
spectroscopic and morphological studies can shed light on the phys-
ical processes involved that are powering nebular emission lines in
such massive haloes and provide us with valuable insight into the
quenching mechanisms that are occurring at this transitional halo
mass.

5.2 Clustering more dependent on line luminosity than stellar
mass?

In Sections 4.2 and 4.4, we found that the dependency of clustering
on line luminosity was more significant than on stellar mass. We
also concluded, based on the results of our z = 0.84 H β + [O III] and
z = 1.47 [O II] samples in Section 4.4, the stellar mass dependency
may be a result of the line luminosity dependency. This is a similar
conclusion made by Sobral et al. (2010) where they used a z = 0.84
H α-selected sample and found that the line luminosity dependency
was more significant than the dependency with stellar mass. Coil
et al. (2017) came to a similar conclusion where they found that the
clustering amplitude was a stronger function of the specific SFR
than stellar mass and that the clustering strength for a given specific
SFR was found to be independent of stellar mass. Cochrane et al.
(2017) used H α-selected narrowband samples at z = 0.84, 1.47,
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and 2.23 and found that the line luminosity dependency was not
driven/independent of stellar mass.

We note that the lack of a strong stellar mass dependency with
clustering strength/dark matter halo mass could be mainly caused
by sample selection. As mentioned before, our samples are line flux-
selected such that they are complete in line luminosity down to a
completeness limit. Our samples are then not stellar mass complete,
especially for the low stellar mass range (<109 M�; see Khostovan
et al. 2016 for the stellar mass functions of our samples). We can
only conclude that for narrowband-selected samples, the clustering
strength dependency with stellar mass seems to be less significant
than the dependency with line luminosity and may also be a result
of it as well.

6 C O N C L U S I O N S

We have presented our H β + [O III] and [O II] clustering measure-
ments up to z ∼ 3.3 and ∼4.7, respectively. The main results of this
study are as follows:

(i) We find that the power-law slopes of the angular correlation
functions are consistent with β ∼ −0.80. Using the exact Limber
equation, we find typical r0 between 1.45–4.01 h−1 Mpc and 1.99–
8.25 h−1 Mpc for H β + [O III] and [O II] emitters, respectively.
These correspond to minimum halo masses between 1010.70–12.08

and 1011.46–12.62 M�, respectively.
(ii) A r0-line luminosity dependency is found where the brightest

emitters are more clustered compared to the faintest emitters. This
dependency is found to be redshift-dependent but is biased due to
the line luminosity function evolution. When rescaling based on
L�(z) and using model predictions of halo mass given r0, we find
a strong, increasing dependency between minimum halo mass and
line luminosity that is independent of redshift with the faintest H β

+ [O III] ([O II]) emitters found in 109.5 M� (1010.5 M�) haloes and
the brightest H β + [O III] ([O II]) emitters in 1013 M� (1012.5 M�)
haloes.

(iii) We find a redshift-independent dependency between stellar
and halo mass. We find that H β + [O III] emitters with stellar masses
>109.75 M� reside in 1012.3 M� haloes between z = 0.84 and 3.24.
The [O II] samples also show a dependency for the full stellar mass
range.

(iv) We find that halo mass is strongly correlated with line lu-
minosity than stellar mass when investigating the respective trends
in a line luminosity–stellar mass grid space. This then suggests a
simple connection between the nebular emission line properties of
galaxies and their host halo mass.

(v) The line luminosity–halo mass dependency shows an increase
from the faintest emitters observed to L ∼ L�(z). For emitters
brighter than L�, we find that the trend is consistent with haloes
between 1012.5–13 M�, which is consistent with predictions of a
transitional halo mass scale. The bright emitters residing in such
halo masses seem to have their strong emission lines attributed to
AGN activity, galaxy merging, and enhanced gas inflow.

Our results suggest a simple connection between the cluster-
ing/dark matter halo properties and nebular emission-line properties
of star-forming/‘active’ galaxies up to z ∼ 5. This has implications
for future theoretical studies that model this connection since pre-
vious constraints were up to z ∼ 2 for only H α emitters. On the
observational side, future spectroscopic studies of bright, emission
line-selected galaxies can allow us to investigate the dependency be-
tween the interstellar medium properties (internal mechanisms) of
galaxies and massive haloes (external mechanisms). Morphological

studies of our samples can also test to see if the shape of galax-
ies is connected with the host halo properties. Future space-based
(e.g. JWST, WFIRST, Euclid) and ground-based observatories (e.g.
European Extremely Large Telescope, Thirty Metre Telescope) can
also allow us to study the clustering properties of emission line-
selected galaxies at higher redshifts and larger comoving volumes.
This would allow us to see when the following redshift-independent
trends that seem to have been in place since z ∼ 5 were first es-
tablished, which would present a new scaling relation for galaxy
formation and evolution models. Our results also are prelude to
large-scale spectroscopic surveys using the upcoming Subaru/PFS
(Takada et al. 2014), VISTA/4MOST (de Jong et al. 2016), and
Mayall/DESI (DESI Collaboration 2016) instruments that will ob-
serve galaxy emission lines in large comoving volumes at redshifts
up to z ∼ 2.5.
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Gottlöber S., Holz D. E., 2008, ApJ, 688, 709

MNRAS 478, 2999–3015 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/478/3/2999/4970781
by University of Durham user
on 29 June 2018

http://dx.doi.org/10.1086/521818
http://dx.doi.org/10.1088/0004-637X/796/1/51
http://dx.doi.org/10.3847/0004-637X/825/2/113
http://dx.doi.org/10.3847/1538-4357/837/1/16
http://dx.doi.org/10.1088/0004-6256/145/1/10
http://dx.doi.org/10.3847/0004-6256/151/2/44
http://dx.doi.org/10.1111/j.1365-2966.2006.10145.x
http://arxiv.org/abs/1611.00036
http://dx.doi.org/10.1093/mnras/stv2842
http://dx.doi.org/10.1088/0004-637X/799/1/108
http://dx.doi.org/10.1088/0004-637X/797/2/125
http://dx.doi.org/10.1111/j.1365-2966.2010.18188.x
http://dx.doi.org/10.1086/305424
http://dx.doi.org/10.1111/j.1365-2966.2008.13481.x
http://dx.doi.org/10.1111/j.1365-2966.2012.21725.x
http://dx.doi.org/10.1088/0004-637X/714/1/255
http://dx.doi.org/10.1088/0004-637X/767/2/122
http://dx.doi.org/10.1093/mnras/stu763
http://dx.doi.org/10.3847/0004-637X/821/2/123
http://dx.doi.org/10.1111/j.1365-2966.2008.13956.x
http://dx.doi.org/10.1093/mnras/stt383
http://dx.doi.org/10.1086/513068
http://dx.doi.org/10.1088/0004-637X/696/1/891
http://dx.doi.org/10.1088/0004-637X/778/2/129
http://dx.doi.org/10.1093/mnras/stv1927
http://dx.doi.org/10.1093/mnras/stw1702
http://dx.doi.org/10.1111/j.1365-2966.2003.07154.x
http://dx.doi.org/10.1146/annurev.astro.36.1.189
http://dx.doi.org/10.1086/312702
http://dx.doi.org/10.1086/382723
http://dx.doi.org/10.1093/mnras/stv1474
http://dx.doi.org/10.1093/mnras/stw2174
http://dx.doi.org/10.1093/mnras/sts119
http://dx.doi.org/10.1086/420959
http://dx.doi.org/10.1086/172900
http://dx.doi.org/10.1111/j.1365-2966.2007.12040.x
http://dx.doi.org/10.1051/0004-6361:20041960
http://dx.doi.org/10.1088/0004-637X/738/1/45
http://dx.doi.org/10.1088/0004-637X/744/2/159
http://dx.doi.org/10.1088/0067-0049/192/1/6
http://dx.doi.org/10.1086/500387
http://dx.doi.org/10.1086/145672
http://dx.doi.org/10.1088/0004-637X/756/1/71
http://dx.doi.org/10.1093/mnras/286.1.115
http://dx.doi.org/10.1093/mnras/stw322
http://dx.doi.org/10.1088/0004-637X/708/1/202
http://dx.doi.org/10.1093/mnras/stv305
http://dx.doi.org/10.1093/mnras/sts092
http://dx.doi.org/10.3847/0004-637X/821/1/55
http://dx.doi.org/10.1051/0004-6361:20078182
http://dx.doi.org/10.1086/177353
http://dx.doi.org/10.1093/mnras/282.2.347
http://dx.doi.org/10.1046/j.1365-8711.1998.01728.x
http://dx.doi.org/10.1088/0004-637X/767/1/89
http://dx.doi.org/10.1093/mnras/sts261
http://dx.doi.org/10.1086/517926
http://dx.doi.org/10.1046/j.1365-8711.2002.05348.x
http://dx.doi.org/10.1111/j.1365-2966.2009.14389.x
http://dx.doi.org/10.1093/mnras/stu1203
http://dx.doi.org/10.1093/mnras/stv1284
http://dx.doi.org/10.1086/499519
http://dx.doi.org/10.1088/0004-637X/723/1/869
http://dx.doi.org/10.1088/0004-637X/757/1/4
http://dx.doi.org/10.1111/j.1365-2966.2011.19353.x
http://dx.doi.org/10.1086/152650
http://dx.doi.org/10.1046/j.1365-8711.2002.05975.x
http://dx.doi.org/10.1088/2041-8205/739/2/L40
http://dx.doi.org/10.1086/519218
http://dx.doi.org/10.1086/516585
http://dx.doi.org/10.3847/1538-4357/aa61a0
http://dx.doi.org/10.1046/j.1365-8711.2001.04006.x
http://dx.doi.org/10.1086/523703
http://dx.doi.org/10.1088/0004-637X/815/2/98
http://dx.doi.org/10.1111/j.1365-2966.2009.15129.x
http://dx.doi.org/10.1111/j.1365-2966.2010.17707.x
http://dx.doi.org/10.1111/j.1365-2966.2011.19977.x
http://dx.doi.org/10.1093/mnras/sts096
http://dx.doi.org/10.1093/mnras/stt2159
http://dx.doi.org/10.1093/mnras/stw022
http://dx.doi.org/10.1093/mnras/stw3090
http://dx.doi.org/10.1093/mnras/stt1641
http://dx.doi.org/10.1093/mnras/stv1555
http://dx.doi.org/10.1093/mnras/stw1655
http://dx.doi.org/10.1093/pasj/pst019
http://dx.doi.org/10.1086/518037
http://dx.doi.org/10.1051/0004-6361/201425379
http://dx.doi.org/10.1086/591439


3014 A. A. Khostovan et al.

Figure A1. Comparison of the predicted minimum halo masses for a given
r0 between our assumed halo bias (Tinker et al. 2010) and mass (Tinker
et al. 2008) functions against other assumptions. The cases are as follows
(mass function, bias function): (1) Press & Schechter (1974) and Mo &
White (1996), (2) Sheth et al. (2001), (3) Tinker et al. (2008) and Jose et al.
(2016), and (4) Despali et al. (2016) and Comparat et al. (2017). We show
the difference for z ∼ 1.5 and ∼3.2 with Mmodel/MDMH being the ratio of
one of the cases highlighted above (Mmodel) and our model (MDMH). We
find that assuming different prescriptions for halo properties can introduce
offsets of ∼±0.2 dex for r0 > 3 Mpc h−1 and ±0.4 dex by r0 ∼ 1 Mpc h−1.
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APPENDIX A : EFFECTS O F H ALO MODEL
ASSUMPTIONS

Various prescriptions of the halo bias and mass functions exist in
the literature. In this section, we explore the effects of assuming a
Tinker et al. (2010) halo bias function and Tinker et al. (2008) halo
mass function as opposed to other prescriptions. We consider four
cases with the following mass and bias functions, respectively: (1)
Press & Schechter (1974) + Mo & White (1996), (2) Sheth, Mo
& Tormen (2001) for both, (3) Tinker et al. (2008) + Jose, Lacey
& Baugh (2016), and (4) Despali et al. (2016) + Comparat et al.
(2017).

Fig. A1 shows a comparison between our predictions of halo mass
(MDMH) and the predictions from the four cases highlighted above
(Mmodel) for a given r0 measurement at z ∼ 1.5 and ∼3.2. We find
the offsets are ∼±0.2 dex for r0 > 3 Mpc h−1 and increase to ±0.4
dex for lower clustering lengths. The third case best matches our
predictions, which is not surprising as it uses the Tinker et al. (2008)
halo mass function (same as the one we assumed) and the Jose et al.
(2016) bias function, which is an update of the Tinker et al. (2010)
bias function. Based on Fig. A1, we caution the reader that halo
mass measurements, be it from our model or any HOD/abundance
matching model, can be sensitive to the assumed halo prescriptions.

Figure B1. A comparison between the effective halo mass, Meff, drawn
from the literature and the minimum halo mass, Mmin, measured using the
clustering lengths from the literature in conjunction with our r0-Mmin halo
model as described in Section 3.5. We find that our simplified model (one-
to-one galaxy–halo occupation) produces Mmin that is consistent with Meff

when compared to studies using complex prescriptions for HOD models.

APPENDI X B: MI NI MUM OR EFFECTI VE
HALO MASS?

We presented our dark matter halo model in Section 3.5 where we
use the effective bias using a one-to-one galaxy–HOD above a min-
imum halo mass to connect halo mass with r0 (our observable). This
is a simplified approach of measuring halo mass in comparison to
typical clustering/dark matter halo studies. Assuming a one-to-one
galaxy–HOD is not entirely correct, especially for emission line-
selected galaxies that form a subset of the total star-forming galaxy
population, which forms also a subset of the global population of
galaxies. We refer the reader to Cochrane et al. (2017) and Fav-
ole et al. (2017) for discussions regarding HODs of H α and [O II]
emitters, respectively.

Comparing the stellar mass densities of the global and emission
line-selected galaxies from Khostovan et al. (2016) can give us
a general idea of what percentage haloes are populated by our
samples. We find that H β + [O III] emitters reside in ∼40, 65,
35, and 35 per cent of haloes at z = 0.84, 1.42, 2.23, and 3.24,
respectively. [O II] emitters are found to reside in ∼70, 35, and 15
per cent of haloes at z = 1.47, 2.25, and 3.34 (there was no z = 4.69
stellar mass density measurement in Khostovan et al. (2016) due to
the small sample size).

It is clear then that our emission line galaxies will not reside
in every halo, such that our ‘minimum’ halo masses will be sys-
tematically higher. To understand what halo mass is actually being
measured using our approach, we compare the predictions from our
model with the literature in Fig. B1 by using r0 reported in the
literature and apply our model to measure Mmin. Fig. B1 shows that
our measurements of Mmin are strongly consistent with the effective
halo mass reported in studies of Ly α emitters (Ouchi et al. 2010,
2018; Bielby et al. 2016), H α emitters (Geach et al. 2012; Cochrane
et al. 2017; Kashino et al. 2017), LBGs (Hildebrandt et al. 2005;
Ouchi et al. 2005; Lee et al. 2006), BzKs (Hayashi et al. 2007), UV
continuum-selected (Durkalec et al. 2018), mass-selected (Wake
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Figure C1. Error measurement comparison between Poisson and Boot-
strapping errors. The Poisson errors measured are for single realization as
described in Section 3.2. The bootstrapped errors are based on resampling a
single realization of w(θ ) 2000 times. For both assessments, the bin size and
centres were the same in order to ensure a direct comparison. We find that
for different sample sizes, N, the errors between Poisson and Bootstrapping
are consistent.

et al. 2011; Durkalec et al. 2015, 2018), Blue galaxies (Mostek
et al. 2013), and Red galaxies (Blake, Collister & Lahav 2008;
Mostek et al. 2013).

The strong agreement over different sample types and redshifts
ranging between local and z ∼ 7 suggests that, due to our one-to-one
galaxy–halo occupation assumption, our model predictions for halo
mass are consistent with being effective halo masses rather than
minimum halo masses. With this caveat, we still report our halo
masses as ‘minimum’ as defined by our model, but note that due

to our assumption regarding the occupation distribution, they better
represent the effective halo mass.

APPENDI X C : BOOTSTRAPPI NG AND
POI SSON ERRORS

There are three main error estimators that are typically employed in
clustering studies: bootstrapping, jackknifing, and Poisson. In the
case that Poisson errors are assumed, then the errors are defined
as shown in equation (2). Norberg et al. (2009) studied these three
estimators to see how reliably each measures the ‘true’ errors of
the ACFs. They found that bootstrapping overestimates the errors
by ∼40 per cent and jackknifing fails at small scales but can repro-
duce the errors at large scales, while Poisson errors were found to
underestimate the errors.

We note that the results of Norberg et al. (2009) are based on sim-
ulations that have sample sizes comparable to SDSS (105–6 sources)
such that the Poisson errors, which are proportional to sample sizes,
would severely underestimate the ‘true’ errors. This may not be true
for our samples, which typically consist of 102–3 sources. To test
this, we measure the ACF for all the full samples with a fixed bin
size and centre assuming (1) Poisson errors and (2) resampling the
ACF 2000 times to measure the errors via bootstrapping.

Fig. C1 shows the comparison between the assumption of Pois-
son errors and bootstrapping for all our full samples. We find that
our measurements assuming Poisson errors are strongly consistent
with bootstrapping up to sample sizes of 103. Note that we assume
Poisson errors for each individual ACF but also take into account
binning effects by repeating our measurements of the ACF with
varying bin sizes and centres such that our final measurements are
based on the distributions of these realizations.
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