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Abstract
Polarmolecules offer a newplatform for quantum simulation of systemswith long-range interactions,
based on the electrostatic interaction between their electric dipolemoments. Here, we report the
development of coherent quantum state control usingmicrowave fields in 40Ca19F and 87Rb133Cs
molecules, a crucial ingredient formany quantum simulation applications.We performRamsey
interferometrymeasurements with fringe spacings of∼1 kHz and investigate the dephasing time of a
superposition ofN=0 andN=1 rotational states when themolecules are confined. For both
molecules, we show that a judicious choice ofmolecular hyperfine statesminimises the impact of
spatially varying transition-frequency shifts across the trap. Formagnetically trapped 40Ca19Fwe use a
magnetically insensitive transition and observe a coherence time of 0.61(3)ms. For optically trapped
87Rb133Cswe exploit an avoided crossing in theAC Stark shifts and observe amaximumcoherence
time of 0.75(6)ms.

Since Lloyd’s proof that evolving a controllable quantum system in small time steps can allow efficient
simulation of any quantummany-bodyHamiltonian [1], thefield of quantum simulation has grown
enormously. This growth has been driven by the prospect of understanding complex physical systems, such as
high-temperature superconductors [2, 3] orwarm, dense nuclearmatter [4]. In this context, the role of the
quantum simulator is to implement amodel of a physical system, and tomeasure observables that can be
compared to real systems of interest [5]. Currently, a number of experimental platforms are under exploration,
each in essence attempting to address Cirac andZoller’s criteria to qualify as a quantum simulator [6] through
different paths [7–9].

Trapped ions are the best-established candidate system for quantum simulation [10]. They offer exceptional
quantum control over small numbers of ionswith high-fidelity gate operations [11]. Ongoing efforts are aimed
at scaling up to larger numbers of ions. In the short term, very good control is probably achievable for 10–20 ions
[12], and less perfect control for up to 50 ions. Scaling up tomuch larger numbers is a challenging goal that will
probably require new ideas. In contrast, superconducting circuits have recentlymade considerable progress as
an alternative platform [13]. Here, the superconducting qubits and qubit gates are of lowerfidelity, but scaling
up to larger systems is easier and integrationwith other existing electronic technology is relatively
straightforward.
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Quantum simulationwith ultracold atoms in optical lattices [14, 15] has offered some ground-breaking
results, such as the recent observation ofmagnetic correlations in experiments implementing the two-
dimensional (2D)Hubbardmodel [16–18]. These experiments prepare a large number of atoms in awell-
controlled initial state. Gate operations are highly parallelisable, so this approach is suitable for quantum
simulation ofmodelHamiltonians that do not require spatially varying operations. Indeed, it has frequently
been difficult to address individual atoms, although the development of the quantum gasmicroscope [19–21]
and tweezer arrays [22–24] represent important breakthroughs in this respect. Gate operations are relatively
slow, governed by trap frequencies and tunnelling rates on the order ofHz to kHz [25].Moreover, interactions
between ground-state alkali-metal atoms are short-ranged, whichmakes them suitable tomodel local
interactions only. This last point has prompted growing interest in long-range dipolar interactions, whichmay
be implemented in atomic systems either by using highlymagnetic atoms [26–31] or by exciting atoms to
Rydberg states [9, 32–34].

Ultracold polarmolecules offer newpossibilities for quantum simulation. The electric dipolemoments of
polarmolecules give rise to interactions that are significantly greater than those betweenmagnetic atoms.
Although interactions betweenRydberg states are even stronger, ground-state polarmolecules have longer
lifetimes.Molecules also possess a rich internal structure, with vibrational and rotational degrees of freedom, in
addition to electronic and hyperfine structure. The rotational structure is of particular importance in the context
of quantum simulation, providing a rich basis inwhich to encode pseudo-spins that can be easilymanipulated
withmicrowavefields.Moreover, the electric dipole coupling between rotational states allows tunable long-
range interactions to be engineered between the encoded spins. These properties have inspired numerous
proposed applications in quantummagnetism, the study of themany-body physics of coupled spins [35–43].
Finally, the enormous range ofmolecular species allows selection ofmolecular properties tomatch the
application. For example,molecules with no electronic spin or orbital angularmomentumpossess only an
electric dipolemoment, whereas thosewith an unpaired spinmay have both electric andmagnetic dipole
moments. Beyond thefield of quantum simulation, ultracoldmolecules also have potential applications in the
study of quantum-controlled chemistry [44–47], quantum information processing [48] and precision
measurement [49–52] .

There has been considerable success in producing a growing number of ultracoldmolecular species, both
through the association of atoms in ultracold atomic gases andmore recently by direct laser cooling of
molecules. Themost successful associationmethod to date has employedmagnetoassociation on a zero-energy
Feshbach resonance [53, 54] followed by optical transfer using stimulated Raman adiabatic passage (STIRAP)
[55] to producemolecules in the rovibronic ground state. This approach has been employed extensively to
associate pairs of ultracold alkali-metal atoms, where the ability to cool the atomic gases to quantumdegeneracy
leads tomolecular gases at high phase-space density and typical temperatures of∼1 μKor below.Ultracold
ground-state KRb [56], Cs2 [57], Rb2 [58], RbCs [59, 60], NaK [61, 62], NaRb [63] andNaLi [64]molecules have
all been created. A newwave of experiments aims to extend this approach tomolecules with doublet ground
states, by associating atoms inmixtures of alkali-metal and closed-shell atoms [65–67]. A new technique that is
advancing very rapidly is direct laser cooling ofmolecules. Although their complex level structuremakes
molecules difficult to cool, there aremanymolecules that have almost-closed electronic transitions suitable for
laser cooling. So far, laser cooling has been demonstrated for SrF [68–71], YO [72], CaF [73–75], YbF [76] and
SrOH [77]. Cooling of several other species is also being pursued, including BaF [78], BaH [79] andTlF [80].
Recent advances have led to laser cooling ofmolecules to sub-Doppler temperatures [74], and transfer of these
ultracoldmolecules intomagnetic and optical traps [81–83]. Direct cooling into themicrokelvin regime has also
been demonstrated by optoelectrical Sisyphus cooling [84].With such remarkable and rapid progress, we can
expect the control of ultracoldmolecules soon to develop to the level required for proof-of-principle quantum
simulation.

In this paperwe explore the potential of ultracoldmolecules for quantum simulation.We focus on two
contrastingmolecular species, 40Ca19F and 87Rb133Cs, hereafter referred to simply as CaF andRbCs. In section 1
we describe the properties ofmolecules thatmake them suited to applications in quantum simulation, focussing
on the role of themolecular rotation. In section 2we describe the rotational and hyperfine structure of CaF and
RbCs, which are important for internal state control usingmicrowave fields. In section 3we report Ramsey
interferometrymeasurements and investigate the coherence time of a superposition of ground and excited
rotational states when themolecules are confined. For bothmolecules, we show that a judicious choice of
molecular hyperfine statesminimises the impact of spatially varying shifts in transition frequencies across the
trap, providing a route to long interrogation and control times in future experiments. Finally, we outline our
plans for loading, addressing and detecting individualmolecules in ordered arrays; this is the nextmajor
challenge in the development ofmolecules for quantum simulation.
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1.Quantum simulationwith ultracoldmolecules

In this sectionwe introduce the distinctive properties of polarmolecules thatmake them an attractive platform
for quantum simulation.Wemotivate our study of rotational coherence by illustrating how the rotational
degrees of freedom can be used to encodemodels of quantummagnetism.We limit our discussion to the simple
case of diatomic polarmolecules in their electronic ground state, pinned on the sites of an optical lattice or
tweezer array such thatmotion and tunnelling between sites can be neglected. Extensions beyond this simple
scenario to include, for example, different trapping geometries, tunnelling between lattice sites, disordered
filling, and greatermolecular complexity, lead to even richer physics [85–87] but are beyond the scope of this
paper.

Diatomicmolecules feature two newdegrees of freedom compared to atoms: vibrations, corresponding to
the variation of the distance,R, between the constituent nuclei, and characterised by a vibrational quantum
number v=0, 1, 2,K; and rotations of themolecule about the axis perpendicular to the internuclear separation
vector. These are described by a rotational quantumnumber,N=0, 1, 2,K, and its projection on the
laboratory quantisation axis,MN [88]. The typical energy scale associatedwith vibrations is 50Kormore; the
ultracoldmolecules we consider are in a single vibrational state, andwe focus on the rotational degree of
freedom. The energies of the rotational states are approximately E B N N 1N v= +( ), whereBv is the rotational
constant. Typically, in the vibrational ground state B h k400 MHz 20 mK0 B ´ ´ and the rotational
states can be convenientlymanipulatedwithmicrowave fields.Molecules also possess rich hyperfine structure,
as discussed in section 2, but this complication does not preclude the use of rotational states for quantum
simulation.

It is possible to encode pseudo-spins inmolecular rotational states in order to realise variousmodels of
quantummagnetism. For example, Barnett et al [35] proposedmodelling an effective spin-1/2 particle by
identifying the state ñ∣ with the rotational ground state, N M0, 0N= = ñ∣ of a 1Smolecule, and the state ñ∣
with one of the components of thefirst rotationally excited state, N M1, 1, 0, 1N= = - + ñ∣ , as illustrated in
figure 1(a). Themotivation for usingmolecules for quantum simulation stems from the ability to engineer
controllable long-range interactions between spins via the electric dipole–dipole interaction (DDI) between
molecules i and j,
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Heremolecule i has electric dipolemoment im

and position vector r ;i


r r rij i j= -
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, and eij

is the unit vector in the

direction of rij

. It is important to recognise that, in the absence offields breaking rotational symmetry,molecular

eigenstates have a vanishing electric dipolemoment. However, it is possible to produce controllable long-range
anisotropicDDI by using (i) an external DC electric field tomix rotational states with the sameMN and orient

Figure 1.Using polarmolecules for quantum simulation. (a)Pseudo-spins can be encoded in the internal rotational states of
molecules (blue–orange dumbbells) confined in regular arrays. In this example, wemap the two spin states , ∣ ∣ onto the rotational
states N M0, 0N= = ñ∣ and 1, 0ñ∣ . The energy separation between these states is set by the rotational constantBv and lies in the
microwave domain. (b)DDIs (VDD) lead to spin-exchange (or spinflip-flop) interactions between adjacentmolecules, here shown
confined in individual tightly-focussed optical tweezers. (c) In a deep optical lattice, themolecules can be used to simulatemodels of
quantummagnetism, such as theXXZmodel described in the text. The applied static electric field can be used to tune themodel
parameters.
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the dipolemoments in space, and/or (ii)ACfields to create a superposition of N M, Nñ∣ states with an oscillating
electric dipolemoment [89]. Typical achievable dipolemoments are∼1Debye, leading to aDDI energy

h 1 kHz~ ´ between neighbouringmolecules spaced by 532 nm in an optical lattice. This energy scale sets the
coherence time needed for applications in quantum simulation.

In the space spanned by the internal states ,ñ ñ∣ ∣ , the effect of theDDI is to couple the two-molecule states
ñ∣ and ñ∣ ,

V a b , 2DD ñ = ñ + ñ∣ ∣ ∣ ( )

with a VDD= á ñ∣ ∣ and b V ;DD= á ñ∣ ∣ here, s s1 2ñ∣ indicates that thefirstmolecule is in internal state s1
and the second in s2, with s ,j Î  { }. In the language of spins, the dynamics triggered by the off-diagonal
element b is aflip-flop, or transfer of the excitation between the twomolecules. In this language, theDDI
between twomolecules located in sites i, jmay bewritten

V
J

S S J S S
2

h.c. . 3ij i j z i
z

j
zDD = + +^ + -( ) ( )

Here Si
z

i i i i
1

2
= ñá -  ñá(∣ ∣ ∣ ∣), Si i i= ñá+ ∣ ∣and S Si i=- +( )† are the spin operators for themolecule at site i,

and the parameters J z,^ depend on themagnitude and orientation of the electric dipolemoment of themolecules
in states ,ñ ñ∣ ∣ .

For a collection ofmolecules pinned to the sites of a 2D lattice in the presence of an appliedDC electricfield,
this two-body interaction leads to thewell-knownXXZ spinHamiltonian [37, 38]

H
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Wechoose tomap ,ñ ñ∣ ∣ onto the states that adiabatically correlate with N M0, 0N= = ñ∣ and
N M1, 0N= = ñ∣ at zero field, seefigure 1(a).With this choice, the couplings are
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with s ss s i j0i j
m m= á ñ∣ ˆ ∣ the elements of the electric dipole operator in the direction of the appliedDC electric field,

and ijq the angle between themolecular dipolemoments and the intermolecular vector [37, 38, 87].
Equation (5) illustrates the tunability offered bymolecules for quantum simulation: even in this simple
example, the strength and even the sign of the spin–spin couplings can be controlled in a dynamical way by
means of external fields.

The spin dynamics brought about by theDDI described by the first term in equation (3)were first observed
in a collection of polarmolecules by Yan et al [90]. In this experiment, 40K87Rbmolecules in their electronic and
vibrational ground statewere trapped in a three-dimensional optical lattice in the absence of an applied electric
field. Themolecules were initialized in state 0, 0ñ = ñ∣ ∣ and, after a Ramsey sequence of variable duration, the
number ofmolecules remaining in ñ∣ wasmeasured. The observations revealed an oscillatory behaviour on top
of an overall decay of coherence, with a dominant frequency≈ 48 Hz, which is close to the strength of theDDI
with nearest-neighbourmolecules 532nmaway, J h2 52 Hz´^  [90].

This simple example highlights the potential of ultracoldmolecules in the quantum simulation ofmany-
bodyHamiltonianswith long-range interactions. These include quantum spinmodels [35–40], novel phases of
quantummatter such as super-solids [41, 42], spin glasses [43] and phases with topological order [89, 91]; we
refer the reader to the recent reviews [85–87] for further details. For the realisation of these proposals,many
experimental challenges remain to be addressed, themost salient ones being (i) full site-resolved coherent
control andmeasurement of the internal states, (ii) long coherence times allowing time-dependent studies, and
(iii) largefilling fractions of the lattice. In the followingwe demonstrate rotational-state Ramsey interferometry
with ultracold ground-state RbCs andCaFmolecules as the archetypal example of a coherent control technique,
and showhow to extend the coherence times, thus advancing the prospects for quantum simulationwith
molecules.

2. Energy levels in electric andmagneticfields

Quantumcontrol of the internal state of amolecule requires a good understanding of the hyperfine structure
and the Zeeman and Stark effects. An effectiveHamiltonian describing the rotational and hyperfine structure in
the ground electronic state is

H H H H H H . 6rot hyp Zeeman DC Stark AC Stark= + + + + ( )
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The rotational part is

H B N D N , 7v vrot
2 4= -
 

( )

where N

is the dimensionless rotational angularmomentumoperator. Themost precise values for the rotational

constantsB0 andD0 are given in [92] for CaF and in [93] for RbCs. TheDCStarkHamiltonian is adequately
modelled using a rigid-rotormodel,

H E z, 8DC Stark em= -


· ˆ ( )

where E

is the applied electric field,μe is the electric dipolemoment in themolecule-fixed frame, and ẑ is a unit

vector in the direction of the internuclear axis. For CaF,μe=3.07(7)D [94], while for RbCs,μe=1.225(3)(8)D
[60]. TheAC Stark interaction of themolecule with light of intensity I is

H
c

I
1

2
, 9AC Stark

0
a= - ( )

whereα is the frequency-dependent polarisability tensor. This interaction is responsible for the trapping
potential in an optical trap, and also affects the energy difference between states. For linearly polarized light, we
canwrite the polarisability as

P cos , 100 2
2a q a a q= +( ) ( ) ( )( ) ( )

whereα(0) andα(2) are the spatially isotropic and anisotropic components of the polarisability tensor and θ is the
angle between the internuclear axis of themolecule and the polarisation of the light. The isotropic component of
the polarisability affects all rotational states in the sameway, contributing only to the trapping potential. In
contrast, because of the θ dependence, the anisotropic component depends on bothN andMN and directly
affects the transition frequency between rotational states.

The hyperfine andZeeman parts of theHamiltonian [95, 96] vary between the twomolecular species we
consider due to their different electronic structures. In the following, we describe these parts separately for CaF
andRbCs.

2.1. CaF
ForCaF, which has one unpaired electron, the hyperfine component of theHamiltonian is [97, 98]

H S N b c I S c T C T I S c I N3 3 6 , , 11hyp
CaF

F
2 2

F F Fg= + + + +
       

· ( ) · ( ) ( ) · ( ) · ( )

wherewe have introduced the dimensionless operators for the electron spin, S

, and the fluorine nuclear spin, IF


.

The 40Ca isotope has no nuclear spin. Thefirst term in equation (11) is the electron spin–rotation interaction.
The second and third terms account for the interaction between the electron and nuclearmagneticmoments,
written here in spherical tensor form; T I S,2

F

 
( ) denotes the rank-2 spherical tensor formed from IF


and S


, while

T2(C) is a spherical tensor whose components are the (renormalised) spherical harmonics C ,q
2 q f( ). The

spectroscopic parameters b and c are those of Frosch and Foley [99], which are sometimes collected together as a
Fermi contact parameter b b c 3F = + and a dipolar parameter t=c/3. The last term is the nuclear spin–
rotation interaction, and is three orders ofmagnitude smaller than the others. Precise values for γ, b, c and cF
(sometimes calledC) are given in [97].

The effective ZeemanHamiltonian is [98]

H g S B g S B S z B z g N B g I B , 12S lZeeman
CaF

B B r B N
F

N Fm m m m= + - - -
         

· [ · ( · ˆ)( · ˆ)] · · ( )

where B

is the appliedmagnetic field. The terms represent, from left to right, the electronic Zeeman interaction

characterised by gS, its anisotropic correction characterised by gl, the rotational Zeeman interaction characterised
by gr, and the nuclear Zeeman interaction characterised by the nuclear g-factor g

N
F, which is defined to include

the small effects of diamagnetic shielding. The last three terms are typically three orders ofmagnitude smaller
than thefirst term, but are important when searching formagnetically insensitive transitions. The value of gl can
be estimated usingCurl’s approximation g B2l g» - [100, 101].

Figure 2 shows the eigenvalues of (6) corresponding to the ground andfirst-excited rotational levels,N=0
andN=1, as functions ofmagnetic and electric fields. At lowfield, the states are best described in the coupled
representation N S I F M, , , , FF ñ∣ , while at highfield they are best described in the uncoupled representation
N M S M I M, , ,N S IF F

ñ ñ ñ∣ ∣ ∣ . The Zeeman shifts shown infigure 2(a) are relevant for trappingmolecules in the
magneto-optical trap (MOT) and in amagnetic trap. At lowmagneticfield,B5G, these shifts are well
approximated as E g BMF FZeeman BmD = . For the six zero-field energy levels shown in thefigure, in order of
increasing energy, the values of gF are 0, 1.000,−0.294, 0, 0.795 and 0.500. The Stark shifts shown infigure 2(b)
are relevant for trappingmolecules electrically, and for inducing the electric dipolemoments needed for
quantum simulation. The Stark shifts are quadratic at low field and become linear at sufficiently highfield. The
dipolemoment is the gradient of the Stark shift and saturates slowly towards em . ForN=0, the dipolemoment
is 1Dwhen E=7.5kVcm−1, and increases to 2.4Dwhen E=75kV cm−1.
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2.2. RbCs
In RbCs there are no unpaired electrons, so the hyperfineHamiltonian is dominated by the nuclear interactions
[95, 98, 102, 103]

H e c I N c T C T I I c I IQ q 6 , . 13
i

i i
i

i ihyp
RbCs

Rb,Cs Rb,Cs
3

2 2
Cs Rb 4 Cs Rbå å= + - +

= =

     
· · ( ) · ( ) · ( )

Here, the values of the component nuclear spins are I 3 2Rb = and I 7 2Cs = . Thefirst term is the electric
quadrupole interaction and represents the interaction between the nuclear electric quadrupole of nucleus i (eQi)
and the electric field gradient at the nucleus (qi). This term exists only for nuclei with I 1 , so is absent inCaF;
its strength is proportional to the coupling constants eQq Rb( ) and eQq Cs( ) . The second term is the interaction
between the nuclearmagneticmoments and themagnetic field created by the rotation of themolecule, with
spin–rotation coupling constants cRb and cCs. The two remaining terms represent the tensor and scalar
interactions between the nuclear dipolemoments, with spin–spin coupling constants c3 and c4, respectively. The
quantity c3 has both direct dipolar and indirect (electron-mediated) contributions, while c4 arises entirely from
indirect interactions. The values for the relevant coefficients are given in [93]. The Zeeman component of the
Hamiltonian has only nuclear spin and rotational components

H g N B g I B . 14
i

i
iZeeman

RbCs
r B

Rb,Cs
N Nåm m= - -

=

   
· · ( )

At zeromagnetic field, the states of RbCs arewell described by the quantumnumber F, which is the resultant
ofN, IRb and ICs. In the ground rotational state (N= 0), this gives 4 states with F=2, 3, 4, 5 separated by
multiples of c 19.0 1 kHz4 = ( ) [93]. Applying amagnetic field splits these into I I N2 1 2 1 2 1Rb Cs+ + +( )( )( )
separate Zeeman sub-levels, as shown infigure 3(a). This gives 32 distinct hyperfine states inN=0, and 96 in
N=1, which is significantlymore than inCaF. In the limit of highmagnetic fields, the rotational and nuclear
angularmomenta decouple and the states are well represented by N M M M, , ,N I I

Rb Csñ∣ . Themeasurements
reported in this work are performed at themagnetic field of 181.5Gused for STIRAP. Thisfield is not high
enough to decoupleN and Inor low enough for F to be a good quantumnumber; the only good quantum
number for the angularmomentumprojection is M M M MF N I I

Rb Cs= + + .
Understanding the AC Stark effect is vital to implementing internal-statemicrowave control for polar

molecules confined in an optical trap. For RbCs, we have previouslymeasured the scalar and tensor parts of the
ACpolarisability,α(0) andα(2), for linearly polarised light at awavelength of 1550 nm, and investigated the effect
of varying the angle between the polarisation of the light and the appliedmagnetic field [104].We showed that
coupling between neighbouring hyperfine statesmanifests in a rich and highly complicated structure withmany
avoided crossings. In addition, we found that the energy structure is simplest when the polarisation of the light is

Figure 2.TheN=0 andN=1 levels of the vX 02S =+( ) state of CaF. (a)Energies as a function ofmagnetic field, at zero electric
field. (b)Energies as a function of electricfield, at zeromagnetic field. Note the breaks in the vertical axes.
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parallel to the direction of themagnetic field, as this avoids competition betweenmagnetic and electric
quantisation axes; this is the case shown infigure 3(b) and used in this work.

3. Ramsey interferometry

Precisemeasurements of transition frequencies require long interrogation times, which aremost readily
achieved using trapped samples. Ramsey interferometry is commonly employed to reach the highest precision in
metrology andmeasurements of fundamental constants [51, 105], and is also the foundation of the coherent
control needed for quantum simulation [40]. Themethod has been used to demonstrate long coherence times
between two hyperfine states in the same rotational level in fermionicNaK [106].When used to produce a
superposition of two rotational states, an oscillating electric dipolemoment is induced, introducingDDIs. This
technique has been used to observe long-rangeDDIs between fermionic KRbmolecules in an optical lattice [90].
These ground-breaking results demonstrate the power of these techniques, and refining their use is crucial to
advancing the field.

In the Ramsey experiments detailed below, we applymicrowave fields tuned close to resonancewith a
transition between selected states in the ground and first-excited rotational levels of themolecules, here denoted
0ñ∣ and 1ñ∣ respectively. Figure 4 illustrates the sequence. In each experiment, themolecules arefirst prepared in
0ñ∣ , and then aπ/2microwave pulse of duration τ and detuningΔ creates a coherent superposition of 0ñ∣ and
1ñ∣ . This state is allowed to evolve for a timeTbefore a second identicalπ/2 pulse completes the sequence. In the
absence of experimental imperfections, the density operator at the end of the sequence is

U U U U U U , 15final
2 free 2

initial
2 free 2r r= p p p p· · · · · · ( )† † †

with 0 0initialr = ñá∣ ∣ the initial density operator. The propagators for the 2p pulse,Uπ/2, and for the free
evolution period,Ufree, are given by

U
X

i
X

X
i

X

X
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2

2
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2
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2
, 162 0 2 3s
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s

t
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⎛
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+
D⎜ ⎟ ⎜ ⎟⎛
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⎛
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⎠ˆ ˆ ( )

where iŝ (i 0, 1, 2, 3Î { }) are the usual Pauli operators in theHilbert space spanned by 0ñ∣ and 1ñ∣ and

X 2 2 2 2p t= + D( ) . The populations in 0ñ∣ and 1ñ∣ at the end of the sequence are P0 00
finalr= and P1 11

finalr= .

Figure 3.The hyperfine structure of theN=0 andN=1 levels of the X v 01S =+( ) state of RbCs. (a)Energies as a function of
magnetic fieldwith the states relevant to this work highlighted and labelled byMF. STIRAPpopulates N M0, 5F= = + ñ∣ at a
magnetic field of 181.5 G (indicated by the vertical dashed line). (b)Transition frequencies as a function of laser intensity for
microwave transitions from N M0, 5F= = + ñ∣ to states inN=1 in the presence of light at awavelength of 1550 nm polarised
parallel to an appliedmagnetic field of 181.5 G. Transitions relevant to this work are labelled byMF of the upper state. The colour
indicates the relative strengths for M 0FD = (blue) and M 1FD =  (red) transitions.
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The theory presented here considers only a singlemolecule. In the experiments described below,we use
ensembles ofmolecules to be able tomeasure the population in 0ñ∣ with a good signal-to-noise ratio in a single
iteration of the experiment.When themolecules are confined in a trap to allow long interrogation times,
dephasing can become an issue due to spatially varying transition-frequency shifts across the ensemble. This
problem is common to experiments ofmany types, but we show that a judicious choice ofmolecular hyperfine
statesminimises its impact.

3.1. CaF
Our experiments withCaF beginwith a sample of about 3 103´ molecules in a single quantum state,

N F M0 0, 1, 1Fñ = = = = ñ∣ ∣ . The ensemble has a temperature ofT 55 Kmol m= and a spatial standard
deviation of 1.4 mm0s = . Ourmethods for preparing this sample are described in detail elsewhere [74, 81,
107–110], so are summarized only briefly here.We produce a beamofCaF from a cryogenic buffer-gas source
[107], then decelerate this beam to low speed using the radiation pressure of counter-propagating frequency-
chirped laser light [108], whichwe call the slowing light. The slowedmolecules are captured and cooled in a
MOT [74, 110], and then transferred into a blue-detuned opticalmolasses [74], where they are cooled to amuch
lower temperature by sub-Doppler processes [109]. An optical pumping step prepares themajority in
N F M1, 0, 0F= = = ñ∣ , and these are then transferred to 0ñ∣ using a resonantmicrowaveπ-pulse in the
presence of a 60mGmagneticfield.Molecules remaining inN=1 are pushed away by pulsing on the slowing
light, leaving a pure sample in 0ñ∣ [81].We investigate the rotational coherence times for freely-expanding
molecules, and formolecules trappedmagnetically.

Our Ramsey sequence uses pulses of duration 27 st m= , tuned close to resonancewith the transition from
0ñ∣ to N F M1 1, 2, 2Fñ = = = = ñ∣ ∣ . At the end of the sequence wemeasure the number ofmolecules in
N=1 by turning on theMOT light and imaging the fluorescence. This number is normalised to the number
initially in theMOT, yielding the percentage recaptured. Figure 5(a) shows the percentage recaptured as a
function ofT formolecules that are freely expanding.Here, we have chosen 2 1.5 kHzpD »( ) , which is small
compared to theRabi frequency. The data show the beat note between the oscillations of themolecule and the
microwave source. The coherence time, defined as the e1 decay time of the oscillations, is 2.48(4)ms.

Tomodel these results, we introduce two experimental imperfections to themodel in equation (15). Thefirst
imperfection concerns leaked light. Although the slowing light is extinguished using an acousto-optic
modulator, a small fraction of this light leaks through. It excitesmolecules that are in state 1ñ∣ , and the excited
molecules then decay back to one of the levels ofN=1. This effect limits the coherence time and pulls the
steady-state population inN=1 above 50%. The scattering rate is low enough that we can neglect events
occurring during the 2p pulses, and concentrate on the free evolution period.We divide themolecules into
two groups. Thefirst contains those that have not scattered any photons. The density operator for this group,

1r( ), hasmatrix elements evolving as T e T
11
1

11
2

scr r= p g-( )( ) , T e T T
10
1

10
2 2 iscr r= p g- + D( )( ) , T00

1
00

2r r= p( )( ) , where

scg is the scattering rate and U U2
2

initial
2r r=p

p p· · † is the density operator immediately after the first 2p
pulse. The second group contains the fraction ofmolecules that have scattered a photon,

f 1 e . 18T
scat 11

2 scr= -p g-( ) ( )

Of thesemolecules, a fraction br are in 1ñ∣ with density operator 1 12r = ñá∣ ∣( ) and are affected by the final 2p
pulse, while the remainder are in other levels ofN=1 and are unaffected by this pulse. Here, b 1 3r = is the
probability that amolecule in 1ñ∣ decays back to 1ñ∣ after excitation by the slowing light.We can neglectmultiple
scattering events that further re-distribute theN=1 population, since they are rare. The density operator at the
end of the Ramsey sequence is now given by

U T b f U , 19r
final

2
1

scat
2

2r r r¢ = +p p· [ ( ) ] · ( )( ) ( ) †

Figure 4.TheRamsey interferometry sequence used in our experiments and described in themain text. The time for a 2p pulse is
τ and the time between pulses isT.
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whereU 2p is the propagator for a 2p pulse. Thefinal populationmeasured inN=1 becomes

P T b f, , 1 . 20r1 11
final

scatt r¢ D = ¢ + -( ) ( ) ( )

The second imperfection is a reduction in P1¢with increasingT due to the free expansion of the cloud.We
assume there is a cut-off radius,R, beyondwhich themolecules are not detected, and that the size of the cloud
expands as k T T m2

0
2

B mol
2s s= + . Here,m is themass of a CaFmolecule, and 0s andTmol are fixed at the

values given above. The proportion of the totalmolecules detected is

erf 4 e , 21
2b z z p z= - z-( ) ( ) ( )

where R 22 2 2z s= ( ). Thismodifies the expression for theN=1 population to

P T P T, , , , , 221
0

1t
b z
b z

t D = ¢ D( ) ( )
( )

( ) ( )

where R 20
2 2

0
2z s= ( ).

The solid line infigure 5(a) shows afit to themodel AP1with the amplitudeA, the detuningΔ, the radiusR,
and the scattering rate scg as free parameters. Thefit has a reduced chi-squared 7.0red

2c = , and gives

2 1.505 3 8pD =( ) ( ) kHz, R 2.54 6 mm= ( ) and 890 10 ssc
1g = -( ) . This value ofR is surprisingly small,

suggesting that our simplemodelmay not fully describe the lossmechanism.Wenote that the statistical
uncertainty in determining the transition frequency is less than 1Hz. Correcting for a frequency shift of 6 4- ( )
Hzdue to the application of a 60mGuniformmagnetic field, we obtain a preliminary field-free transition
frequency of f 20 553 426 401 40 = ( )Hz.We emphasize that we have not yet studied the systematic shifts and
uncertainties. The uncertainty in the Zeeman shift can be reducedwell below 1Hz bymeasuring the frequency
at a few values of applied field and extrapolating to zero. The applied field is easilymeasured tomG accuracy
using the Zeeman splitting of themicrowave transition. The uncertainty in the first-orderDoppler shift can be
reduced below 1Hzby tracking themovement of the cloudwith 100μmaccuracy over a 10msperiod.

Figure 5(b) shows the same experiment formolecules confined in a quadrupolemagnetic trap [81]with a
radialmagnetic field gradient A 15=r G cm−1. All other parameters are the same as above butwith a larger
detuning of 2 5 kHzpD »( ) . In the trap, the Zeeman shift of the transition frequency depends on position, so
molecules at different positions fall out of phase, causing decoherence. The Zeeman shifts of states 0ñ∣ and 1ñ∣ are
almost identical, so long coherence times are possible in themagnetic trap.Nevertheless, the observed coherence
time of 0.61(3)ms is considerably shorter than in free space because of the residual difference between the
magneticmoments of the two states, 1m ñ∣ and 0m ñ∣ . This difference also shifts the transition frequencymeasured
in the trap. Figure 6 shows another example of data taken using trappedmolecules. Here, we fixT 493 sm= , and
scanΔ.We observe the standard Ramsey lineshape, butwith the contrast reduced, primarily due to the
dephasing arising from the distribution of Zeeman shifts.

Tofind the distribution of Zeeman shifts, we assume aGaussian distribution of stationarymolecules with
standard deviations sr and zs in the radial and axial directions. The coherence time observed infigure 5(b) is

Figure 5.Ramsey fringes for CaFmolecules prepared in a coherent superposition of states N F M0 0, 1, 1Fñ = = = = ñ∣ ∣ and
N F M1 1, 2, 2Fñ = = = = ñ∣ ∣ . The 2p pulses have duration 27 st m= , and the free evolution time,T, is scanned. The plots show

the fraction recaptured into theMOT, proportional to the number inN=1, as a function ofT. (a)Molecules in free space. The
microwave frequency is 20 553 427.9kHz, approximately 1.5kHz above resonance. Themain decoherencemechanism is scattering
of residual laser light. (b)Molecules confined to amagnetic quadrupole trapwith a radialmagnetic field gradient of 15G cm−1. The
microwave frequency is 20 553 431.2kHz, approximately 5kHz above resonance. The transition frequency is Zeeman shifted, and
themain decoherencemechanism is dephasing due to the distribution of these Zeeman shifts. Points and error bars show themean
and standard error of 9 repeated experiments. Lines arefits to themodels described in the text.
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about 50 times shorter than the typical oscillation period of amolecule in the trap, so the approximation of
stationarymolecules is a good one.We express the Zeeman shift of the transition as rZd h= , where
r z42 2 2r= + and A1 0 h m m= - rñ ñ( )∣ ∣ . Using the standardmethod of transforming the variables of a

probability density function (pdf), we transform the known pdf of position into a pdf for Zd . The result is

f
1

e erfi
2 2

, 23Z Z
Z

z
2

2Z
2 2 2

d
h s s

d
d s
hs s

=
¢

¢

r

d h s

r

- r

⎛
⎝⎜

⎞
⎠⎟( ) ( )( )

where 4 z
2 2s s s¢ = - r , and z zerfi erf i i=( ) ( ) . The additional decoherence due to photon scattering is still

present, just as in free space, but the loss due to cloud expansion is not present since themolecules are trapped.
Therefore, we start with equation (20), make the replacement ZdD  D + , and then integrate over the
distribution of Zd to yield afinal expression for the population remaining inN=1 after the Ramsey sequence,

P T P T f, , , , d , 24Z Z Z1
0

1òt d t d d¢¢¢ D = ¢ D +
¥

( ) ( ) ( ) ( )

where the sign of the upper integration limit is the same as the sign of 1 0m m-ñ ñ∣ ∣ .

We attempt a simultaneous fit of the two datasets shown in figures 5(b) and 6 to themodel y AP0 1+ ¢¢¢where
y0 is a background andA is an amplitude. In this fit, we fix 27 st m= , thewidths of the trapped distribution to
theirmeasured values, 1.44 mmzs = and 1.37 mms =r , and the transition frequency to thatmeasured in free
space above. For the data infigure 6(b), we alsofixT 493 sm= .We allow separate values of y0,A and scg for each
dataset, but single values of the central frequency and of η that are common to both sets. The solid lines in
figures 5(b) and 6 show the results of this simultaneous fit. Themodel fits well to both sets of data ( 2.7red

2c = ),
finds values of scg similar to the one found above, and gives 8.54 7 10 m s5 1 1h = ´ - -( ) . This value of η is
determined primarily from the shift in the transition frequency between the free-spacemeasurement and the
measurements in the trap. It is sensitive to a possible systematic shift between the position of the cloud loaded
into the trap, and themagneticminimumof the trap. If, instead, we allow the central frequency tofloat, the only
information about η comes from the coherence time. In this case, the fit converges on a value of η that is 70%
higher.We take the former fit to bemost reliable and use the difference between the twofits as ameasure of the
uncertainty in η.We thus obtain a difference inmagneticmoments of 7 5 101 0

5
Bm m m- = - ´ñ ñ

-( )∣ ∣ .
The coherence time in free space is limited in these experiments by scattering of residual laser light. This can

be eliminated in future using a fastmechanical shutter. On a longer timescale, the free expansion of the cloud

Figure 6.Ramsey data for CaFmolecules prepared in a coherent superposition of states N F M0 0, 1, 1Fñ = = = = ñ∣ ∣ and
N F M1 1, 2, 2Fñ = = = = ñ∣ ∣ .Molecules are confined to amagnetic quadrupole trapwith a radialmagneticfield gradient of

15G cm−1. The 2p pulses have duration 27 st m= and the free evolution time is T 493 sm= . The plots show the percentage
recaptured into theMOT, proportional to the number inN=1, as a function ofmicrowave frequency, f, relative to the transition
frequencymeasured in free space, f0. The lower row showsmagnified regions of the data. The vertical dashed line in the central plot
indicates the position of the central fringe; the transition frequency in themagnetic trap is shifted by 404 1- ( )Hz from f0. Points and
error bars show themean and standard error of 9 repeated experiments. The line is afit to themodel described in the text.
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becomes comparable to thewavelength of themicrowaves. This limits the coherence time because the change in
position between the 2p pulses imparts a phase change that is different for eachmolecule.

The coherence time in themagnetic trap is limited by the dependence of the transition frequency onmagnetic
field, which varies across the sample.Wehave chosen a transition forwhich the termswith coefficients gS and g

N
F

in equation (12) cancel exactly, but there is still a residual difference between themagneticmoments of the two
states arising from the termswith coefficients gl and gr. As seen above, this difference is difficult tomeasure
precisely, but it canbe calculated.Wehave carried out calculations of gr at theHartree–Fock level, using the
DALTONelectronic structure package [111] and cc-pVTZbasis sets [112, 113]. This gives g 5.15 10r

5= - ´ - at
theCaF equilibriumbond lengthof 1.95Å.We have previously calculated values of gl (sometimes known as gD ^)
for a number of 2Smolecules [96]. For CaF, our calculation gives g 1.80 10l

3= - ´ - . Using equation (12), and
these values for gl and gr, wefind that g g15 6.85 10l1 0 r B

5
Bm m m m- = - = - ´ñ ñ

-( )∣ ∣ . This is consistentwith

ourmeasured value. It implies a coherence time of 1.25ms in the absence of residual laser light.
It is interesting towork out themagnetic sensitivity of other rotational transitions of the type

N F N M F N N F N M F, 1, 1, 1,F F= + = ñ - ¢ = + ¢ = ¢ + ¢ = ¢ñ∣ ∣ , where only gl and gr contribute to the
Zeeman shift of the transition. Table 1 shows the predicted difference inmagneticmoments between these two
states, mD , for a range ofN. The table also shows the expected coherence time in amagnetic trap for these
transitions, for the experimental conditions presented above and assuming no other decoherencemechanism.
Remarkably, mD changes sign asN increases and is very close to zero forN=1, where the contributions from gl
and gr cancel almost exactly. The exactness of the cancellation is somewhat coincidental, given the∼10%
accuracy of the calculations. Taking this into account, we still expect 10 5

Bm mD < - for the 1, 2, 2 2, 2, 3ñ - ñ∣ ∣
transition, and an associated coherence time t 10c  ms. For all the transitions, the coherence time could be
extended by using aflat-bottomed trap. Itmay also be possible to tune mD even closer to zero bymixing in small
fractions of other states.

3.2. RbCs
Our experiments onRbCs use samples of up to 4 103´ ground-statemolecules confined in a purely optical trap
at a temperature of1.5 Km andwith a peak density of 2 10 cm11 3´ - . Themolecules are created from amixture
of ultracold Rb andCs atoms usingmagnetoassociation on an interspecies Feshbach resonance followed by
optical transfer by STIRAP. Full details of the steps involved inmolecule creation are reported elsewhere
[60, 114–119]. The STIRAP transfer is performedwith hyperfine state resolution, such that themolecules are
prepared initially in N M0, 5F= = + ñ∣ . This is the lowest hyperfine/Zeeman sublevel of the rovibrational
ground state at themagnetic field of 181.5Gused in the experiment (see figure 3). Themolecules are detected by
reversing the association sequence and using standard atomic absorption imaging of both Rb andCs. Due to the
state-selective nature of the STIRAP process, our detection is sensitive only tomolecules in the initial
N M0, 5F= = + ñ∣ hyperfine level.

We begin our investigation of Ramsey interferometry using RbCs by again considering the simplest case of
molecules in free space.We prepare a superposition of the two spin-stretched states, N M0 0, 5Fñ = = = + ñ∣ ∣
and N M1 1, 6Fñ = = = + ñ∣ ∣ , as the associated transition is the strongest available between the two rotational
levels. Infigure 7(a), wefix the free evolution time toT 600 sm= and vary the detuning of themicrowave field
from resonance. This yields high-contrast Ramsey fringes spaced by 1.5 kHz» andmodulated by an envelope
functionwith awidth set by 1 2t( ).Wefit themodel for the ground-state population, P0, defined by
equation (15) to the results and determine the line centre to be 980.385 569 8 MHz( ) . Here, the quoted 8Hz
uncertainty is purely statistical.We have not investigated potential systematic shifts and uncertainties.

Table 1.Difference inmagneticmoments,

N N1m m mD = -+ ñ ñ∣ ∣ , between states

N F M N N N, , , 1, 1Fñ = + + ñ∣ ∣ and
N N N1, 2, 2+ + + ñ∣ for variousN. Column 2 is
the expression for this difference, column3 is its value
obtained fromour calculated gl and gr , and column4
is the associated coherence time, ct .

mD ( Bm )

N Expression Value ct (ms)

0 g g15l r- 6.85 10 5- ´ - 1.25

1 g g35l r- 7 10 8´ - 1200

2 g g63l r- 2.29 10 5´ - 3.74

3 g g99l r- 3.33 10 5´ - 2.57
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To explore the limits of the free-spacemeasurements, wefix the appliedmicrowave frequency to
980.390MHz (corresponding to a detuning of∼5 kHz) and vary the free evolution timeT as shown in
figure 7(b).We increase themicrowave power such that the 2p pulse duration is 19 s;t m= the detuning is
therefore small compared to the Rabi frequency.We observe no loss of fringe contrast over the period of the
measurement, indicating a coherence time 2.5> ms.However, we observe a reduction in themolecule number
with time as the cloud ofmolecules falls and expands out of the detection volume set by the focus of the STIRAP
beams. Although the STIRAP beams have awaist of 30 m~ m, the STIRAP transfer efficiency depends sensitively
on the intensity and is optimised only near the focus.We havemeasured this effect independently; the result is
indicated by the dashed line infigure 7(b).We therefore fit T T P1 0

2
0- ´( ( ) ) to thismeasurement, with

T 2.57 4 ms0 = ( ) .We extract a transition frequency of 980.385 698 3 MHz( ) , where the quoted 3Hz
uncertainty is again purely statistical.We note that this result is 129(9)Hz greater than the transition frequency
obtained from themeasurement infigure 7(a). As themicrowave sourcewas referenced to an external 10MHz
GPS reference, we believe that the difference stems from a difference in the conditions of the experiment on the
separate days that themeasurements were performed. The Zeeman shift of the transition is−4.8Hz G−1 [93],
indicating that the difference is not attributable to a change in themagnetic field (which is typically 50< mGday-
to-day). The transition is however sensitive to stray electric fields, which can be present in theUHVglass cell
[60]; a DC Stark shift of the transition by 129Hz requires aDC electric field of only 1.2 V cm−1. Alternatively,
the differencemay result from amore subtle systematic effect such as coupling to nearby hyperfine states; the
Fourier width of themicrowave pulses is similar to the spacing between neighbouring hyperfine states and
different pulse durationswere used for the twomeasurements. These systematic shifts and their uncertainties
will be investigated in future work.

Itwill ultimately bedesirable to interrogatemolecules confined in anoptical lattice,where longer evolution
times are possible and interestingmany-body effectsmaybe present.HereweextendourRamseymeasurements to
molecules confined ina simpleoptical trap, in order to determine its impact on the observed coherence time.We
achieve this by recapturing themolecules in anoptical trap after the STIRAP transfer to the ground state. The trap
consists of two linearly polarised beamswith 1550 nml = andwaists of w 8001 = μmand w 9802 = μm, crossing
at an angle of 27° in thehorizontal plane.We set the polarisation of both beams tobe along thedirectionof the
magneticfieldwith anuncertainty of 3< . The peak intensity of the trap light prior to STIRAP is 37.3 kW cm 2- for
all themeasurements.We vary the intensity of the trapused to recapture themolecules, thereby exploring the effect
on theRamsey sequence of differentACStark shifts, shown infigure 3(b). At the same time, themolecules
experience a different trappotential depending on the intensity of the trap light [104]. Creating a trapdeep enough

Figure 7.TheRamseymethod in free space for RbCsmolecules, using a superposition of N M0 0, 5Fñ = = = + ñ∣ ∣ and
N M1 1, 6Fñ = = = + ñ∣ ∣ . (a)The 2p pulses have duration 47.8 st m= and the free evolution time is T 600 sm= . The plot shows

the normalised number ofmolecules in 0ñ∣ as a function of the detuning of themicrowave field from resonance. The solid line is afit
( 5.3red

2c = ) to P0 00r= where ρ is defined in equation (15) and yields a transition frequency of 980.385 569 8 MHz( ) . (b) For afixed
microwave frequency of 980.390MHz,we vary the free evolution time,T.We observe Ramsey fringes with a negligible loss of contrast
over the 2.3ms interrogation time.However, we observe a reduction in themolecule numberwith time as the cloud ofmolecules falls
and expands out of the detection volume (set by the focus of the STIRAP beams). The dashed line shows the result of an independent
measurement of this effect with an uncertainty indicated by the shaded region. The solid line is afit ( 1.9red

2c = ) to
T T P1 0

2
0- ´( ( ) ) . In both panels each point represents the result of a single experimental run.
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to prevent evaporationof themolecules requires a peak intensity 20 kW cm 2> - , andmatching thepotential to that
experiencedby the Feshbachmolecules requires a peak intensity of 43 kW cm 2- .

In principle, the trap extends the time over which themolecules can be interrogated. However,molecules in
different parts of the trap experience different intensities, resulting in a spatially varying AC Stark shift of the
microwave transition. The initial distribution of the ground-statemolecules reflects that of the Feshbach
molecules, as themoleculesmove a negligible distance during the 50 sm that the trap is turned off for STIRAP.
The distribution is Gaussian, with standard deviations of 6.6 mzs m= in the vertical direction and

24 maxials m= in the axial direction. Due to gravitational sag, the centre of the distribution is z 8.1 m0 m=
below the position of peak intensity. Under these conditions, the variation of intensity across the cloud is
dominated by the vertical direction andwe estimate the 2σintensity difference to be

I
z

w
I I

8
0.04 . 25z0

0
2 0 0
s

D » » ( )

Crucially, this depends on the peak intensity I0, indicating that the spread of intensities is greater for deeper
traps. For simplicity, we assume that themolecular distribution and the associated intensity variation remains
constant during themeasurements. Typical trap oscillation periods are∼5 ms, such that this approximation is
valid formeasurements performed in under∼0.5 ms. For longer times, the intensity variationwill be greater
than the above estimate, as themolecular cloudwill fall and expand, since all the intensities investigated are
below the 43 kW cm 2- needed tomatch the trap potential. Although this effect is undoubtedly important for
some of ourmeasurements, this approximatemodel gives sufficient insight for the present work.

Tomeasure the effect of the trap light on the coherence time, we performRamseymeasurements by varying
the free evolution timeT.We use different hyperfine levels ofN=1 compared to the free spacemeasurement.
Specifically, we investigate superpositions of N M0 0, 5Fñ = = = + ñ∣ ∣ with either N M1 1, 4Fñ = = = + ñ∣ ∣
or N M1 1, 5Fñ = = = + ñ∣ ∣ .We choose these states as, unlike N M1, 6F= = + ñ∣ , their transitions arewell
separated in frequency fromother nearby transitions, as shown infigure 3(b), minimising the possibility of off-
resonant coupling. To perform eachmeasurement, we turn on the trap light to recapture themolecules in
N M0, 5F= = + ñ∣ .We thenwait 400 sm before performing theRamsey sequence. This ensures that the
intensity of the light is stable prior to themeasurement; the intensity ismonitored on a photodiode, and
stabilised by an active servo loopwith a bandwidth of∼50 kHz. For each trap intensity, we first determine the
transition frequency andmeasure the Rabi frequency at zero detuning to define the 2p pulse duration, τ. For
N M1, 5F= = + ñ∣ we typically use 2.5 st m» , whilst for N M1, 4F= = + ñ∣ weuse 12 st m» . Note that the
transition to the M 4F = + state is considerably weaker and its strength varies appreciably with laser intensity.
For this transition, wemust therefore use a longer τ and are limited to smaller detuningsΔ. Figures 8(a) and (b)
show typical results of suchmeasurements for the two different hyperfine levels.We observe Ramsey fringes
which decoherewith time as the spatially dependent AC Stark shift across the cloud leads to dephasing. To
quantify this effect, wefit each dataset to a sinewavewith an exponentially decaying amplitude in order to extract
a coherence time ct .

The results shown infigures 8(a) and (b) exhibit significantly different coherence times for the two
transitions, despite very similar peak trap intensities. This difference stems from the different AC Stark shifts
shown infigure 3(b). For N M1, 5F= = + ñ∣ , the AC Stark shift is very close to linear. The spread of transition
frequencies across the cloud is then simply f f I Id dD = ´ D( ) and the associated dephasing time is expected
to scale inversely with the peak intensity. For the peak intensity of 20.7 kW cm 2- shown infigure 8(b), we find
that a superposition between N M0, 5F= = + ñ∣ and N M1, 5F= = + ñ∣ has a coherence time of 66 5 sm( ) . In
contrast, the transition to N M1, 4F= = + ñ∣ displays a broad avoided crossing around 16 kW cm 2- , where

f Id d 0( ) and the variation of transition frequency across the cloud isminimised.We observe a significant
increase in the coherence time for this state around the avoided crossing, as shown infigure 8(c). Themaximum
coherence time that wemeasure for N M1, 4F= = + ñ∣ in the trap is 0.75(6)ms, and is approximately an order
ofmagnitude greater than that achieved using N M1, 5F= = + ñ∣ .

Tomodel the results in figure 8(c)weneed accurate knowledge of theAC Stark shift of the transitions. The
prediction shown in figure 3(b) is for the polarisation of the trap light exactly alignedwith the direction of the
magnetic field. Even small deviations from this condition can lead to significantly different AC Stark shifts,
particularly around an avoided crossing [104].We therefore use the period of the Ramsey fringes to determine
the transition frequency for each intensity, effectivelymapping out the AC Stark shift under the conditions of the
experiment (i.e. accounting for any smallmisalignment of the polarisation of the trap beams). For the transition
to N M1, 4F= = + ñ∣ , wefit themeasured frequencies to a third-order polynomial constrained to the known
zero-intensity transition frequency [93]. For the transition to N M1, 5F= = + ñ∣ , we use a simple linearfit. For
a given intensity I, we extract theminimumandmaximum transition frequencies in the range
I I I I2 2- D  + D to determine the spread of transition frequencies f ID ( ) responsible for the dephasing
of the Ramsey signal. The total coherence time ct is given by
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whereT2 is the coherence time fromall other sources of decoherence in the experiment.
The lines infigure 8(c) show the results offitting the simplemodel described by equation (26) to the

measurements of the coherence time, withT2 and ID asfit parameters. For the transition to
N M1, 4F= = + ñ∣ , wefindT2=0.7(2)ms and a spread of intensities equal to 3.4(9)%of the peak intensity.
Themeasurements using N M1, 5F= = + ñ∣ are adequately described by the intensity-dependent dephasing
term alone and the fit yields a 2(1)%intensity variation. In both cases, the spread in intensity is in reasonable
agreementwith the simple estimate of equation (25). ThefittedT2 time is considerably shorter than the
coherence time observed in free space. This ismost likely due to the lack of a full dynamicalmodel of the
molecularmotion leading to an underestimate of the intensity variation for longer evolution times.

In future workwe plan to eliminate dynamical effects by loading themolecules into a 3Doptical lattice, such
that eachmolecule is pinned on a site of the lattice. Under such conditions spin-echo sequences can be employed
to combat dephasing [90] andwe can investigate the limits on the coherence timemore thoroughly.We have
shown that avoided crossings in the AC Stark shift can be used to extend the coherence time in the trap greatly. A
key challenge for the future is to identify the best avoided crossings to use in the optical lattice. The exact
structure of hyperfine levels under the effect of the AC Stark shift is dependent on themagneticfield, as well as
the intensity and polarisation of the light. This gives a large parameter space inwhich to optimise the AC Stark
shift for future experiments.

3.3. Summary
Wehave demonstrated the use of Ramsey interferometry in two, very different, ultracoldmolecule experiments
usingCaF andRbCs. In both cases, we are able to control the internal rotational and hyperfine states to a
sufficient degree that high-contrast Ramsey fringes can be observed and used to determine transition
frequencies with precisions on the hertz level. To increase the interrogation time available, we confine the
molecules using amagnetic trap for CaF and an optical trap for RbCs. Both traps introduce spatially varying
energy-level shifts, leading to dephasing of the Ramsey fringes. In the case of CaF, differential Zeeman shifts
limited the coherence time to 0.61(3)ms formolecules in amagnetic trap. In RbCswefind that the choice of
hyperfine states is very important and that avoided crossings in theAC Stark shift can be exploited to reduce
dephasing and extend the coherence time to 0.75(6)ms. Finally we have provided suggestions that could greatly

Figure 8.Ramseymeasurements usingRbCsmolecules confined in an optical trap. (a) Long-lived Ramsey fringes in a trapwith a peak
intensity of I 19.3 kW cm0

2= - using a superposition of N M0 0, 5Fñ = = = + ñ∣ ∣ and N M1 1, 4Fñ = = = + ñ∣ ∣ . (b)Rapid
dephasing of the Ramsey fringes in a trapwith a peak intensity of I 20.7 kW cm0

2= - using a superposition of N0 0,ñ = =∣ ∣
M 5F = + ñ and N M1 1, 5Fñ = = = + ñ∣ ∣ . In both (a) and (b) each point represents the result of a single experimental run and the
solid line is a damped sine-function fit ( 0.2, 0.4red

2c = respectively) to the data used to extract a coherence time. (c)The coherence
time as a function of the peak intensity of the trap for superpositions of N M0 0, 5Fñ = = = + ñ∣ ∣ with N M1 1, 4Fñ = = = + ñ∣ ∣
(filled red points) and N M1 1, 5Fñ = = = + ñ∣ ∣ (open blue points). The lines represent fits of the simplemodel described in the text
and equation (26), showing qualitative agreement with our expectation that the coherence ismaximisedwhen the differential AC
Stark shift across the sample isminimised.
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suppress the dephasing due to spatially varying energy shifts, either throughmixing states with different
magneticmoments or by tuning the parameters of an optical lattice to engineer broad avoided crossings.

4.Outlook and conclusion

Many proposals for quantum simulation require addressing and detection of individual particles in an ordered
array. Formolecules this is amajor experimental challenge. In this concluding sectionwewill briefly discuss two
potential experimental realisations of orderedmolecular arrays: a quantumgasmicroscope and an array of
opticalmicro-traps.

4.1. Building arrays of ultracoldmolecules for quantum simulation
One approach to building arrays ofmolecules, usedwith great success for atoms, is to load themolecules onto
individual sites of an optical lattice and use high-resolution single-site imaging, as employed in quantumgas
microscopes [19–21]. Direct loading of an optical lattice from a 3D trap requires a high initial density 2 3l~ -( ) ,
where 2l is the lattice spacing. Currently, this approach is therefore restricted tomolecules prepared by the
associationmethod.Here, the initial atomic gases can be cooled to quantumdegeneracy and efficiently loaded
into the lattice in aMott insulator (MI) state [120, 121] such that two atoms reside in each site prior to
association [122–126]. This approach greatly increases the efficiency of themagnetoassociation step to close to
unity [127, 128], as well as producingmolecules in an ordered array.However, in two-species experiments,
achieving a highfilling fraction of heteronuclear atompairs is difficult and requires careful control of both the
intraspecies and interspecies interactions. Nevertheless,molecular filling fractions of up to∼30% in 3D lattices
have been demonstrated for both ground-state KRbmolecules [124] andRbCs Feshbachmolecules [126]. At
suchfillings, coherentmany-body effects due to the long-rangeDDI are predicted to be observable [129]. In
both these experiments, interspecies Feshbach resonances are exploited to enhance themiscibility of the atomic
mixture.However, this can introduce high inelastic losses for one of the species. Fortunately theMI phase can
also be used to protect against such inelastic collisions. For example, Cs suffers fromhigh 3-body loss rates at
mostmagnetic fields, but by first loading the atoms into aMI state with one atomper lattice site at amagnetic
fieldwith favourable intraspecies interactions, the atoms can be protected against collisions whenmoving to a
magnetic fieldwith favourable interspecies interactions [126]. Further exploiting the advanced control
techniques developed for atomic gases, for example by using species-specific optical potentials [130], it should
be possible to createmolecules in optical lattices with even higherfilling factors.

Accurate site-resolved detection and addressing of individualmolecules in an optical lattice presents
additional challenges. In the atomic quantumgasmicroscopes, a lens with a high numerical aperture (NA) is
used to collect scattered photons as the atoms are laser-cooled in a very deep optical lattice [19–21]. The small
depth offield allows site-resolved imaging only of a single plane of atoms, although sequential readout has been
employed to study a bilayer system [131]. It is important to note that atoms are detected only on sites with an odd
number of atoms; light-assisted inelastic collisions lead to rapid loss of both atoms on doubly occupied sites.
This parity detection has led to striking images of theMott-insulator transition [132]. Formolecules produced by
association, detection usually involves reversing the association process and detecting the constituent atoms,
although direct absorption imaging has been demonstrated [133]. In a lattice, reversing the associationwill
inevitably lead to two atoms on each site. To implement site-resolved imaging, either the atomsmust be
separated using species-specific optical potentials [130] or one speciesmust be removed, for example by using a
short pulse of blue-detuned light. Addressing of individualmolecules can be achieved by focusing light onto a
specific lattice site using the same high-NA lens used for imaging. The resultingAC Stark shift, experienced only
by themolecule on the chosen site, allows amicrowave field to address just a singlemolecule. The desire to
manipulatemolecules with electric fields imposes additional constraints on themicroscope, as the inclusion of
electrodes forces the use of lenses with longer working distances. However, several designs have been proposed
to ensure that the electric field is uniform across the lattice whilst keeping the electrode structure sufficiently
compact [134, 135].

The direct loading of an optical lattice is appealingwhen associating atoms to formmolecules, as the
production of high-phase-space density samples ofmany atomic species is well understood.However, a variety
of interesting experiments could be donewith smaller arrays using tweezer traps, whichmay be loaded from
lower-density sources. A tweezer trap is a tightly focussed far-detuned laser beam that can confine a single atom.
When loaded from aMOTormolasses, the occupancy of the trap is always zero or one, because two atoms in the
same trap undergo a fast light-assisted collision involving the laser-cooling light that ejects both [136].Multiple
tweezer traps can be loaded stochastically, and then re-arranged tomake regular, defect-free 1D, 2Dor even 3D
arrays [24, 137–139]. Exciting the atoms to Rydberg states introduces strong, controllable interactions between
them, and themany-body quantumdynamics of a linear array of such atoms has recently been studied [140].
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The same techniques could be used tomake arrays of ultracoldmolecules withDDIs.Molecules could be loaded
into tweezer traps directly from aMOTormolasses; the phase-space density reachedwith laser-cooled
molecules is already high enough for efficient loading. Alternatively,molecules could be formed by associating
pairs of atoms pre-loaded into the same tweezer [141]. These are attractive approaches to quantum simulation
and quantum-information processingwithmolecules. The arrays are easily reconfigured, so various geometries
andmolecule spacings can be explored.Molecules can be brought together to interact at afixed spacing for a
known time, then separated again to turn off the interaction and read out the final state of each.

Atoms in tweezer traps have been cooled to themotional ground state byRaman sideband cooling
[142, 143]. The cooling proceeds by driving a Raman transition from i n, ñ∣ to j n, 1- ñ∣ , followed by optical
pumping back to i n, 1- ñ∣ . Here i j, are internal states, typically different hyperfine states, and n is themotional
quantumnumber. This continues until the system reaches i, 0ñ∣ which is dark to both the Raman and optical
pumping steps. It is desirable to coolmolecules in the sameway; for CaF, both the optical pumping andRaman
steps can in principle be done using one of the laser-cooling transitions. However, because of the tensor nature
of the polarizability, the AC Stark shift is different for each rotational, hyperfine andZeeman sub-level. The
resulting state-dependent trapping potential brings several complications. The trap frequencywill, in general, be
different for states iñ∣ and jñ∣ , whichmeans that the frequency of the Raman transition depends on n, whose
value is unknownwhen the cooling begins. The usual theory used tofind the relative strengths of transitions
betweenmotional states n andm, involving an expansion in the Lamb-Dicke parameter, no longer applies
because the states i n, ñ∣ and j m, ñ∣ are not orthogonal. Instead, Franck–Condon factors between these states
determine the transition strengths. The spatially varying elliptical polarization of the light around the focus of
the tweezer, resulting from the breakdown of the paraxial approximation, adds further complexity [143]. State-
dependent potentials can also result in rapid dephasing of the coherences needed for quantum simulation, as
explored in section 3.However, these challenges also bring new opportunities. For example, with state-
dependent potentials, efficient sideband cooling to themotional ground state could be done usingmicrowave
transitions between rotational states, instead of Raman transitions [144].We are currently analysing these issues
with the aimoffinding the best approach to sideband cooling and the control of coherence formolecules in
tweezer traps.

4.2. Concluding remarks
Ultracoldmolecules offer a variety of newpossibilities for quantum simulation, but the development of
experiments presents a number of key challenges.We have presented our progress towards overcoming these
challenges to develop a platformonwhich to build future quantum simulation experiments. Themolecules used
in this work, CaF andRbCs, are produced in very different ways, using two of themost successful approaches in
thefield, laser cooling andmagnetoassociation.We have described in detail the hyperfine and rotational
structure of eachmolecule, highlighting their differences and similarities.We have demonstrated Ramsey
spectroscopy of the rotational transition N N0 1= « = for free-space and trapped samples in each
experiment. In the case of trapped samples, wefind that themain decoherencemechanism is dephasing due to
spatially varying Zeeman shifts formagnetically trappedCaF or AC Stark shifts for optically trappedRbCs. For
bothmolecules, we find that the choice of hyperfine states is critical tomaximise the coherence time. Future
experiments will focus on the loading ofmolecules into arrays, either by direct loading into optical lattices, or by
building smaller arrays of tweezer traps. This will open the door to a number of realisable quantum simulation
experiments.
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