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A B S T R A C T 

The use of realistic mock galaxy catalogues is essential in the preparation of large galaxy surv e ys, in order to test and validate 
theoretical models and to assess systematics. We present an updated version of the mock catalogue constructed from the 
Millennium-XXL simulation, which uses a halo occupation distribution method to assign galaxies r -band magnitudes and g 

− r colours. We have made several modifications to the mock to improve the agreement with measurements from the SDSS 

and GAMA surv e ys. We find that cubic interpolation, which was used to build the original halo light cone, produces extreme 
velocities between snapshots. Using linear interpolation impro v es the correlation function quadrupole measurements on small 
scales. We also update the g − r colour distributions so that the observed colours better agree with measurements from GAMA 

data, particularly for faint galaxies. As an example of the science that can be done with the mock, we investigate how the 
luminosity function depends on environment and colour, and find good agreement with measurements from the GAMA surv e y. 
This full-sky mock catalogue is designed for the ongoing Dark Energy Spectroscopic Instrument Bright Galaxy Surv e y, and is 
complete to a magnitude limit r = 20.2. 

Key words: methods: analytical – catalogues – galaxies: statistics – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

ver the past few decades, the large-scale structure of the Universe 
as been probed through the use of large photometric and spectro- 
copic galaxy surv e ys.The two-point clustering statistics of galaxies 
n these surv e ys allows us to measure the expansion history and
rowth rate of structure, by taking baryon acoustic oscillation (BAO; 
.g. Cole et al. 2005 ; Eisenstein et al. 2005 ) and redshift space dis-
ortion (RSD; Kaiser 1987 ) measurements. Targeting different types 
f galaxies enables us to make these measurements o v er a range of
ifferent redshifts, placing constraints on models of dark energy, and 
esting general relativity (e.g. Guzzo et al. 2008 ). The increasing size
f these surv e ys enables these constraints to be impro v ed o v er time.
The Dark Energy Spectroscopic Instrument (DESI; DESI Collabo- 

ation 2016a , b ; Abareshi et al. 2022 ) has begun to conduct a surv e y of
 v er 30 million galaxies, targeting Luminous Red Galaxies (LRGs),
mission Line Galaxies (ELGs), and quasars (QSOs), which co v er 
 wide range of redshifts. During bright time, when the sky is bright
ue to the moon phase or twilight, a surv e y of bright, nearby galaxies
s being conducted, called the Bright Galaxy Surv e y (BGS). The BGS
urv e y will target 10 million galaxies in the primary BGS BRIGHT
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ample. This is a flux limited sample with r -band magnitude r <
9.5, and density ∼800 deg −2 . In addition to this, there is a secondary
GS FAINT sample, which extends the BGS to fainter magnitudes 
9.5 < r < 20.175, with additional cuts based on colour and fibre
agnitude to ensure a high redshift success rate (Hahn et al. 2022 ). 1 

his lower priority sample will have a density of ∼600 deg −2 . Target
GS galaxies are identified from the photometry of the DESI Le gac y

maging Surv e ys (De y et al. 2019 ; Ruiz-Macias et al. 2021 ). This is
ade up of the Dark Energy Camera Le gac y Surv e y (DECaLS), the
eijing-Arizona Sky Survey (BASS), and the Mayall z-band Legacy 
urv e y (MzLS), which together co v er the 14 000 deg 2 footprint of

he DESI surv e y. 
In order for DESI to achieve the high precision measurements 

equired to tighten constraints on models of dark energy and gravity,
t is essential that realistic mock catalogues are used. Since the true
osmology of the simulation is known, mock catalogues can be used
o test and validate the theoretical models used in the clustering
nalysis, and to quantify and correct for systematic effects. For 
xample, this was done in Smith et al. ( 2020 ) for the QSO sample
f the extended Baryon Oscillation Spectroscopic Surv e y (eBOSS; 
 The definition of the BGS FAINT sample has been updated since Ruiz- 
acias et al. ( 2021 ) and Zarrouk et al. ( 2021 ), where previously it was 19.5 
 r < 20.0. 
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awson et al. 2016 ), with similar mock challenges for the LRG
Rossi et al. 2021 ) and ELG samples (Alam et al. 2021 ). 

Since current galaxy surv e ys probe such large volumes, the N-
ody simulations used to generate mock catalogues typically only
ontain dark matter, with galaxies subsequently being placed within
he dark matter haloes. There are several methods which can be
sed to populate dark matter haloes with galaxies. This includes
he halo occupation distribution (HOD; e.g. Peacock & Smith 2000 ;
erlind & Weinberg 2002 ; Zheng et al. 2005 ; Zehavi et al. 2011 ;
mith et al. 2017 , 2020 ; Alam et al. 2021 ; Rossi et al. 2021 ), which
escribes the probability that a halo of mass M h contains central and
atellite galaxies. The central galaxies are then placed at the centre of
he halo, with satellites positioned using the simulation particles, or
ollowing an analytic profile. Subhalo abundance matching (SHAM;
.g. Vale & Ostriker 2004 ; Conroy, Wechsler & Kravtsov 2006 ;
odr ́ıguez-Torres et al. 2016 ; Safonova, Norberg & Cole 2021 ) ranks

ubhaloes based on a property such as halo mass or circular velocity.
alaxies are placed within each subhalo, and assigned luminosities
r stellar masses based on the subhalo ranking (with scatter). Semi-
nalytic models (SAM; e.g. Cole et al. 2000 ; Benson & Bower 2010 )
olve a set of differential equations which model the physics of galaxy
ormation and evolution. 

To create a realistic mock catalogue that mimics a real galaxy
urv e y, galaxies need to be positioned within a simulated light cone.
n-the-fly light-cone outputs are available for some simulations (e.g.
otter, Stadel & Teyssier 2017 ; Maksimova et al. 2021 ), but are
ncommon; most simulation outputs are in the periodic cubic box,
t discrete snapshot times. Approximate light cones are commonly
onstructed from the snapshots by simply splicing them together in
pherical shells (e.g. Fosalba et al. 2008 ; Giocoli et al. 2016 ; Avila
t al. 2018 ; Comparat et al. 2019 ; Dong-P ́aez et al. 2022 ; Wang et al.
022 ). Ho we ver, this method leads to discontinuities in the light cone,
nd it is possible for the same halo to be replicated (for a detailed
iscussion on these issues, see Smith et al. 2022 ). Alternatively, if
alo merger trees are available, interpolation can be used. 
A mock catalogue was previously made in Smith et al. ( 2017 )

rom the Millennium-XXL simulation, which was designed for the
ESI BGS. A halo light cone was first constructed by interpolating
aloes between simulation snapshots, finding the time at which they
ross the observer’s light cone. The halo light cone was made to
 = 2.2, making it useful for a range of future galaxy surv e ys. The
alo light cone was then populated with galaxies to create a BGS
ock, using a HOD scheme. A set of nested HODs for different
agnitude thresholds was used to assign galaxies in the mock an

 -band magnitude, and each galaxy was also assigned a g − r colour.
he luminosity function and colour distributions were tuned to

eproduce measurements from the Sloan Digital Sky Survey (SDSS;
bazajian et al. 2009 ) and Galaxy and Mass Assembly (GAMA)

urv e y (Driv er et al. 2009 , 2011 ; Liske et al. 2015 ). 
The MXXL halo light cone used cubic interpolation to interpolate

ositions and velocities between simulation snapshots. Cubic inter-
olation was also previously used to make a SAM galaxy light cone
n Merson et al. ( 2013 ), from the Millennium simulation (Springel
t al. 2005 ). Other examples where linear interpolation was used
nclude Izquierdo-Villalba et al. ( 2019 ) and Korytov et al. ( 2019 ).
n Hadzhiyska et al. ( 2022 ), halo light cones are provided from the
bacusSummit simulation (Maksimova et al. 2021 ) both with linear

nterpolation, and by matching snapshot haloes to the particle light-
one outputs. 

The MXXL mock has been widely used in the preparation of the
GS, and the halo catalogue has been used to create mock catalogues

or other surv e ys. The galaxy mock was used to quantify the effect of
NRAS 516, 4529–4542 (2022) 
ESI fibre incompleteness on galaxy clustering in Smith et al. ( 2019 ),
nd assess correction methods. The clustering statistics of the mock
ere compared with BGS targets in the Le gac y Imaging Surv e y DR9

n Zarrouk et al. ( 2021 ). ELG mocks for Euclid (Laureijs et al. 2011 )
nd the Roman Space Telescope (Spergel et al. 2015 ) surv e ys were
ade from the halo light cone, using HODs from the Galacticus
AM in Merson et al. ( 2019 ), which were used to make linear bias
orecasts. QSO mocks were made in Kov ́acs et al. ( 2021 ), to study
he integrated Sachs-Wolfe (ISW) signal (Sachs & Wolfe 1967 ). 

In this work, we make impro v ements to the original MXXL mock,
y modifying how the haloes in the light cone are interpolated, and
y improving the g − r colour distributions. This mock will be useful
or the mock challenges in DESI, and will complement other mocks
eing created from other simulations, in a range of cosmologies, e.g.
HAM mocks from the Uchuu simulation (Ishiyama et al. 2021 ;
ong-P ́aez et al. 2022 ) and HOD mocks from the AbacusSummit

imulations (Maksimova et al. 2021 ; Grove et al., in preparation). 
This paper is organized as follows. Section 2 describes the MXXL

imulation and gives an overview of the methods used to create the
riginal MXXL mock. In Section 3 , we investigate different methods
or interpolating haloes. Section 4 describes the impro v ement to the
.1 ( g − r ) colour distributions in the mock, which are fit directly
o GAMA measurements. In Section 5 , we investigate how the
uminosity function in the mock depends on environment and colour.
inally, we summarize our conclusions in Section 6 . 

 M X X L  M O C K  

n this section, we give an overview of the MXXL halo light cone
nd galaxy catalogue previously created in Smith et al. ( 2017 ). 

.1 The MXXL simulation 

he Millennium-XXL (MXXL) simulation (Angulo et al. 2012 ) is
 dark-matter-only N-body simulation with box size 3 h −1 Gpc and
article mass 6.17 × 10 9 h −1 Mpc, in a WMAP1 cosmology with
m 

= 0.25, �� 

= 0 . 75, σ 8 = 0.9, h = 0.73, and n s = 1 (Spergel
t al. 2003 ). 

Friends-of-friends (FOF; Davis et al. 1985 ) halo catalogues were
utput at multiple simulation snapshots. Bound subhaloes were found
sing the SUBFIND algorithm (Springel et al. 2001 ), and halo merger
rees were built by identifying the descendant of a halo at the next
napshot. This was done using the 15 most bound particles in each
alo. 

.2 MXXL halo light cone 

he MXXL halo light cone was constructed by interpolating halo
roperties between snapshots, finding the redshift at which the
nterpolated haloes cross the observer’s light cone. This was made
ossible by using the pre-computed halo merger trees, which allow
he unique descendant of each halo to be easily identified. An
bserver was first placed at a random location in the cubic box,
nd halo positions and velocities were interpolated using cubic
nterpolation, with the initial and final positions and velocities as
oundary conditions. Halo masses (defined as M 200m 

, the mass
nclosed within a sphere with density 200 times the mean density of
he Universe), were interpolated linearly. 

If two or more haloes have the same descendant, a merger
akes place in the time between the two snapshots, but it is not
nown when this occurs. When this happens, the total mass of all
erging progenitor haloes is interpolated linearly in time, t , with
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ach progenitor assigned a constant fraction of the total mass. A 

andom time is chosen between the two snapshots for each merger 
o take place. If the progenitor halo crosses the light cone after this
ime, all of its mass is transferred to the most massive progenitor. 

The full-sky MXXL halo catalogue was constructed to a maximum 

edshift of z = 2.2. To achieve this, the periodic box must be
eplicated for haloes with z � 0.5. 

.3 MXXL galaxy catalogue 

n Smith et al. ( 2017 ), the halo catalogue is populated with galaxies
o an apparent magnitude limit of r = 20. Here we summarize the
ethod of creating the mock. Each galaxy in the mock is assigned
 rest-frame r -band absolute magnitude, k -corrected to a reference 
edshift z ref = 0.1, which we denote as 0.1 M r . For clarity, we use
 = 1 to drop the 5log 10 h term. Rest-frame colours, 0.1 ( g − r ), are
lso k -corrected to the same z ref = 0.1. Observer-frame colours are
enoted as g − r , without the superscript 0.1. 

.3.1 Halo occupation distribution 

he MXXL halo light cone was populated with galaxies using a halo
ccupation distribution (HOD) scheme. This was done using a set 
f HODs for different r -band absolute magnitude thresholds, 0.1 M r , 
hich were measured from the SDSS surv e y (Zehavi et al. 2011 ). 
The HOD describes the average number of galaxies, brighter than 

uminosity L , that reside in a halo as a function of halo mass, M h .
his can be split into a central galaxy at the centre of the halo, which

s surrounded by satellites, 

 N ( > L | M h ) 〉 = 〈 N cen ( > L | M h ) 〉 + 〈 N sat ( > L | M h ) 〉 . (1) 

he central HOD is modelled as a smoothed step function, 

 N cen ( > L | M h ) 〉 = 

1 

2 

[
1 + erf 

(
log M h − log M min ( L ) 

σlog M 

( L ) 

)]
, (2) 

nd the satellite HOD is a power law, which is multiplied by the
entral HOD to prevent there being haloes with satellites brighter 
han the central galaxy, 

 N sat ( > L | M h ) 〉 = 〈 N cen ( > L | M h ) 〉 
(

M h − M 0 ( L ) 

M 1 ( L ) 

)α( L ) 

. (3) 

n total, there are five HOD parameters, where M min and σ log M 

set
he position and width of the step function for centrals, while for
atellites M 1 is the average halo mass with 1 satellite, M 0 is a low
ass cutoff, and α is the power-law slope. For the central HOD, the

rror function, erf( x ), is modified to use a pseudo-Gaussian spline
ernel function (see equations 8–10 of Smith et al. 2017 ). This is done
o prevent unphysical crossing of the HODs for different magnitude 
hresholds. 

Smooth functions were fit to each HOD parameter as a function of
agnitude. These smooth curves allow the galaxies in the mock to be

ssigned absolute magnitudes. A random number from the pseudo- 
aussian function is generated for each central galaxy, which sets the 

ocation of the galaxy on the smooth step function. A root-finding 
rocedure is then used to convert this to an absolute magnitude, 
nding the L where x 

√ 

2 σlog M 

( L ) = log M h − log M min ( L ). A factor
f 
√ 

2 is needed due to how σ log M 

is defined. The total number of
atellites in each halo abo v e a faint magnitude limit, L min is then
alculated by drawing a random number from a Poisson distribution, 
ith mean 〈 N sat ( > L min | M h ) 〉 . Each satellite is then assigned a
agnitude by generating a uniform random number 0 < u < 1,
nd solving 〈 N sat ( > L | M h ) 〉 / 〈 N sat ( > L min | M h ) 〉 = u . The satellites
re positioned around the central galaxy following an NFW profile 
Navarro, Frenk & White 1997 ). Since the HODs come from fits to the
DSS data, this reproduces the SDSS luminosity function at z = 0.1.

.3.2 Evolution of the HODs 

o evolve the HODs with redshift, a target r -band luminosity function
s first defined that we aim to reproduce in the mock. The luminosity
unction used comes from SDSS measurements at low redshift 
Blanton et al. 2003 ), and transitions to a Schechter function fit to the
AMA luminosity function at higher redshifts (Lo v eday et al. 2012 ).
his transition occurs at z = 0.15. The evolution parameters used
re P = 1.8 and Q = 0.7, which describe the evolution of number
ensity and luminosity , respectively . The Schechter parameters M 

∗

nd φ∗ are evolved using the P and Q parameters as 

 

∗( z) = M 

∗( z 0 ) − Q ( z − z 0 ) 

φ∗( z) = φ∗(0)10 0 . 4 Pz , (4) 

here z 0 = 0.1, M 

∗ is the characteristic magnitude at the exponential
ut-off in the power law, and the number density φ∗ sets the normal-
zation. Both surv e ys use the same SDSS Petrosian photometry. 

The HODs were evolved with redshift such that the target lumi-
osity function is reproduced. The target luminosity function can be 
sed to calculate the magnitude threshold, 0.1 M r ( n , z), as a function
f redshift, which corresponds to a constant number density n . For
his sample with a fixed number density, the shape of the HOD is
ept constant (i.e. σ log M 

and α are fixed), but the mass parameters are
ll scaled by the same factor, so that the HOD produces the correct
umber density at each redshift. 

.3.3 Unresolved haloes 

he MXXL simulation has a halo mass resolution limit of 
10 11 h −1 Mpc. There are some faint galaxies at low redshifts
hich are brighter than the magnitude threshold, but which are 
issing from the mock since they reside in haloes that fall below

he simulation mass limit. Therefore, there would be incompleteness 
n the mock at low redshifts, which would be problematic for certain
ses of the mock catalogue, e.g. testing fibre assignment algorithms, 
nd measuring the luminosity function. To ensure that the mock is
omplete, haloes below the MXXL mass resolution were added to the
ight cone. Fits were done to the halo mass function in narrow redshift
ins, which were extrapolated to lower masses. Halo masses were 
rawn randomly from the extrapolated mass function. Since there 
s no particle information available for the MXXL simulation, the 
nresolved haloes were positioned randomly, so they are unclustered. 

.3.4 Colour distributions 

ach galaxy is assigned a 0.1 ( g − r ) colour, following a parametriza-
ion of the colour–magnitude diagram from SDSS and GAMA. 
or the colours, both surveys use SDSS DR7 model magnitudes 
Abazajian et al. 2009 ). In a narrow redshift and absolute mag-
itude bin, the colour distribution can be modelled as a double-
aussian, with parameters μred ( 0.1 M r ), σ red ( 0.1 M r ), μblue ( 0.1 M r ), and
blue ( 0.1 M r ) describing the mean and width of the red and blue

equences, and f blue ( 0.1 M r ) is the fraction of blue galaxies, which gives
he relative contribution of the two sequences. The parametrization 
f Skibba & Sheth ( 2009 ) was used, where these are all modelled
s linear functions of magnitude, but adjustments were made at the
MNRAS 516, 4529–4542 (2022) 
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aint end to impro v e the agreement with measurements from GAMA.
edshift evolution was also added to these parameters. 
This describes the total colour distrib ution, b ut central and satellite

alaxies have different probabilities of being red or blue. To model
his, two additional parameters were included: the fraction of galaxies
hat are satellites, f sat ( 0.1 M r ), and the mean colour of the satellite
alaxies, μsat ( 0.1 M r ). f sat ( 0.1 M r ) was measured from the mock, and
he μsat ( 0.1 M r ) from Skibba & Sheth ( 2009 ) was used, with some
volution added. 

To assign a colour to each galaxy, a random number is first
enerated to decide whether a galaxy should fall on the red or
lue sequence. This probability is different for central and satellite
alaxies. A random 

0.1 ( g − r ) colour is then drawn from the
ppropriate Gaussian distribution. 

.3.5 k -corrections 

he final step of creating the mock is to convert the absolute
agnitudes, 0.1 M r , into the observed r -band apparent magnitude, 

 = 

0 . 1 M r + 5 log 10 D L ( z) + 25 + 

0 . 1 k r ( z) , (5) 

here D L ( z) is the luminosity distance (in h −1 Mpc), and 0.1 k r ( z) is
he k -correction, which takes into account the shift in the bandpass
ith redshift. 
We use a set of k -corrections from the GAMA surv e y, where each

alaxy has a 4th order polynomial k -correction, 

 . 1 k r ( z) = 

4 ∑ 

i= 0 

A i ( z − 0 . 1) 4 −i . (6) 

he GAMA galaxy sample was split into seven equal bins of 0.1 ( g
r ) colour, and the median k -correction was found in each bin (see

g. 13 of Smith et al. 2017 ). The k -corrections were then interpolated
etween bins. A similar set of k -corrections was measured from the
ata in the g -band, which are used when converting g − r colours
rom the rest frame to the observer frame. The observer-frame colour
s 

 − r = 

0 . 1 ( g − r) + 

0 . 1 k g ( z) − 0 . 1 k r ( z) . (7) 

Finally, an apparent magnitude cut is applied to the galaxies in the
ock. In Smith et al. ( 2017 ), a magnitude limit of r < 20 was used,

orresponding to the faint limit that was originally planned for the
GS faint sample. In this work, we extend this limit to r < 20.2, to
ncompass the final BGS FAINT selection. 

 H A L O  INTERPOLATION  

n this section, we investigate different halo interpolation schemes
hich are used when building the halo light cone. 
First, we found that there was a bug in the original halo light

one, where the snapshot redshifts had been rounded to two decimal
laces. This led to variations in the line-of-sight velocity dispersion,
n narrow redshift bins. At the redshift of each snapshot, the velocity
ispersion in the light cone agreed with the measurements in the
napshot. Ho we ver, half way between snapshots, this rounding of
he redshifts led to the velocities sometimes being boosted, and other
imes reduced, by as much as a factor of ∼2 in the most extreme
ase. This has been corrected in the new MXXL mock. 

To compare different halo interpolation methods, we create halo
ight cones using the interpolation methods described in the following
ection. Each halo light cone is then populated with galaxies,
ollowing the same HOD methodology outlined in Section 2.3 . 
NRAS 516, 4529–4542 (2022) 
.1 Interpolation schemes 

alo interpolation is done between two simulation snapshots at times
 = t 1 and t = t 2 , in units where t 1 = 0 and t 2 = 1. 

.1.1 Cubic interpolation 

ach component of the position vector is interpolated following a
ubic function, while the velocities follow a quadratic function that
s consistent with the positions, 

( t) = A + Bt + Ct 2 + Dt 3 

v( t) = B + 2 Ct + 3 Dt 2 , (8) 

here the coefficients are determined by the requirements that x ( t 1 ) =
 1 , v( t 1 ) = v 1 , x ( t 2 ) = x 2 , and v( t 2 ) = v 2 . This gives A = x 1 and B =
 1 , which are the initial positions and velocities, and the other terms
re 

C = −2 v 1 − 3 x 1 − v 2 + 3 x 2 

 = v 1 + v 2 + 2( x 1 − x 2 ) . (9) 

.1.2 Linear interpolation 

n this scheme, velocities are interpolated linearly, assuming a
onstant acceleration, and positions are also interpolated linearly,
ssuming a constant velocity, 

( t) = x 1 + v t 

v( t) = v 1 + a t, (10) 

here v = x 2 − x 1 is the av erage v elocity in the x -direction (since
e are working in units where t 2 − t 1 = 1), and a = v 2 − v 1 is

he average x -component of the acceleration. Similar equations are
sed in the y and z directions. Since the positions and velocities are
nterpolated independently of each other, the rate of change of the
ositions will not be consistent with the velocities. 

.1.3 Constant acceleration 

his is similar to linear interpolation, where velocities are inter-
olated linearly, assuming a constant acceleration. Ho we ver, the
nterpolated positions are consistent with the constant acceleration, 

( t) = x + v 

(
t − 1 

2 

)
+ 

a 

2 

(
t − 1 

2 

)2 

− a 

8 
v( t) = v 1 + a t, (11) 

here v and a are the average velocity and acceleration, and x is
he mean position, x = ( x 1 + x 2 ) / 2. Even though the positions and
elocities are consistent with each other, it is not guaranteed that
he initial and final positions will be correct. The extra term −a / 8
nsures that x ( t 1 ) = x 1 and x ( t 2 ) = x 2 . 

.1.4 No interpolation 

e also consider the case where no interpolation is applied to the
alo catalogue, creating a mock from a single snapshot at z =
.14. This snapshot is chosen as it is at the median redshift of the
alaxy sample used for assessing the two-point clustering statistics
n Section 3.3 . Galaxy positions in the cubic box are converted to
quatorial coordinates, with the observer in the same location as
he halo light cone. To ensure that the mock has the same evolving
uminosity function as the other light cones, a rescaling is applied to
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Figure 1. Upper panels: example showing the interpolated path of a halo, 
projected in two orthogonal planes. The initial and final positions of the halo 
at t 1 and t 3 are sho wn by the black and open circles, respecti v ely. The curv es 
show the interpolated path, using linear interpolation (blue), interpolation 
with a constant acceleration (orange dashed), and cubic interpolation (green). 
The ‘true’ position at the intermediate snapshot time, t 2 , is shown by the red 
cross, while the interpolated positions at the same time are indicated by the 
plus symbols. Lower panels: the same as abo v e, but showing the interpolated 
v elocity v ectors. 
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and z 3 = 0.089, where the intermediate snapshot is z 2 = 0.116. Linear inter- 
polation, interpolation with a constant acceleration, and cubic interpolation 
are shown in blue, orange, and green, respectively. Bottom panel: as above, 
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he magnitudes. This rescaling preserves the ranking of the r -band 
agnitudes at each redshift. 

.2 Comparing interpolation schemes 

n example of halo interpolation is shown in Fig. 1 , comparing
he positions and velocities produced by the different interpolation 
chemes, for a halo interpolated between the snapshots at z 1 = 0.144
nd z 3 = 0.089 with mass ∼2.5 × 10 12 h −1 M �. Here, we have skipped
he intermediate snapshot, z 2 = 0.116, in order to compare the 
nterpolated positions and velocities with the ‘true’ values measured 
n the snapshot. In the upper panels, the position trajectories are 
imilar for the different schemes. Small differences can be seen 
etween the different curves in the top right-hand panel, but the 
nterpolated positions at t 2 are all very close to the position measured
t the central snapshot. The lower panels compare the interpolated 
elocities, and here the differences are much more apparent. By 
onstruction, the linear and constant acceleration cases are identical, 
ince they both use the same constant acceleration. Ho we ver, for the
ase of cubic interpolation, we see large deviations in the velocity. 
t time t 2 , the velocity of the halo measured in the central snapshot

s roughly half way between the initial and final velocities, v 1 and
 3 , which is what we expect for most haloes. Linear and constant
cceleration interpolation produce velocities close to this, while for 
ubic interpolation, each velocity component can be either much 
arger or much smaller. In this example, the z-component of velocity 
ncreases by ∼ 40 per cent . This is a typical example, and large 
ariations like this are seen for the majority of haloes, co v ering a
ide range of halo mass. Note that since we have skipped the middle

napshot, the differences seen here are larger than in the final light
one, which uses all snapshots. Linear and constant acceleration 
nterpolation are in close agreement for most haloes, but there are
ases where the positions differ (e.g. if the velocity in one direction
hanges sign). 

In Fig. 1 we compared the interpolated positions of a single
alo to its true position at the intermediate snapshot. The upper
anel of Fig. 2 shows the distribution of the difference in position,
 � x | = | x interp 

t 2 − x true 
t 2 

| , for the different interpolation methods. This
istribution is measured for a subset of 4 million haloes, co v ering
he full range of halo masses, at the same intermediate redshift z 2 =
.116. The three different interpolation methods produce an almost 
dentical distribution, which peaks at | � x | ∼ 15 h −1 kpc with only

2 per cent of haloes with | � x | > 0.1 h −1 Mpc. The lower panel
f Fig. 2 shows the difference in velocities for the same set of
nterpolated haloes, | � v | = | v interp 

t 2 − v true 
t 2 

| . For linear interpolation,
his distribution peaks at ∼ 5 km s −1 , while the velocity differences 
re much larger for the case of cubic interpolation, which peaks at

70 km s −1 . This is consistent with the halo in Fig. 1 , and shows
hat it is a typical example of a halo. The distribution of velocities
ith linear interpolation is also bimodal, with a second smaller peak

t ∼ 400 km s −1 . Linear interpolation performs poorly for haloes 
hich under go mer gers, and the haloes in the secondary peak have
 very large difference between their initial and final mass at t 1 and
 3 . The bimodality is not seen in the case of cubic interpolation,
ut halo mergers are responsible for the tail which extends beyond
000 km s −1 . 
MNRAS 516, 4529–4542 (2022) 
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Figure 3. Line-of-sight velocity dispersion, σLOS , in the halo light cone, as a 
function of redshift. This is measured for the different interpolation schemes 
in narrow redshift bins, where we define σLOS as the difference between the 
84th and 16th percentiles of the velocity distribution. Linear interpolation is 
in blue, constant acceleration interpolation is the orange dashed curve, and 
cubic interpolation is in green. 
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The line-of-sight velocity dispersion is shown in Fig. 3 , for haloes
n the light cone in narrow redshift bins, with M h > 10 11 h −1 M �,
hich is measured from the difference between the 84th and 16th
ercentiles of the velocity distribution. Since the linear and constant
cceleration interpolation schemes both have the same velocities,
he curves are identical, and the velocity dispersion is fairly flat
s a function of redshift. Ho we ver, for cubic interpolation, the
elocity dispersion increases half way between snapshots, where
he interpolated velocity can be very different from the initial and
nal velocities, before dropping down again at the redshift of the
ext snapshot. 
In the simulation, particles travel along smooth trajectories, so it

s surprising that cubic interpolation poorly describes the motion of
he haloes. The halo finder is run independently at each snapshot,
hich means that there are differences in the set of particles that

re identified as belonging to the halo at each simulation output.
etween snapshots, the halo will accrete particles and undergo halo
ergers. This can lead to positions and velocities at two snapshots

hat are inconsistent with each other. 
When creating mocks, we want to use an interpolation scheme

hat produces galaxy clustering that evolves smoothly with redshift,
nd a v oids adding systematics due to the inconsistencies between
ositions and velocities. In the next section, we compare the two-
oint clustering statistics of mocks created using these different halo
nterpolation schemes. 

.3 Galaxy clustering 

he two-point correlation function of galaxies in the light-cone
ocks, with different halo interpolation schemes, are shown in Fig. 4 ,
here the mock catalogue is cut to a volume limited sample of central
alaxies, with 0.1 M r < −20 and z < 0.2. We do not consider satellite
alaxies, since they are positioned randomly around each central
alaxy and are not affected by the halo interpolation method. We
easure the 2D correlation function, ξ ( s , μ), where μ is the cosine

f the angle between the line-of-sight and pair separation vector. This
s then decomposed into Legendre multipoles, where the monopole,
0 ( s ), and quadrupole, ξ 2 ( s ) are non-zero in linear theory. 
The left-hand panel of Fig. 4 shows the clustering in real space.

he monopole is shown by the solid lines in the upper panel, for
he cases of linear interpolation, constant acceleration interpolation,
NRAS 516, 4529–4542 (2022) 
ubic interpolation, and no interpolation (i.e. a single snapshot).
n real space, the monopole, ξ 0 ( r ), is equi v alent to the real-space
orrelation function, ξ ( r ). The quadrupole is also plotted, which
hould be zero in real space, but on large scales we see some variation
ue to cosmic variance. Since the mocks were all constructed from the
ame simulation, with observer placed at the same position, identical
ariations are seen on large scales. 

The lower panels show the difference in the monopole, quadrupole,
nd he xadecapole, relativ e to the linear interpolation case, scaled by
 factor of r . The blue shaded region indicates a jackknife error,
sing 100 jackknife samples, which is an estimate of the error due to
osmic variance. On large scales, this error is larger than the scatter
etween curves, since they all have the same large-scale structure.
he grey shaded region shows the jackknife error on r �ξ (equation
4 of Gro v e et al. 2021 ), which is an estimate of the noise between
airs of simulations that have the same density field. This noise is
easured for each pair of mocks, and the average noise is plotted.
n small scales, these two errors are comparable. 
For these four different mocks, the real-space clustering on large

cales ( r > 20 h −1 Mpc) is in good agreement with each other.
n smaller scales, the different interpolation methods remain in
ood agreement, but there is a large difference at ∼0.6 h −1 Mpc
ompared to the mock built from a single snapshot. It is likely that
hese differences are because of how halo mergers are implemented
n the light cone, which is not perfect. In our scheme, each halo
s interpolated towards the position of its descendant at the next
napshot, so two merging haloes will be interpolated directly towards
ach other. In reality, the merging haloes would not collide head-on,
ut the smaller halo would be stripped as it passes close to the larger
alo. When they merge, the pair separation of haloes in the snapshot
ill be larger than when using interpolation, leading to a stronger

lustering signal at ∼0.6 h −1 Mpc. On even smaller scales there is
 halo exclusion effect in the snapshot, where if two haloes were
ositioned very closely together, the halo finder would identify a
ingle halo. This results in the monopole being ξ 0 ( r ) ∼ −1 in the
napshot for r � 0.3 h −1 Mpc. There is no constraint on the minimum
eparation when doing interpolation, so the clustering on these scales
s stronger. 

The right-hand panel of Fig. 4 shows the clustering in redshift
pace. When the effect of velocities are included, we still see good
greement between the different mocks on large scales. On small
cales, the constant acceleration interpolation is in good agreement
ith linear interpolation. Since both have the same velocities, and

he real-space clustering is in good agreement, it is unsurprising
hat they also show good agreement in redshift space. However,
here are some differences compared to the other mocks. The mock
uilt from a single snapshot still shows some excess clustering on
mall scales in the monopole, but this is greatly reduced in redshift
pace compared to in real space. At 0.6 h −1 Mpc, this small offset
orresponds to ∼ 3 per cent in ξ 0 . Note that this plot is for central
alaxies only. There are many pairs of satellite galaxies on these
mall scales, which will reduce the difference further. However, for
he cubic interpolation case, we see much greater differences. There
s a large deficit in clustering in the monopole at ∼1 h −1 Mpc, and an
xcess in the quadrupole (and hexadecapole) at ∼5 h −1 Mpc. While
he clustering in real space looks reasonable, there are very large
eviations in the interpolated velocities (which can be seen in the
xample in Fig. 1 ), leading to offsets in the redshift-space clustering.

For all mocks, the clustering on large scales ( s � 20 h −1 Mpc),
hich are used in a typical RSD or BAO analysis are in good

greement. Ho we ver, we conclude that it is better to use either linear
nterpolation or constant acceleration interpolation in the light cone to

art/stac2519_f3.eps
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Figure 4. Left-hand panel: Correlation function multipoles in real space, for a sample of central galaxies with magnitude 0.1 M r < −20 and redshift z < 0.2. The 
top panel shows the monopole (solid lines), and quadrupole (dashed), with a linear x -scale on large scales, and logarithmic scale for r < 20. The different coloured 
lines are for mocks with linear interpolation (blue), constant acceleration interpolation (orange), cubic interpolation (green), and a mock with no interpolation, 
built from a single snapshot (red). The second panel show the differences in the monopole measurements, scaled by r , relative to linear interpolation. The third 
and fourth panels are the same, but for the quadrupole and he xadecapole, respectiv ely. The blue shaded re gion is the jackknife error, using 100 jackknife samples, 
and the grey shaded region is a jackknife error in r �ξ , averaged over all pairs of mocks. Right-hand panel: Correlation function multipoles in redshift space. 
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mpro v e the small-scale clustering measurements. We decide to adopt 
inear interpolation, since the equations describing the interpolation 
re very simple. Differences between this and the single snapshot on 
mall scales shows that impro v ements could be made to how halo
ergers are dealt with when building the light cone. Ho we ver in

edshift space, these differences are very small, particularly when 
atellite galaxies are also included. 

 C O L O U R  DISTRIBU TIONS  

.1 Colour assignment 

olours are assigned to the MXXL mock catalogue using a 
arametrization of the GAMA colour–magnitude diagram. As de- 
cribed in Section 2.3.4 , the bimodal rest-frame 0.1 ( g − r ) colour
istribution in bins of absolute magnitude and redshift is well 
odelled by a double-Gaussian function. The five parameters are 
red , σ red , μblue , σ blue , f blue , which are the mean and rms of the red
nd blue sequences, and the total fraction of galaxies that are blue. In
ddition, the mean satellite colour and satellite fraction, μsat and f sat ,
re also required to model the differences in colour between centrals
nd satellites (see Skibba & Sheth 2009 ). 

In the original MXXL mock, the colours and satellite fraction 
ere linear functions of absolute magnitude, which were fit to the

olour distributions measured from SDSS (Skibba & Sheth 2009 ), but 
odified to bring the colour distributions at the faint end into better

greement with GAMA. These were then evolved with redshift, 
eeping the shape fixed, but modifying the amplitude, so that the
olours matched the distributions from the GAMA surv e y (Smith
t al. 2017 ). As shown in fig. 14 of Smith et al. ( 2017 ), the rest-frame
olour distributions are in reasonable agreement with GAMA o v er a
ide range of redshifts. 
Ho we ver, while the rest-frame 0.1 ( g − r ) colour distributions look

easonable, there are discrepancies in the observer-frame colours 
ompared to GAMA. This is shown in Fig. 5 , in several bins of
 -band apparent magnitude. The orange histogram is the g − r
istribution measured in the MXXL mock with the original colour 
istributions, while the red histogram shows the measurements from 
MNRAS 516, 4529–4542 (2022) 
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Figure 5. Distribution of observer-frame g − r colours, in bins of apparent 
r -band magnitude. The magnitude bins decrease in brightness from the top 
to bottom panel. The new MXXL mock is shown by the blue histogram, 
while the original MXXL mock is in orange, and GAMA data are in red. The 
colour distributions from the DECaLS BGS targets are shown in black, with 
(dashed) and without (solid) the BGS colour selection of the BGS FAINT 

galaxies (for r > 19.5). More details regarding the magnitude definitions used 
for these curves are provided in Section 4.2 . 

t  

a  

d  

t  

t  

p  

F

4

T  

t  

σ  

s  

p  

t  

d  

m  

H  

c  

1  

a  

Figure 6. Top panel: Colour–magnitude diagram from GAMA, in a narrow 

redshift slice at z = 0.225, where colours and magnitudes are in the rest-frame, 
k -corrected to z = 0.1 (black points). The red and blue solid lines show the fits 
to the red and blue sequence, respectively, where the shaded regions indicate 
1 σ . The green line is the mean satellite colour. The blue dotted line shows 
the fraction of blue galaxies as function of absolute magnitude (for this line 
only the y-axis is a fraction and not a colour). The black dotted line shows 
how, as a function of colour, the r = 19.8 apparent magnitude limit maps 
to absolute magnitude at z = 0.225. Lower panels: distribution of colours in 
narrow absolute magnitude bins, for GAMA (red), the fit (black), and the new 

MXXL mock (blue). The magnitude bins have width 0.2, and are centred on 
the values indicated in each panel. 
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he GAMA surv e y. The discrepancies between them are greater
t faint magnitudes, where there is an excess of red galaxies, and
eficit of blue galaxies in the mock, compared to the data. While
he rest-frame colours are in reasonable agreement with GAMA,
here are differences at faint magnitudes, which are seen much more
rominently in the observer-frame colours. The other histograms in
ig. 5 are discussed at the end of Section 4.2 . 

.2 Improving the colour distributions 

o impro v e the colour distributions in the mock, we modify the func-
ional form of the parameters μred ( 0.1 M r ), σ red ( 0.1 M r ), μblue ( 0.1 M r ),

blue ( 0.1 M r ), and f blue ( 0.1 M r ) to use a broken linear function, with a
mooth transition at the break. These fits are all shown in the upper
anel of Fig. 6 , at z = 0.225. We find that this provides a better fit to
he data, compared to linear functions. This was then fit to the colour
istributions of GAMA, in bins of redshift of width �z = 0.05, for
agnitudes brighter than the r = 19.8 magnitude cut of GAMA.
o we ver, these fits assume that the galaxy sample in GAMA is

omplete, and do not take into account incompleteness at the r =
9.8 limit. To check this, the fits in each redshift bin were used to
ssign galaxy colours in the MXXL mock in the same redshift bin,
NRAS 516, 4529–4542 (2022) 
nd the r = 19.8 cut was applied. This allowed us to compare the
bserver -frame colour distrib utions at the faint limit, and adjust the
ts so that the MXXL mock was in agreement with the GAMA data.
o create the final MXXL mock, colours were assigned using the
ts at all redshift, interpolating between them. For the mean satellite
olour, we set it to be between the red and blue sequences using 

sat 

(
0 . 1 M r 

) = f μred 

(
0 . 1 M r 

) + ( 1 − f ) μblue 

(
0 . 1 M r 

)
, (12) 

nd find that using f = 0.8 gives reasonable colour-dependent
lustering in the mock (see Section 4.3 ). 

To make sure that the k -corrections are consistent between
he mock and the GAMA data, the same colour-dependent k -
orrections are applied to the data to calculate absolute r -band
agnitudes and rest-frame 0.1 ( g − r ) colours. Since the k -correction

epends on the rest-frame colour, a root finding procedure is
one to find the rest-frame colour that produces self-consistent
 -corrections. 

The colour–magnitude diagram of GAMA is shown by the black
oints in the upper panel of Fig. 6 along with the fits, for galaxies
t z = 0.225 in a redshift bin of width 0.02. The black dashed
ine indicates the magnitude cut corresponding to the r = 19.8
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Figure 7. Colour-dependent clustering in the MXXL mock at low redshifts, compared to measurements from SDSS. The top panels show the projected 
correlation function, w p ( r p ), for 3 magnitude bin samples of −22 < 

0.1 M r < −21 (left-hand panel), −21 < 

0.1 M r < −20 (centre), −20 < 

0.1 M r < −19 
(right-hand panel). Points with error bars are the SDSS measurements from Zehavi et al. ( 2011 ), solid lines are from the MXXL mock with the new colour 
distributions, and dotted lines are from the mock with the original colour distributions. The shaded regions are jackknife errors, using 100 jackknife samples. 
All galaxies in each sample are shown in black, while the split into red and blue galaxies is shown in red and blue, respectively, with a colour cut 0.1 ( g −
r ) cut = 0.21 − 0.03 0.1 M r . The lower panels show the ratio of the projected correlation functions, relative to the clustering of all galaxies, highlighting the colour 
dependence of the clustering. 
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imit of GAMA at z = 0.225. At high redshifts, the r = 19.8 cut
orresponds to a brighter absolute magnitude for red galaxies than 
or blue galaxies, due to the colour-dependent k -corrections used. 
ome galaxies appear to be fainter than this limit due to the width
f the redshift bin plotted. The lower panels show histograms of the
ame 0.1 ( g − r ) colour distribution, in bins of absolute magnitude
f width 0.2, centred on the values indicated in each panel. The
istributions from GAMA are shown by the red histograms, while 
he black curves are the fits. The blue histogram shows the result of
sing the colour distributions to assign colours to galaxies in MXXL, 
ith a r = 19.8 magnitude cut applied to match the GAMA data. For

he bright magnitude bins, the double-Gaussian fits are in very good 
greement with the GAMA data, ho we ver the faintest magnitude bin
s affected by incompleteness at the r = 19.8 limit. After assigning
olours to the mock and applying a r = 19.8 cut, the distribution
f the remaining galaxies is in good agreement with GAMA. This
gure only shows the colours in one redshift bin, but our fits show
imilar good agreement with GAMA o v er the full redshift range of
he mock. 

The observer-frame colour distributions in the mock, with the 
pdated colour distributions, are shown by the blue histograms 
n Fig. 5 . The MXXL colour distributions are in good agreement
ith GAMA (in red) down to the faint limit of r = 19.8. We

lso plot the colour distribution of targets from the BGS. These 

T

hotometric BGS targets are from DECaLS, which is part of the
ESI Le gac y Imaging Surv e y, and these targets have been matched

o the galaxies in GAMA. The imaging was done using the Dark
nergy Camera (DECam; Flaugher et al. 2015 ), which has slightly
ifferent passbands than GAMA. We do not correct for this, but the
orrection is small (Zarrouk et al. 2021 ). 2 Black solid histograms
re for all BGS targets within each apparent magnitude bin, selected
nly on apparent magnitude. The black dashed histograms show 

he subset of BGS targets after also applying the BGS FAINT
election, which depends on colour and fibre magnitude. We find 
hat the colours of the BGS targets are very similar to GAMA. When
e extrapolate our fits to magnitudes fainter than r = 19.8, the

olour distributions remain in good agreement with the BGS targets, 
nd are greatly impro v ed compared to the original MXXL mock
atalogue. 

In the bottom panel, the bump at red colours is due to stellar
ontamination in the sample. This can be seen in fig. 7 of Ruiz-
acias et al. ( 2021 ), where there is a vertical spur of objects with

ery red r − z colours. 
MNRAS 516, 4529–4542 (2022) 

ractor model magnitudes (Lang, Hogg & Mykytyn 2016 ; Dey et al. 2019 ). 
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Figure 8. Colour-dependent clustering in the MXXL mock in several 
redshift bins, compared to measurements from GAMA. Each panel shows 
the projected correlation function, w p ( r p ), for a different redshift range, 
increasing in redshift from top to bottom. Points with error bars show the 
GAMA measurements of Farrow et al. ( 2015 ), split into red and blue galaxies. 
The measurements from the mock with the new colour distributions is shown 
by the solid lines, with errors calculated from 100 jackknife regions, and 
dotted lines are from the mock using the original colours. The same colour 
cut is applied to the mock as the GAMA data. 
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3 We only show the clustering from BASS/MzLS, but this is in good agreement 
with DECaLS. 
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.3 Colour-dependent clustering 

n this section, we assess the two-point clustering statistics of red
nd blue galaxies in the MXXL mock, compared to measurements
rom SDSS, GAMA, and the BGS targets. 

The projected correlation function, w p ( r p ), is defined as 

 p ( r p ) = 2 
∫ πmax 

0 
ξ ( r p , π )d π, (13) 

here r p and π are the pair separations perpendicular and parallel to
he line of sight, respectiv ely. Inte grating the 2D correlation function
long the line of sight remo v es the effect of redshift space distortions.
ince the measurements become noisy on large scales, the correlation
unction is integrated to a maximum scale πmax . 

The projected correlation function is shown in Fig. 7 at low
edshifts, compared to measurements from SDSS (Zehavi et al.
011 ). The upper panels show the projected correlation function
n several bins of absolute magnitude, which are the bins defined in
able 1 of Zehavi et al. ( 2011 ). Each sample is also split into red and
lue galaxies using the cut 0.1 ( g − r ) cut = 0.21 − 0.03 0.1 M r . To be
onsistent with the data, the same evolutionary correction is applied
o the absolute magnitudes, E ( z) = q 0 (1 + q 1 ( z − z 0 ))( z − z 0 ), with
 0 = 2, q 1 = −1 and z 0 = 0.1. ξ ( r p , π ) is integrated using the same
max = 60 h −1 Mpc as Zehavi et al. ( 2011 ). The lower panels show the

elative clustering of the red and blue samples, compared to the total
ample. For the two fainter samples, we find reasonable agreement
etween the mock and the SDSS clustering measurements. Using
he new colour distributions has increased the clustering amplitude
f the red galaxies, improving the clustering of the mock compared
o SDSS. For the brightest sample, there is a difference in the overall
lustering amplitude, where the mock is more strongly clustered
han the data. For this sample, the new colour distributions have little
ffect on the clustering on large scales, while the colour-dependence
s made stronger than is seen in the data on small scales. We find
hat the relative clustering of the red galaxies in the lower panels is
n good agreement with SDSS, and is impro v ed by using the new
olour distributions. Ho we ver, the relati ve clustering of the bright
lue galaxies on small scales is low compared to the data. 
At higher redshifts, we compare the clustering in the mock with

rojected correlation function measurements from GAMA (Farrow
t al. 2015 ). Since the GAMA samples are defined based on cuts
n 0 M r and 0 ( g − r ), the galaxies in the MXXL mock must be k -
orrected to a new reference redshift of z ref = 0. This can be done
sing our original set of colour-dependent k -corrections. For the
bsolute r -band magnitudes, we convert from z ref = 0.1 to z ref = 0
sing 

 M r = 

0 . 1 M r + 

0 . 1 k r (0) , (14) 

nd similarly for the g − r colours, 

 ( g − r) = 

0 . 1 ( g − r) + 

0 . 1 k g (0) − 0 . 1 k r (0) . (15) 

o be consistent with the GAMA measurements, we also apply the
ame evolutionary correction, E ( z) = Q ( z − z 0 ), with Q = 1.45
nd z 0 = 0. The projected correlation functions are shown in Fig. 8
n three redshift bins, where in each bin the same magnitude cuts
re used that are given in fig. 14 of Farrow et al. ( 2015 ). Galaxies
re split into red and blue samples using a colour cut 0 ( g − r ) =
0.030( 0 M r − 0 M ∗) + 0.678, where the values of 0 M ∗ are given

n table 1 of Farrow et al. ( 2015 ). In the 0.14 < z < 0.24 bin,
he amplitude of the clustering of the red galaxies has increased
ith the new colour distributions, bringing the mock into better

greement with the GAMA data, particularly at small separations.
NRAS 516, 4529–4542 (2022) 
he clustering of the blue galaxies is almost unchanged. A similar
ffect is seen at intermediate redshifts, while in the highest redshift
in, the new colour distributions have a very small effect on the
lustering measurements. A difference in the shape of the projected
orrelation function on large scales is also seen in this bin, compared
o the GAMA data. 

The angular correlation function of galaxies in the MXXL mock is
hown in Fig. 9 , compared to measurements from BGS targets in the
e gac y Imaging Surv e y, from BASS/MzLS (Zarrouk et al. 2021 ). 3 

he upper panel shows the angular clustering in bins of apparent
 -band magnitude, with no cuts in redshift. The angular clustering of
he faintest samples is in very good agreement with the data, while
or the brightest samples, galaxies in the MXXL mock are slightly
ore strongly clustered. This is similar to what was seen in the

riginal MXXL mock (see fig. 11 of Zarrouk et al. 2021 ). The lower
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Figure 9. Top panel: Angular correlation function, w( θ ), in the MXXL 

mock (lines), compared to measurements from BASS/MzLS (points with 
error bars; Zarrouk et al. 2021 ), for different r -band apparent magnitude bins, 
as indicated in the legend. Jackknife errors in the mock are calculated using 
100 jackknife regions. Bottom panel: Angular clustering in two magnitude 
bins, as abo v e, but split into red and blue galaxies. The colour cut applied is 
based on median colour in each magnitude bin. 
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Figure 10. Top panel: environmental dependence of the luminosity function, 
in different bins of δ8 . The lowest density regions are shown in blue, with 
the highest density in black. The solid curves show the luminosity function 
measured from all galaxies in the MXXL mock, while the dashed curves only 
include galaxies that reside in resolved haloes. The shaded regions indicate 
the error on the mean, from splitting the full sky into nine regions. The dotted 
curves indicate the reference luminosity function, which is a Schechter fit 
to the total luminosity function in the MXXL mock, normalized according 
to equation ( 19 ). The luminosity function measured in the GAMA surv e y is 
shown by the points with error bars. The magnitude range of the DDP sample 
is shown by the vertical dotted lines. Bottom panel: Ratio with respect to the 
reference luminosity functions (dotted curves in the upper panel). 
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anel shows the angular clustering for two of the samples, which 
ave been split by colour into red and blue galaxies. Here, the cut
n colour is done using the median g − r colour for each sample.
gain, we see good agreement with the BASS/MzLS data. For the 
rightest sample, the colour dependence at small scales is slightly 
tronger in the mock than is seen in the data. We find that compared
o the previous MXXL mock, there is very little change in the faint
ample, while the colour-dependence in the clustering of the brighter 
ample is slightly stronger with the new colour implementation. 

The MXXL mock, with colours assigned using fits to the GAMA 

olour–magnitude diagram, is able to reproduce well a range of 
alaxy clustering statistics, compared to measurements from SDSS, 
AMA, and the DESI le gac y imaging surv e ys, and is an impro v e-
ent o v er the previous MXXL mock. 

 LUMINOSITY  F U N C T I O N :  DEPENDENCE  O N  

N V I RO N M E N T  A N D  C O L O U R  

s an example application of using the MXXL mock catalogue, we 
nvestigate how the luminosity function of the mock depends on 
alaxy colour and environment. When constructing the mock, the 
OD galaxies are assigned magnitudes to reproduce an evolving 

uminosity function. This indirectly adds an environmental depen- 
ence to the luminosity function, since the brightest galaxies reside 
n very dense environments in the most massive haloes, whereas the 
aint galaxies live in lower density environments. While the o v erall
uminosity function agrees with measurements from data, it is not 
uaranteed to agree when split by environment. Similarly, the colour 
ssignment is applied to galaxies based on whether they are centrals 
r satellites. This adds colour dependence to the luminosity function 
n the mock, which again is not guaranteed to match measurements
rom data. 

.1 Local galaxy density 

he local density of a galaxy is calculated using a density defining
opulation (DDP) of galaxies (Croton et al. 2005 ). The DDP sample
f galaxies is a volume limited sample, defined by an absolute
agnitude threshold and redshift range. A galaxy within the DDP 

ample would be observable at any redshift within this range. 
We use the DDP1 sample of McNaught-Roberts et al. ( 2014 ),

hich is for galaxies with 0.039 < z < 0.263 and −21 . 8 < 

0 M 

e 
r <

20 . 1, where the absolute magnitude has been k -corrected to a
eference redshift z ref = 0 (see equation 14 ), and an evolutionary
orrection applied. We use the same correction of E ( z) = Q 0 ( z −
 ref ), where for all galaxies, Q 0 = 0.97. 

The DDP sample can then be used to measure the local environ-
ent around each galaxy in the full sample, which co v ers the full
agnitude range of the mock. The number of DDP galaxies, N s , is

ounted within a sphere of radius r s = 8 h −1 Mpc around each galaxy.
he local galaxy density within this sphere is 

= 

N s 

4 
3 πr 3 s 

. (16) 
MNRAS 516, 4529–4542 (2022) 
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M

Figure 11. Luminosity function in the MXXL mock, split by colour and environment. Each panel is for a different bin in δ8 , with the lowest density regions 
in the upper left-hand panel, and highest densities in the lower right-hand panel. The solid curves are the measurements from the MXXL mock, for the red 
and blue samples, plotted in red and blue, respectively. Points with error bars are the luminosity function measurements from GAMA, taken from figs 8 and 
12 of McNaught-Roberts et al. ( 2014 ). The open circles indicate that the errors could not be reliably estimated. The dotted curves are Schechter fits to the 
measurements from GAMA, where the Schechter parameters are taken from fig. 13 of McNaught-Roberts et al. ( 2014 ). 
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ince the full sample of galaxies in the mock is complete to r = 20.2,
nd co v ers the full sky, we do not apply any completeness corrections.
he redshift range of the full sample is made slightly smaller than

he DDP sample to a v oid incompleteness at these boundaries (we use
 min = 0.059 and z max = 0.243). The local o v erdensity is 

8 = 

ρ − ρ̄

ρ̄
, (17) 

here ρ̄ is the mean density of DDP galaxies within the DDP volume
i.e. N DDP / V , where N DDP is the total number of DDP galaxies, and
 is the volume of the DDP sample between z min and z max ) 

.2 Luminosity function: environmental dependence 

he luminosity function is computed for galaxies in bins of δ8 using
 1/ V max weighting, where V max is the volume in which it is possible
o observe a galaxy with magnitude 0.1 M r and colour 0.1 ( g − r ).
he luminosity function curves are then normalized to take into
ccount the ef fecti ve volume of the different density bins. The densest
NRAS 516, 4529–4542 (2022) 
nvironments (with large δ8 ) only co v er a v ery small fraction of the
olume, while the fraction co v ered by low density environments is
uch larger. To calculate the fraction of the volume in each density

in, we generate a set of N r random galaxies which are uniformly
istributed across the sky, but with redshifts drawn from the galaxies
n the mock. The o v erdensity, δ8 , is calculated for the randoms using
he same set of DDP galaxies as before, and the luminosity function
s weighted by 1/ f δ , where 

 δ = 

N r,δ

N r 

. (18) 

ere, N r is the total number of randoms, and N r , δ , is the number of
alaxies in the δ8 bin. 

We compare the luminosity function in each density bin with a
eference luminosity function. We first measure the total luminosity
unction, φtot , in the mock, for galaxies in the same redshift range.
n each density bin, the reference luminosity function is then 

ref = 

1 + 〈 δ8 〉 
1 + 〈 δ8 , tot 〉 φtot , (19) 

art/stac2519_f11.eps


MXXL light-cone catalogue 4541 

w  

i  

f  

δ

〈

w  

n  

〈  

f  

c  

r
 

i  

R  

a
f  

G
h
i  

k
p
T  

t  

e  

f
a  

l
t
r
a  

t
h

5

W
i  

0
 

m  

M
t  

T

i  

a  

l  

i
f  

m
d  

b
m
g  

m  

4

r
−

r  

t

6

I  

g
(  

i

s  

w
p
a
w
n
r

 

w  

i  

i
i
t  

c  

s  

c  

p
m

 

M
m
b  

s  

M
d
d
l  

i  

t  

m  

s  

a  

m  

fi  

T
g
B
g  

c  

L  

m  

r

m  

n  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/516/3/4529/6694100 by U
niversity of D

urham
 user on 22 N

ovem
ber 2022
here 〈 δ8 〉 is the mean value of δ8 in each density bin, and 〈 δ8, tot 〉 ,
s a weighted mean of the δ8 of all galaxies, taking into account the
raction of the volume occupied by galaxies with dif ferent v alues of
8 (McNaught-Roberts et al. 2014 ). This is given by 

 δ8 , tot 〉 = 

∑ 

i δ8 ,i f δ,i ∑ 

i f δ,i 
, (20) 

here the volume fraction, f δ, i , is e v aluated from the randoms in
arrow bins of density (using equation 18 ). We obtain a value of
 δ8, tot 〉 = 0.026, which is slightly larger than the value of 0.007
ound in McNaught-Roberts et al. ( 2014 ). Since both numbers are
lose to zero, this has a negligible impact on the normalization of the
eference luminosity function. 

The luminosity function in the mock split into four density bins
s shown in the upper panel of Fig. 10 , as in fig. 6 of McNaught-
oberts et al. ( 2014 ), where the highest density is shown in black,
nd lowest density in blue. The solid curves are the measurements 
rom the MXXL mock, and the points with error bars are from
AMA. These are in good agreement, particularly for the lowest and 
ighest density samples, while for the intermediate densities, there 
s a slight difference in the shape of the luminosity function at the
nee. The dotted line is the reference luminosity function. The lower 
anel shows the ratio of each luminosity function to the reference. 
he shape of the different curves is very similar to what is seen in

he GAMA data in McNaught-Roberts et al. ( 2014 ). At the bright
nd, there is a clear trend in shape with density, where luminosity
unction falls off more rapidly with decreasing density. There are 
lso differences in shape at the faint end, with the lowest density
uminosity function having a steeper slope. The dashed lines show 

he effect of removing the unresolved haloes, which were positioned 
andomly in the light cone. Since they are randomly positioned, they 
re much more likely to be in low density regions, greatly reducing
he faint end slope for the blue curve (underdense regions), while 
aving a negligible effect on the black curve (overdense regions). 

.3 Luminosity function: colour dependence 

e also calculate the luminosity in different environments, split 
nto red and blue galaxies. This colour split is done with the cut
 ( g − r ) = 0.63, where we convert the rest-frame colours in the
ock to the reference redshift z ref = 0 using equation ( 15 ). As in
cNaught-Roberts et al. ( 2014 ), the evolutionary correction applied 

o the absolute magnitudes is different for the red and blue galaxies.
his E -correction uses Q 0, red = 0.80 and Q 0, blue = 2.12. 
The luminosity function, split by environment and colour, is shown 

n Fig. 11 . The solid curves are the measurements from the mocks,
nd the dotted lines are Schechter fits to the GAMA data, with the
owest densities in the top left-hand panel, and the highest densities
n the bottom right-hand panel. The Schechter parameters are taken 
rom fig. 13 of McNaught-Roberts et al. ( 2014 ). 4 The galaxies in the
ock catalogue show good agreement with the trends in the GAMA 

ata. In each panel, the slope at the faint end, α, is ne gativ e for
lue galaxies and positive for red galaxies, and the characteristic 
agnitude, M ∗, is smaller for the blue galaxies. Bright central 

alaxies are more likely to be red, while faint satellite galaxies are
ore likely to be blue. The agreement between mock and data, is
 The α parameters in fig. 13 of McNaught-Roberts et al. ( 2014 ) are provided 
elative to a reference Schechter function, with αtot, red = −0.38 and αtot, blue = 

1.37. 
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emarkably good, given that the mock was not tuned to reproduce
hese quantities. 

 C O N C L U S I O N S  

n this paper, we present an updated version of the MXXL mock
alaxy catalogue, which was originally described in Smith et al. 
 2017 ). Sev eral impro v ements hav e been made to the mock to
mpro v e agreement with measurements from data. 

We test different methods for interpolating haloes between snap- 
hots to build a light cone. This includes cubic interpolation, which
as used in the original MXXL mock, linear interpolation, where 
ositions and velocities are interpolated independently, a constant 
cceleration interpolation, which is like linear interpolation but 
ith positions that are consistent with the velocities, and finally 
o interpolation, using a single simulation snapshot at the median 
edshift of the galaxy sample. 

We find that cubic interpolation leads to e xtreme v elocities half
ay between snapshots. There are differences in the set of particles

dentified as belonging to the halo at each snapshot, which leads to
nconsistencies in the positions and velocities of the halo. Linear 
nterpolation and constant acceleration interpolation do not have 
hese issues. We see differences at small scales ( ∼0.6 h −1 Mpc)
ompared to a mock with no interpolation, built from a single
napshot. This is due to our implementation of halo mergers when
onstructing the light cone. In redshift space, this difference is small,
articularly when satellite haloes are also included. In the new MXXL 

ock catalogue, we adopt linear interpolation. 
The assignment of 0.1 ( g − r ) colours to galaxies in the original
XXL mock was done using a parametrization of the SDSS colour–
agnitude diagram, which was modified to add evolution and to 

etter agree with the distributions measured in data from the GAMA
urv e y. While the rest-frame colour distributions in the original
XXL mock are in reasonable agreement with GAMA, small 

ifferences are much more apparent in the observer-frame colour 
istributions, particularly at faint magnitudes, close to the magnitude 
imit of r = 19.8. In order to impro v e the colour distributions
n the mock, we fit a new set of colour distributions directly to
he GAMA data. The bimodal colour distribution, in each bin of

agnitude and redshift, is described well as a double Gaussian. In
everal bins of redshift, we fit a broken linear function to the mean
nd rms of the red and blue sequences, as a function of absolute
agnitude, in addition to the fraction of galaxies that are blue. These
ts also take into account incompleteness at the faint limit of GAMA.
hese new colour distributions are used when assigning colours to 
alaxies in the updated mock, interpolating between redshift bins. 
oth the rest-frame and observer-frame colour distributions show 

ood agreement with the GAMA data, which is greatly impro v ed
ompared to the original mock, and also with BGS targets in the DESI
e gac y Imaging Surv e ys. We e xtrapolate the colour distributions to
agnitudes fainter than r = 19.8, and the agreement with DESI

emains good. 
We compare the colour-dependent clustering in the mock with 
easurements from SDSS and GAMA at a range of redshifts. The

ew colour distributions impro v e the relativ e clustering of the red
nd blue galaxies. We also compare the angular clustering with BGS
argets from the Le gac y Imaging Surv e ys. The o v erall clustering
mplitude is slightly higher for the brightest samples, and the colour-
ependent clustering shows good agreement with the data. 
We also investigate how the luminosity function of galaxies in 

he mock depends on environment and colour. Since the HODs used
o construct the mock depend on halo mass, and colour assignment
MNRAS 516, 4529–4542 (2022) 
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epends on magnitudes, an environmental dependence is indirectly
dded to the mocks, but it is not guaranteed that this matches
he measurements from data. We measure the local o v erdensity of
alaxies by using a density defining population (DDP) of galaxies,
nd counting the number within a sphere around each galaxy of
adius 8 h −1 Mpc. We find that the trend of the luminosity function
ith environment agrees well with GAMA, although there are

ome differences in the o v erall shape of the luminosity function
t intermediate densities. When the luminosity function is also split
y colour, the trends in the mock show good agreement with the
AMA measurements. 
The mock only contains r -band magnitudes and g − r colours.

o we ver, mock galaxies could be matched to BGS galaxies, magni-
udes and colours in other bands to be assigned. In Dong-P ́aez et al.
 2022 ), this is done on SDSS mocks built from the Uchuu simulation.
y matching galaxies in the mock to the data, based on absolute
agnitude, colour and redshift, the mock galaxies can be assigned
agnitudes in other bands, stellar masses, and star formation rates.
his works well at reproducing the correct distributions for these
uantities in the mock. 
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