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A B S T R A C T 

Characterization of atmospheric optical turbulence is crucial for the design and operation of modern ground-based optical 
telescopes. In particular, the ef fecti ve application of adaptive optics correction on large and extremely large telescopes relies on 

a detailed knowledge of the pre v ailing atmospheric conditions, including the vertical profile of the optical turbulence strength 

and the atmospheric coherence time-scale. The Differential Image Motion Monitor (DIMM) has been employed as a facility 

seeing monitor at many astronomical observing sites across the world for several decades, providing a reliable estimate of the 
seeing angle. Here, we present the Shack–Hartmann Image Motion Monitor (SHIMM), which is a development of the DIMM 

instrument, in that it exploits differential image motion measurements of bright target stars. Ho we ver, the SHIMM employs a 
Shack–Hartmann wavefront sensor in place of the two-hole aperture mask utilized by the DIMM. This allows the SHIMM to 

provide an estimate of the seeing, unbiased by shot noise or scintillation effects. The SHIMM also produces a low-resolution 

(three-layer) measure of the vertical turbulence profile, as well as an estimate of the coherence time-scale. The SHIMM is 
designed as a low-cost, portable instrument. It is comprised of off-the-shelf components so that it is easy to duplicate and well 
suited for comparisons of atmospheric conditions within and between different observing sites. Here, the SHIMM design and 

methodology for estimating key atmospheric parameters will be presented, as well as initial field test results with comparisons 
to the Stereo-SCIntillation Detection And Ranging instrument. 

K ey words: atmospheric ef fects – site testing – instrumentation: adaptive optics. 
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 I N T RO D U C T I O N  

tmospheric turbulence induces rapidly changing distortions and 
otion of stellar images from ground-based telescopes. This means 

or short-exposure images the point spread function (PSF) will 
ecome ‘speckled’. In the long-e xposure re gime, these av erage to
roduce the seeing-limited PSF with a full width at half-maximum 

FWHM; i.e. the ‘seeing angle’) of typically 0.5–2 arcsec at a good
bserving site. Turbulence at high altitudes also induces intensity 
uctuations of the starlight, known as ‘scintillation’. The angular 
esolution and photometric signal-to-noise ratio (SNR) for astronom- 
cal imaging therefore depend on the properties of the atmosphere 
uring an observation. The total optical turbulence strength can also 
e characterized in terms of the optical coherence length or Fried 
arameter ( r 0 ). 
It is important to emphasize that the altitude and strength of

urbulent layers affect observations in different ways. Seeing results 
rom all turbulent layers in the atmosphere, whereas scintillation 
redominately results from high- or strong mid-altitude turbulence. 
herefore, it is possible to have poor seeing (i.e. a large seeing angle)
ut low scintillation noise if the integrated atmospheric turbulence 
s dominated by low altitudes. Knowledge of the vertical optical 
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urbulence profile (OTP), as well as the o v erall seeing quality, is
herefore useful for quality control and queue scheduling of ob- 
ervations, as well as for site characterization and selection. In most
ethods of adaptive optics (AO) correction, the OTP also determines 

he isoplanatic angle ( θ0 ) for ef fecti ve correction. The coherence time
 τ 0 ) of the atmosphere, determined by the wind speed associated
ith the turbulent layers, is also a critical parameter for AO-assisted
bservations. 
The most commonly used seeing monitor is the Differential Image 
otion Monitor (DIMM), which typically utilizes a small auxiliary 

elescope at an observing site. The DIMM measures the differential 
otion between images of a bright target star produced by two sub-

pertures defined by a telescope aperture mask. Since it employs a
ifferential method, measurements are insensitive to tracking errors, 
elescope shake, or other static optical aberrations that have an equal
ffect on the two images (Sarazin & Roddier 1989 ; Wilson et al.
999 ). Ho we ver, the turbulence causes small differential motions
f the images (O’Donovan et al. 2003 ). The differential motion is
sually calculated from the centroids of the pixel intensity values 
or each of the two images formed on the detector. The variance
f the differential motion yields an estimate for r 0 . The DIMM
onitor is sensitive to bias by the effects of scintillation. Strong

cintillation due to high-altitude turbulence reduces the observed 
ifferential image motion for the small sub-apertures, so that the 
eeing angle is systematically underestimated (Tokovinin & Kornilov 

http://orcid.org/0000-0001-5579-9487
http://orcid.org/0000-0002-6122-7052
http://orcid.org/0000-0002-2853-0834
http://orcid.org/0000-0002-9079-1883
http://orcid.org/0000-0002-8985-4277
http://orcid.org/0000-0002-6894-6172
mailto:sperera@ucsd.edu


5476 S. Perera et al. 

M

2  

t  

t  

t  

c  

n
 

p  

e  

w  

m  

n
 

f
H  

w  

t  

T  

t  

s  

O  

a  

b  

a  

E  

a  

a  

a
 

p  

s  

c  

T  

e  

d  

i  

p  

a  

S  

S  

h

2

F  

m  

a  

(  

s  

t  

e  

t  

1

r

w  

i  

c  

p  

l  

a  

(

�

T  

s  

u

θ

w

h

T  

a

τ

w

v

w  

a  

A  

o  

r  

t  

c
 

f  

a  

a  

k  

p  

fl  

o  

t  

o
 

t  

t  

c  

d  

i  

t  

o  

n

σ

w  

t  

g
 

u  

s  

r  

t  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/520/4/5475/7035601 by U
niversity of D

urham
 user on 24 M

ay 2023
007 ). The classical DIMM does not provide a profiling capability;
herefore, an external measure of the OTP would be needed to correct
his effect. In addition, accurate application of the DIMM method
o estimate r 0 requires careful estimation of the noise level in the
entroid values resulting from the shot noise of the signal and detector
oise. 
A number of variations of the DIMM design have been developed

reviously, e.g. the Generalized DIMM (Aristidi et al. 2014 ), which
mploys a three-hole aperture mask and measures seeing in the same
ay. The Hartmann DIMM (Bally et al. 1996 ) employs a Hartmann
ask in order to utilize more of the telescope aperture, with a larger

umber of sub-apertures. 
The Shack–Hartmann Image Motion Monitor (SHIMM) is a

urther development of the DIMM principle, employing a Shack–
artmann wavefront sensor (SHWFS) instead of an aperture mask
ith isolated sub-apertures. The lenslet array of the SHWFS divides

he re-imaged aperture of the telescope into a grid of sub-apertures.
he SHIMM therefore utilizes more of the telescope aperture than

he traditional DIMM, reducing the statistical noise for seeing mea-
urements. The SHIMM provides a low-resolution estimate of the
TP, determined from the o v erall seeing strength, scintillation index,
nd the correlation of the scintillation-induced intensity fluctuations
etween the sub-apertures of the wavefront sensor (WFS). This
llo ws the ef fect of scintillation on the estimate of r 0 to be corrected.
quipped with a suitable high-frame rate detector, the SHIMM can
lso estimate τ 0 , via measurement of the power spectrum of the
tmospherically induced defocus of the wavefront at the telescope
perture. 

The SHIMM has been developed as a low-cost, compact, and
ortable seeing monitor that can be duplicated easily and inexpen-
ively. It is therefore well suited for comparisons of the atmospheric
onditions around a large observing site or between two or more sites.
he rele v ant theory describing atmospheric optical turbulence and its
ffects on astronomical imaging will be summarized in Section 2 . The
esign and technical details of the SHIMM instrument are described
n Section 3 . The methodology used to estimate key atmospheric
arameters, i.e. r 0 , τ 0 , and θ0 , and the results of numerical simulations
re presented in Section 4 . Finally, the on-sky performance of the
HIMM is discussed in Section 5 , along with comparisons with
tereo-SCIntillation Detection And Ranging (Stereo-SCIDAR), a
igh-resolution profiling instrument. 

 O P T I C A L  T U R BU L E N C E  PA R A M E T E R S  

or optical propagation through turbulence, characterized by Kol-
ogorov statistics, the vertical profile of optical turbulence strength

s a function of the height of the turbulent layer abo v e the observatory
h ; hereinafter referred to as altitude) is defined by the refractive index
tructure parameter C 

2 
n ( h ). The total integrated turbulence between

wo altitudes is defined as J = 

∫ h 2 
h 1 

C 

2 
n d h . Integrating the optical

ffects of the turbulence o v er the full extent of the atmosphere leads
o the definition of the coherence length or Fried parameter (Hardy
998 ): 

 0 = 

(
0 . 423 k 2 sec ( Z) 

∫ ∞ 

0 
C 

2 
n ( h ) d h 

)− 3 
5 

, (1) 

here k = 2 π / λ is the wavenumber, λ is the wavelength, and Z
s the zenith angle. The Fried parameter is a key measurement for
haracterizing atmospheric seeing. It defines the maximum telescope
upil diameter for which the angular resolution remains diffraction
imited in the presence of optical turbulence (Fohring 2014 ). For
NRAS 520, 5475–5486 (2023) 
ll telescopes with diameters larger than r 0 , the angular resolution
FWHM of the long-exposure PSF) is seeing limited and is given by 

FWHM 

= 0 . 98 
λ

r 0 
. (2) 

he isoplanatic angle is the angular size of the sky over which the
eeing-induced optical aberrations may be considered approximately
niform and is defined as 

0 = 0 . 314 
r 0 

h eff 
, (3) 

here h eff is the ef fecti ve turbulence altitude, defined as 

 eff = 

[ ∫ ∞ 

0 C 

2 
n ( h ) h 

5 
3 d h ∫ ∞ 

0 C 

2 
n ( h ) d h 

] 

3 
5 

. (4) 

he coherence time is a measure of the time-scale of the optical
berrations due to turbulence, defined as 

0 = 0 . 314 
r 0 

v eff 
, (5) 

here v eff is the ef fecti v e wind v elocity of the turbulence, defined as 

 eff = 

[ ∫ ∞ 

0 C 

2 
n ( h ) V ( h ) 

5 
3 d h ∫ ∞ 

0 C 

2 
n ( h ) d h 

] 

3 
5 

, (6) 

here V ( h ) denotes the velocity profile with altitude. The isoplanatic
ngle and the coherence time are key parameters for the application of
O correction for astronomy. The isoplanatic angle defines the field
f view o v er which wav efront corrections, determined for a single
eference direction, will be valid. The coherence time determines
he required minimum temporal sampling of the AO for ef fecti ve
orrection. 

Scintillation is the spatio-temporal intensity fluctuation that results
rom the optical propagation of wavefronts that have acquired phase
berrations due to atmospheric turbulence. The propagation of the
berrated wave creates a pattern of spatial intensity fluctuations,
nown as ‘flying shadows’, across the telescope aperture (pupil
lane). With respect to astronomical photometry, this creates random
uctuations of the measured intensity as light is deviated into or out
f the telescope aperture. Since wind mo v es the turbulence across
he field of view of the telescope, this causes temporal fluctuations
f the total integrated intensity of the image (Osborn et al. 2011 ). 
The magnitude and spatial scale of the intensity fluctuations due

o scintillation increase with the strength and propagation distance to
he telescope and hence the altitude of the turbulent layers. The
haracteristic scale of the flying shadows in the pupil plane is
etermined by the Fresnel radius ( r F = 

√ 

λh sec ( Z) ). As the altitude
ncreases so does the spatial scale of these patterns, as well as
he intensity variations at the pupil plane. The magnitude of the
ptical intensity fluctuations due to scintillation is quantified by the
ormalized variance of the signal or scintillation index 

2 
I = 

∑ 〈 I 2 〉 − 〈 I 〉 2 
〈 I 〉 2 , (7) 

here I is the intensity and 〈〉 denotes time averaging. The RMS pho-
ometric noise (fractional intensity fluctuation) due to scintillation is
iven by 

√ 

σ 2 
I (Osborn et al. 2015 ). 

Scintillation noise makes a significant contribution to the o v erall
ncertainty of photometric measurements with ground-based tele-
copes (Fohring 2014 ). The scintillation noise variance is greatly
educed by spatial av eraging o v er a large telescope aperture and by
emporal av eraging o v er a long e xposure. Ho we ver, since shot noise is
lso reduced similarly, scintillation remains the limiting factor in the
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Figure 1. The SHIMM (with additional FASS optics) at Cerro Paranal, Chile, 
at the site of the VLT (Guesalaga et al. 2016 ). 
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Table 1. Hardware specifications for the prototype SHIMM. 

Features Specifications 

Telescope 
Model: Celestron CGEM 9.25 inch f /10 Schmidt 

Cassegrain 
Aperture: 9.25 inches 
f number: f /10 
Mount: VX Mount 
Mount operation: Durham SLODAR scripts operated on the 

SHIMM NUC computer 
Autoguiding RS232 controlled relay board implementing 

offsets provided by WFS measurement 
SHIMM 

Optics 
Collimator: Achromat lens with a focal length of 30 mm 

Lenslet array: Lenslet array with a pitch of 0.5 mm and a 
focal length of 15.3 mm 

Lens cage: Lens mounts and translation and rotation 
stages 

Detector 
Model: 1288 × 728 Mono Point Grey 092SM-CS 

Blackfly GigE camera 
Lens mount: CS-Mount 
Pixel size: 4.08 μm 

Frame rate: 30 Hz 
Read noise: 8.28 e −
Quantum efficiency: 52 per cent (at 525 nm) 
ROI: 728 × 728 
Exposure time: 2 ms 
Image scale: 0.71 arcsec per pixel 
PC 

Hardware: Mini PC Intel Nuc 
OS: Ubuntu 12.0 
Sub-apertures 
Size: 4.1 cm × 4.1 cm 

# used: 12 

Achromatic 
Lens

Lenslet Array

Rotation  
Stage

Light from   
Telescope

Focused   
Spots

X/Y Translation  
Stage

CCD 
Camera

Figure 2. Image of the SHIMM WFS optics, comprised of an achromatic 
lens and lenslet array. The orientation of the spot pattern imaged on to the 
CCD can be altered with the rotation mount. The alignment of the lenslet 
array with respect to the telescope aperture is adjusted using the translation 
stage. 
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recision of photometric measurements of bright stars, in all cases. 
ence, the scintillation index is also a key parameter for atmospheric 

haracterization for astronomy. 

 T H E  SHIMM  INSTRU MENT  

he SHIMM instrument comprises a telescope equipped with an 
HWFS module. Fig. 1 shows an image of the SHIMM (with 
dditional Full Aperture Seeing Sensor, FASS, optics) at Paranal 
bservatory, Chile. WFS images are recorded for bright star targets 
sing very short exposures ( ∼1–2 ms) at a frame rate of a few tens
f Hz to sample the statistics of the rapidly changing atmospheric 
ptical aberrations. An important goal was to develop an instrument 
hat is easily portable, at a relatively low cost and that could be easily
eplicated. Hence, the SHIMM is based on small-aperture telescopes 
nd exploits off-the-shelf components. Table 1 summarizes the 
omponents and hardware parameters of the prototype SHIMM 

nstrument. 
The configuration of the SHWFS is shown in Fig. 2 . Light gathered

rom the target star at the focus of the telescope is collimated by an
chromatic lens. A lenslet placed at the optical conjugate of the 
elescope primary mirror divides the projected telescope aperture 
rea into a grid of sub-apertures and focuses the resulting array of
ub-images on to the detector. A small translation stage is used to
entre the lenslet array relative to the projection of the telescope 
perture. A rotation stage then allows the WFS image pattern to be
ligned with respect to the detector. 

A key aspect of the SHIMM design is to define and optimize
he pattern of WFS sub-apertures projected across the telescope 
perture. The WFS must provide sufficient sampling, in terms of the 
umber of sub-apertures across the telescope aperture, to measure 
he lowest order Zernike modes of the turbulent aberration, including 
he second-order defocus mode. Ho we ver, increasing the number 
f WFS sub-apertures reduces their individual projected diameter 
or a given telescope aperture size. For smaller sub-apertures, the 
f fecti ve area and hence the signal acquired in each sub-image are
educed, and the angular size of the WFS sub-images (or ‘spots’)
ue to diffraction increases. This results in poor SNR of the centroid
easurements and small image motions relative to the FWHM of the 

pots themselves. In addition, it is desirable to maximize the fraction 
f the telescope aperture area utilized for WFS measurements, and 
ith minimal vignetting of individual WFS sub-apertures by the 

dges of the aperture and by secondary mirror obscuration. 
The WFS projection chosen for the prototype SHIMM instrument 

s shown in the left-hand panel of Fig. 3 . For this analysis, only
he fully illuminated central 12 sub-apertures were used. Ho we ver, 
epending on the degree of vignetting, additional sub-apertures could 
e included. The right-hand panel of Fig. 3 shows the resulting
MNRAS 520, 5475–5486 (2023) 
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M

Figure 3. (Left) Illumination pattern of the square sub-apertures of the WFS 
mapped on to the SHIMM telescope aperture. The outer and inner circles 
indicate the edges of the primary and secondary mirrors. The dark line 
grid indicates the fully illuminated sub-apertures. (Right) The resulting spot 
pattern formed on the detector. Note that the image has been stretched to 
highlight the pattern. 
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FS image for a bright target star. When deployed on the 9.25
nch telescope, for this WFS configuration each sub-aperture has
 projected length of 4.1 cm. There is then an adequate SNR
or wavefront sensing for target stars of magnitude V = 2 or
righter. For this limiting magnitude, and ele v ations above 60 ◦, it
as calculated that 96 and 83 per cent night-time sk y co v erage is
ossible at Roque de los Muchachos Observatory, La Palma, and
aranal Observ atory, Chile, respecti vely. Lo wer ele v ation results in

ncreased turbulence strength and scintillation. Ho we ver, by reducing
he minimum ele v ation or using slightly fainter targets continuous
ight-time observations are possible. 
The SHIMM requires short-exposure images at a frame rate that

an sample the changing atmosphere. It therefore needs a detector
ith a relati vely lo w readout noise and a frame rate at least of the order
f a few tens of Hz. With these criteria and a low-cost requirement, the
92SM-CS Blackfly camera was chosen for the prototype SHIMM. 
Software for data acquisition, real-time data analysis, and the

isplay was developed for the SHIMM and operated on a compact
TX mini PC running a Linux operating system. Target acquisition
as performed manually, but autoguiding of the telescope was

mplemented automatically using offsets calculated from the global
osition of the WFS pattern on the detector. 
Wind-shake and vibration can be problematic for seeing instru-
ents using small portable telescopes, including the DIMM and
HIMM. Since a differential image motion method is used, the
easurements are not biased by small telescope guiding and wind-

hake errors. Ho we ver, high wind speeds can result in very fast
otions, such that the WFS images are significantly ‘smeared’ within
 single exposure. Large excursions may also cause the WFS pattern
o be lost from the field of view entirely. To reduce these effects, a
ortable windbreak enclosure was employed to shield the SHIMM
onitor during high local winds. 

 DATA  ANALYSIS  

.1 Estimating the Fried parameter ( r 0 ) 

he Fried parameter can be estimated from the SHIMM WFS data
sing the method described by Butterley et al. ( 2006 ) for the SLOpe
etection and Ranging (SLODAR) instrument, where a theoretical
odel is fitted to the time-av eraged autoco variance of the centroid

alues for a range of spatial separations within the WFS array.
he theoretical autocovariance map can be generated via numerical

ntegration for a given WFS geometry and sub-aperture size. 
NRAS 520, 5475–5486 (2023) 
For small sub-apertures, such as those used in the prototype
HIMM instrument, the shape of the autocovariance function will
e affected by scintillation such that a correction is required, as
escribed in Section 4.3 . In the first instance, the measurement of
 0 without taking into account the effects of scintillation on the
utocovariance of the centroids is described. 

SHWFS images are typically recorded in packets of a few hundred
rames at a frame rate of a few tens of Hz, with an exposure time
f 1–2 ms. Each data set, which yields a single seeing measurement,
omprises one or more sequential packets spanning a duration of a
ew tens of seconds. Due to the large number of frames used for
 single measurement ( N ∼ 300–1500), the statistical noise will be
1 / 

√ 

N ∼ 3 –5 per cent . The centroids are determined for each WFS
pot within each frame of the data set by using the standard centre-
f-mass equation. A sub-region of pixels is defined for each spot and
n intensity threshold is applied (such that e verything belo w is set
o zero) to reduce the influence of readout noise on the centroid
easurements. Applying an intensity threshold can result in an

naccurate estimate of r 0 . Therefore, the choice of the threshold was
ptimized for the prototype SHIMM to minimize this effect. This
esulted in a less than 1 per cent o v erestimate of r 0 for values greater
han 0.1 m. 

Common spot motions due to wind-shake and telescope guiding
rrors are remo v ed by subtracting the mean of the centroids o v er
ll WFS spots for each frame. As a result, common tip–tilt motions
nduced by the atmosphere are also remo v ed. The calculation of the
heoretical autocovariance map also assumes that common motions
re fully remo v ed (Butterle y et al. 2006 ). The mean centroid for each
ub-aperture o v er the duration of the data set is then subtracted, in
rder to remo v e an y static or v ery slo wly v arying aberrations of the
elescope and WFS optics. Under typical wind speeds, the centroids
or small WFS sub-apertures are expected to average to zero within
econds. 

Finally, the spatial autocovariance of the x - and y -centroids is
alculated separately as 

 δi,δj = 〈 C i,j C 

′ 
i ′ ,j ′ 〉 , (8) 

here C and C 

′ 
are the centroids at sub-aperture position [ i , j ] and

 i 
′ 
, j 

′ 
], respectively. The spatial offsets between the sub-apertures,

n units of the sub-aperture diameter, are given as δi and δj . The
utocovariance map is created by calculating this for every possible
ub-aperture separation of the WFS array. 

The value of r 0 is determined by fitting the theoretical autocovari-
nce model to a one-dimensional slice cut through the covariance
ap at δi = 0 or δj = 0 for x - and y -centroids, respectively. In

rinciple, the fit can be made to the full autocovariance map in two
imensions. Ho we ver, the SNR of the covariance map (which is
ominated by statistical noise) reduces as you mo v e a way from the
entre. From numerical simulations, it was found that utilizing the full
utocovariance did not improve the precision of seeing measurements
ith the SHIMM for data packets of a few seconds duration. Fig.
 shows examples of the one-dimensional covariance maps for
imulated SHIMM data, demonstrating the expected variation as
 

−5 / 3 
0 . 

The fit to the autocovariance can be linearized by plotting the
easured ( A 

m 

δi,δj ) versus theoretical ( A 

t 
δi,δj ) autocovariances. Noting

hat the autocovariance is symmetrical about δi = 0, then 

 

m 

δi,δj = A 

t 
δi,δj 

( r 0 

d 

)− 5 
3 

, (9) 

here d is the size of the sub-aperture. The linear relationship is
hown in Fig. 4 for simulated SHIMM data. 

art/stad339_f3.eps
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Figure 4. Autocov ariance v alues for simulated data, assuming Kolmogorov 
turbulence, for centroids in one dimension only. (Left) A 1D slice of the 
autocovariance map at δj = 0. (Right) The relationship between the theoretical 
autocovariance ( A 

t 
δi,δj ) and the autocovariance for simulated WFS data 

( A 

m 
δi,δj ), where δj = 0 and δi = 0, 1, 2, and 3. The blue, green, and red 

markers indicate results for different r 0 values of 0.041, 0.082 and 0.123 m, 
respectively. The broken lines indicate the linear fit and the black solid line 
is x = y . The error bars represent the statistical uncertainty of the simulation, 
which is the only noise source. 

Figure 5. (Left) Example A 

m 
δi,δj , where δj = 0, for simulated WFS data 

including shot noise. The dashed red line indicates the fit to the data in the 
case of zero noise. (Right) Shows the effect noise has on the linear fit between 
A 

t 
δi,δj and A 

m 
δi,δj , where δj = 0. The dashed lines indicate the linear fit when 

the measured zero-offset point ( j = i ) is excluded from the fit. The crosses 
indicate the estimated centroid variance in the absence of shot noise. 

W  

n
e
e
c
i

〈

w  

s  

o  

d
e  

F  

i  

r
d
c
fi
s
δ  

F  

t  

−  

d

4

T
m
t
n
r
b
s  

C
w  

c  

(  

S  

b  

e  

t  

S
t  

s  

W  

m
a  

a
m

a  

a  

i  

r  

w
a  

g  

w

n
b
t
t
s  

b

C

w

A

B

a  

T  

t  

s

i
s
q  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/520/4/5475/7035601 by U
niversity of D

urham
 user on 24 M

ay 2023
Significant sources of noise in measuring the centroids of the 
FS spots include the shot noise of the signal and detector readout

oise. Since short-exposure images are used with bright sources, the 
ffects of sky background light and dark current are negligible. Any 
rror introduced by removing the individual mean centroid will also 
ontribute to the noise. The noise contribution to the autocovariance 
s given by 

 εl εk 〉 = 

{(
1 − 1 

n 

) 〈 ε2 
l 〉 if l = k 

− 1 
n 
〈 ε2 

l 〉 if l 	= k 
, (10) 

here ε is the noise in each centroid and subscripts l and k refer to the
ub-aperture positions of [ i , j ] and [ i 

′ 
, j 

′ 
]. These describe the slopes for

ne axis (i.e. x - or y- centroids). From equation ( 10 ), the effect of noise
ecreases as the number of sub-apertures of the WFS is increased, 
xcept in case of l = k (i.e. the centroid variance), as illustrated in
ig. 5 . For this reason, the central point from the autocovariance fit

s excluded so that the effect of noise on the estimate of r 0 is greatly
educed. The centroid noise level can be estimated and monitored (for 
ata quality control) by taking the difference between the measured 
entroid variance and its expected value extrapolated from theoretical 
t to the autocovariance. Since the prototype SHIMM only uses 12 
ub-apertures, according to equation ( 10 ), for autocovariances where 
i 	= δj the value of the autocovariance will be reduced by − 1 

n 
〈 ε2 

l 〉 .
ig. 5 demonstrates this for different noise levels. This means that
he fit will no longer intercept at the origin but will be offset by

1 
n 
〈 ε2 

l 〉 . Ho we ver, the gradient of the fit will remain unchanged, as
emonstrated in the left-hand panel of Fig. 5 . 

.2 Estimating the OTP 

he SHIMM provides a low-resolution estimate of the OTP by 
easuring the scintillation index for the WFS spots, together with 

he correlation of the scintillation intensity fluctuations between 
eighbouring sub-apertures. The use of scintillation intensity cor- 
elations in estimating the OTP from SHWFS data has previously 
een exploited by the optical turbulence profiler COupled SLodar 
cID AR (CO-SLID AR) deployed on a large ( ∼1.5 m) telescope.
O-SLIDAR is a crossed-beams method, similar to SLODAR, in 
hich the OTP is reco v ered from the cross-covariance of both the

entroids and the intensities of the WFS spots for a double star target
Robert et al. 2011 ). Another de velopment, kno wn as Single COupled
Lodar scID AR (SCO-SLID AR), e xploits the autoco variances of
oth the centroids and intensities for a bright, single star target, to
stimate the OTP using a WFS applied to a small telescope, similar
o the SHIMM (Vedrenne et al. 2007 ). The main difference to the
HIMM is that SCO-SLIDAR uses smaller sub-apertures so that 

he scintillation signal is stronger and is correlated o v er larger WFS
eparations, but a very bright target is needed and the FWHM of the

FS spots is larger and therefore will be less sensitive to the image
otions due to turbulence. For the SHIMM, larger sub-apertures 

re used, resulting in weaker scintillation. Ho we ver, the larger sub-
pertures permit the use of fainter targets and hence continuous 
onitoring. 
Atmospheric turbulence comprises contributions from layers at 

 range of altitudes, often including a strong ground layer. High-
ltitude turbulence results in the o v erestimation of r 0 . Therefore,
t is not possible to distinguish whether a measured value of
 0 results from a relatively strong but high-altitude layer or a
eaker low-altitude layer. For example, for the prototype SHIMM, 
 measured r 0 of 0.1 m could be due to a turbulent layer at the
round with r 0 = 0.1 m or a turbulent layer at 16 km altitude
ith r 0 = 0.065 m. 
For SHIMM data, measuring σ 2 

I and the correlation between 
eighbouring sub-apertures (Corr) makes it possible to distinguish 
etween the scenarios described earlier. Both the correlation and 
he scintillation index increase with propagation distance. Ho we ver, 
he correlation additionally increases with decreasing r 0 values. The 
cintillation index is calculated using equation ( 7 ). The correlation
etween neighbouring sub-apertures is given by 

orr = 

∑ 

( A × B) √ ∑ 

A 

2 × ∑ 

B 

2 
, (11) 

here 

 = I A − 〈 I A 〉 , (12) 

 = I B − 〈 I B 〉 , (13) 

nd I is the time-varying intensity of a single sub-aperture A or B .
he Corr values for the SHIMM data are calculated by averaging

he correlation o v er all instances where A and B are neighbouring
ub-apertures in either the x - or y -direction. 

A three-layer model at chosen fixed altitudes was created, empir- 
cally through simulation, such that three unknowns (the turbulence 
trength at these altitudes) are estimated from three measurable 
uantities: σ 2 

I , Corr, and the pre-corrected estimate of r 0 . Here, the
MNRAS 520, 5475–5486 (2023) 
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Figure 6. Illustration of the response of the SHIMM three-layer model of 
the OTP for a single turbulent layer at a range of altitudes, from numerical 
simulation of the prototype SHIMM instrument. As a single layer is placed 
at different altitudes the total turbulence strength of that layer is distributed 
among the three defined altitude bins, as shown. 
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Figure 7. Results from numerical simulations of the correction of r 0 
measurements for the effects of scintillation, with uncorrected (green) and 
corrected (blue) values of r 0 versus the known input r 0 . Each figure displays 
results for two turbulent layers at varying heights and a fixed ground layer. 
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odel is defined with layer altitudes of 0, 5, and 15 km, chosen
o each layer produces a distinguishable response in the SHIMM
easurements; i.e. the y hav e a close to orthogonal response in the
t. In more detail: 

(i) The ground layer (0 km) : The ground layer turbulence does
ot cause any scintillation effects, but does contribute to the total
ntegrated seeing and hence the magnitude of the centroid covariance.
urthermore, typically there is al w ays significant optical turbulence
t the surface level, resulting from the interaction of the wind with
he ground, and the heating or cooling effect of the ground on the air
bo v e it. 

(ii) The higher layer (15 km) : Higher altitude layers produce
trong scintillation and spatial intensity fluctuations on relatively
arge scales (a few cm), so there will be a larger value of σ 2 

I as well as
 significant correlation of the intensities between neighbouring sub-
pertures of the SHIMM. Typically, there is also strong turbulence
t the altitude of the jet stream, in the region between 10 and 20 km.

(iii) The middle layer (5 km) : Turbulence at intermediate altitudes,
pproximately 3–8 km, will produce moderate intensity fluctuations
ue to scintillation but without significant correlation between
eighbouring sub-apertures of the SHIMM. Hence, the SHIMM
easurements support the inclusion of a third, intermediate, layer

n the model, which is placed at 5 km. 

Fig. 6 illustrates the response of the SHIMM three-layer model
f the OTP for a single turbulent layer at a range of altitudes,
or simulated data. The response is not perfectly orthogonal. For
xample, for a layer placed exactly at 5 km the SHIMM model
laces 80 per cent of the turbulence strength in the 5 km output
ayer, with the remainder split evenly between the 0 and 15 km
ins. Ho we ver, the model is able to distinguish between turbulence
t the ground, at mid, and at high altitudes sufficiently well for a
umber of applications, for example, to give an accurate estimate of
0 for AO, and to correct the measurement of seeing for the effects
f scintillation. In addition, a low-resolution profile estimate of the
TP would be useful for site characterization and queue scheduling
nd to estimate the level of photometric noise from scintillation for
elescope observations. 
NRAS 520, 5475–5486 (2023) 
.3 Correction of the Fried parameter ( r 0 ) and estimating the 
soplanatic angle ( θ0 ) 

cintillation of the light from the target star leads to a reduction in
he variance of the measured centroid motions, as well as a change in
he autocovariance shape, for the small sub-apertures of the SHWFS.
his results in an o v erestimation of the value of r 0 . The same effect

s also rele v ant to the DIMM, which will also o v erestimate r 0 in the
resence of scintillation. This effect is discussed for the SLODAR
nstrument in Goodwin et al. ( 2007 ). 

The total measured integrated turbulence strength of the atmo-
phere, J m , can be derived from r 0 , according to equation ( 1 ). By using
he method described in the previous section, the turbulence strengths
t 5 and 15 km ( J 5 km 

and J 15 km 

, respectively) can be estimated.
f the turbulence strength is known at these individual layers, the
hange in the measured turbulence strength of that layer induced
y its propagation distance ( �J 5 km 

and �J 15 km 

) can be estimated
mpirically, through simulation. The sum of �J 5 km 

and �J 15 km 

is
qual to the total change of the measure turbulence strength and can
e subtracted from J m to derive the true total turbulence and therefore
he corrected r 0 . Fig. 7 shows the results of numerical simulations for
he value of r 0 estimated before and after correcting for scintillation,
or different turbulence profiles. The plots show results for example
hree-layer turbulent profiles, where the altitude profile is denoted
n each plot. A range of integrated turbulent strengths were used ( J
 100 × 10 −15 to 500 × 10 −15 m 

1/3 ) for turbulent layers at altitudes
f 5 and 15 km with a fixed turbulent strength of J = 50 × 10 −15 

 

1/3 at an altitude of 0 km. It should be noted that these profiles are
ntentionally high-altitude heavy for the purpose of amplifying this
ffect; this is not a typical profile. 

By comparing the values for r 0 before and after correcting for
cintillation, it can be seen that the estimated value of r 0 after
orrection is much closer to the input r 0 value. While the correction
s not al w ays exact, it is at least an order of magnitude impro v ement
n accuracy to the original estimation of r 0 . 

After correcting r 0 , the turbulence strength at 0 km can be derived
y subtracting the strength acquired from the altitudes at 5 and 15 km
rom the corrected total integrated strength. It is therefore possible to
stimate a low-resolution three-layer turbulence profile and therefore
0 according to equation ( 3 ). Fig. 8 shows simulated examples of
ow the input turbulence profiles are distributed in the three-layer
rofile. Though this is a low-resolution profile, the model can still
ccurately estimate the input θ0 within error. The error is given by the
ropagation of error from the uncertainty in the fit of the theoretical
odel. 
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Figure 8. Example results from numerical simulations of SHIMM mea- 
surements, for two different examples of the input turbulence profile (blue). 
The three-layer output turbulence profile (orange), with layers at altitudes 
of 0, 5, and 15 km (denoted by the black dashed lines), is fitted to the 
measured parameters of r 0 , scintillation index, and correlation produced 
by the simulation. The single broad bar on the right-hand side of each 
figure displays the total turbulence strength. The values of θ0 , calculated 
from the two profiles, are noted on the left abo v e each figure. 
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Figure 9. (Left) Illustrates the method for measuring the wind speed. An 
example spectrum of the defocus term taken from the WFS slopes (blue) 
from a simulated single turbulent layer travelling at 15 m s −1 . The red line is 
the smoothed version of the data and the black markers indicate the sampling 
frequencies used for estimating the wind speed. (Right) Demonstrates how 

this method can be used, by assuming that each marker represents a turbulent 
layer of particular strength and speed (green spectra). The sum of these 
individual spectra will form a spectrum (red) similar to the original spectrum 

(blue). 
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.4 Estimating coherence time ( τ 0 ) 

nowledge of τ 0 is important for characterizing the atmospheric 
onditions since it measures how fast the turbulence is evolving. 
s described by equation ( 5 ), τ 0 is inversely proportional to the

f fecti ve wind-blo wn turbulence velocity ( v eff ), which is defined
y equation ( 6 ). In order to estimate τ 0 , the SHIMM required a
amera with a faster frame rate. The prototype SHIMM was therefore 
pgraded to an 11 inch-aperture telescope and utilized a 640 × 480 
ono Prosillica GE 680 camera. This increased the number of sub-

pertures used from 12 to 20 and sub-aperture size from 4.1 to 4.7 cm.
he description of the method for estimating τ 0 presented here is for

his updated prototype SHIMM. 
The ef fecti v e wind v elocity can be estimated by acquiring the

ower spectrum of the Zernike defocus mode of the wavefront 
berration. The defocus term has been used previously by the FAst 
Efocus monitor instrument to estimate τ 0 by employing a small 

elescope with a central obstruction to produce a ring-like defocused 
mage (Tokovinin et al. 2008 ). Here, ho we ver, the Zernike analysis
s applied to the WFS centroid data. 

The first-order Zernike modes of the atmospheric aberration, 
epresenting the angle of arri v al fluctuations of the starlight or tip/tilt
f the wa vefront, ha ve the largest variance. Hence, in principle, the
ower spectrum of the first-order modes would provide the highest 
NR for the estimation of τ 0 . Ho we ver, the tip/tilt modes include

he effects of telescope shake and guiding errors, which cannot be 
istinguished from the atmospheric contribution. Therefore, τ 0 is 
stimated from the power spectrum of the second-order defocus at- 
ospheric term, which is unaffected by telescope shake and guiding 

rrors. Furthermore, the defocus mode has circular symmetry so that 
ts shape is independent of the wind direction relative to the WFS;
his was verified in simulation. The SHWFS slopes are converted into 
ernike coefficients via an interaction matrix describing the local 
radient of each Zernike mode across each sub-aperture, which can 
e analytically computed from gamma matrices (Noll 1976 ; Townson 
t al. 2017 ). The dot product of the pseudo-inverse of this matrix
ith measured slopes then provides the Zernike decomposition for a 
articular frame. 
Utilizing a linear-log scale, to display a normalized power 

pectrum, emphasizes the sharp localization of the energy at peak 
requency ( f peak ) (Hogge & Butts 1976 ). This is defined as 

 

norm = 

f � ( f ) ∫ 
� ( f ) d f 

, (14) 

here � ( f ) is the power spectrum of the defocus term. In addition,
he area under the curve is equal to the total energy of the power
pectrum (Roddier et al. 1993 ). The parameter f peak is related to the
elocity by 

 peak = γ
V ( h ) 

d 
, (15) 

here γ is a constant factor related to the WFS geometry. 
In practice, the measured power spectrum will comprise con- 

ributions from multiple turbulent layers of the atmosphere, each 
haracterized by its wind speed and optical turbulence strength. One 
ay of determining v eff is by fitting a linear sum of se veral po wer

pectra to the measured spectrum. Ho we ver, a dif ferent method was
ev eloped that pro v ed, in simulation, to be more robust for profiles
ith many non-distinct turbulent layers. 
The method adopted here is illustrated in Fig. 9 . First, the data

re smoothed (depicted by the red line) by using a moving average
f the power spectrum to reduce the scatter. Since there are fewer
amples at low frequencies, the moving average is completed in 
wo parts for frequencies abo v e and below log(0.5), where each is
v eraged o v er a different number of samples. An interpolation was
sed to obtain points at equal intervals (for example, those denoted
y the black arrow markers in the left-hand panel of Fig. 9 ). Each
arker assumes a power spectrum of particular strength and speed. 
umming these individual spectra forms a power spectrum similar 

o that of the original power spectrum. A value for v eff is then found
ia the weighted sum of these contributions, using equation ( 6 ). 
OTPs with more than one layer will result in the superposition

f multiple peaks, each corresponding to a different layer. Fig. 10
left) shows a simulated example of this, for a two-layer profile
ith distinct turbulent layers. Fig. 10 (right) shows the results when

pplying the same method described earlier but with two-layer 
urbulence profiles. The error in these values is due to the uncertainty
n the interpolation given by a weighted sum of the squared residuals
f the spline approximation. The simulations indicate that this 
ethod works for velocity profiles with wind speeds less than 25 m

 

−1 . For the 200 Hz frame rate of the Prosillica camera and 11 inch-
MNRAS 520, 5475–5486 (2023) 
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Figure 10. (Left) Illustrates the method for measuring the wind speed for an 
example spectrum of the defocus Zernike term (blue) from a simulated two- 
turbulent layer profile travelling at 5 and 15 m s −1 , of equal strengths. The 
red line is the fit and the black markers indicate the sampled frequencies used 
for estimating the wind speed. (Right) Shows simulated results for estimating 
the wind speed of a two-turbulent layer profile. One layer is travelling at 15 m 

s −1 with an r 0 value of 0.1 m. The second layer was travelling at a range 
of values between 5 and 20 m s −1 with r 0 values of 0.065 m (blue), 0.1 m 

(green), and 0.15 m (red). The black line indicates x = y . 
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perture telescope, only wind speeds up to 25 m s −1 can be estimated.
or higher wind speeds, the f peak can no longer be sampled, and only

he left side (low frequency) gradient of the peak is observed. In
rder to measure faster layers, either a detector with a faster frame
ate is required or a larger telescope aperture. Ho we ver, results from
tereo-SCIDAR, at La Palma in June and October 2015, show that

urbulent layers with wind speeds greater than 25 m s −1 typically
ccur ∼17 per cent of the time. 

 FIELD  TEST  RESULTS  

n this section, results from field tests are presented. It should be
oted that results from both the prototype SHIMM and the updated
HIMM will be presented. The prototype observations took place in
une and October 2015, for which there is contemporaneous Stereo-
CIDAR data. These data are presented in Sections 5.1 and 5.2 .
o we ver, the updated SHIMM observations took place in July and
eptember 2016, where there was no other profiling instrument to
ompare to. These data are presented in Section 5.3 . 

.1 Pr ofiling r esults and corr ected Fried parameter ( r 0 ) 

he results presented here were from observations that took place on
015 June 27–29 and 2015 October 5 on the roof of the Isaac Newton
elescope (INT) building, La Palma, with the prototype SHIMM. 
Fig. 11 shows the measured profile sequences for each night of

bserv ation, demonstrating ho w the estimated OTP e volves with
he measured scintillation parameters ( σ 2 

I and Corr). The turbulence
rofiles have been corrected for airmass. Intervals in the profile
equences were due to target changes, telescope autoguiding cor-
ections, and occasional o v ercast. 

As expected, larger values of σ 2 
I are reflected by increased

urbulence strength in one or both of the 5 and 15 km layers. When
he correlation of intensity fluctuations between neighbouring sub-
pertures is relatively low, e.g. for most of the night of 2015 June 27
nd 29, the estimated strength of the 5 km is larger than that for the
5 km layer. This situation is reversed on the nights of 2015 June 28
nd 2015 October 5, when the correlation is much higher. 

Fig. 11 also includes concurrent Stereo-SCIDAR profiles that
ave been binned in altitude to match the vertical profile resolution
f the SHIMM. The Stereo-SCIDAR profiles broadly match those
NRAS 520, 5475–5486 (2023) 
rom the SHIMM and show similar trends. F or e xample, Figs 11
a) and (c) show a relatively weak high-altitude layer measured
y both instruments, whereas Fig. 11 (d) shows a relatively weak
ntermediate-altitude layer. 

Fig. 12 compares the turbulence strength at 0, 5, and 15 km (after
irmass correction) between the SHIMM and Stereo-SCIDAR. The
stimated strength of the ground-level turbulence is clearly corre-
ated between the two instruments, but the SHIMM systematically

easures stronger turbulence than Stereo-SCIDAR for this altitude.
igs 12 (b) and (c) show closer agreement for the higher altitude
5 and 15 km) layers, but with substantial scatter, and some bias to
 v erestimate the turbulence at the 15 km layer. 
Fig. 12 (d) compares the o v erall seeing angle values for the

HIMM and Stereo-SCIDAR. In most cases, the SHIMM seeing
alue is higher than for Stereo-SCIDAR, largely as a result of
he excess turbulence strength measured by the SHIMM at the
round. The instrument response function (Fig. 6 ) shows that a
mall percentage of higher altitude turbulence may be incorrectly
llocated to the ground layer, leading to an o v erestimation of this
ayer. Ho we ver, since the turbulence at higher altitudes is typically
eaker, this effect is likely to be small. Also, if this was significant

t would result in an undercorrection of the seeing. It is likely that
his measured excess results from local turbulence at the site of
he SHIMM that did not affect the Stereo-SCIDAR measurements.
he SHIMM was mounted on the roof of the INT building. Local

urbulence may have been generated by heating and local wind-shear
ffects caused by the building itself, or turbulence within the closed
elescope tube. 

There are a number of instances where the SHIMM estimates
xtremely weak turbulence in one of the higher altitude layers. These
ppear as groups of outlying points in Figs 12 (b) and (c) and are
arked in green and red, respecti vely, for reference. We belie ve that

hese result from two effects in the model fit to SHIMM data, as
ollows. 

When the turbulence at high altitudes is strong, both σ 2 
I and Corr

re large. In this scenario, the SHIMM model correctly allocates
trong turbulence to the 15 km layer. Ho we ver, the v alue of the
urbulence strength in the intermediate 5 km layer can become
oorly constrained in these circumstances; i.e. its value no longer
as a large effect on the scintillation parameters. The distribution
f turbulence strength between the 0 and 5 km layers is then more
oorly constrained and noisy. In many cases, the SHIMM model
t chooses the minimum allo wed v alue for the 5 km turbulence
trength, producing the cluster of points shown in green in Fig. 12
b). This effect can also be seen in Figs 11 (b) and (d) for the nights
f 2015 June 28 and 2015 October 5, when the 15 km turbulence is
onsistently strong. The SHIMM turbulence strength for the 5 km
ayer is very variable and is not matched by similar variability of
he Stereo-SCIDAR measurements. Although this is a limitation of
he SHIMM method for profile estimation, we note that in these
ircumstances and according to equation ( 4 ), the high altitude (15 km
ayer) will dominate the estimate of θ0 from SHIMM as well as the
orrection of r 0 for scintillation effects. The increased uncertainty of
he 5 km layer strength is then relatively unimportant. 

Conversely, when the turbulence at high altitudes is very weak,
oth the scintillation index and correlation values become small. In
hese circumstances, the turbulence strength in the 15 km layer was
ften underestimated by the prototype SHIMM, in particular on the
ight of 2015 June 27. In a number of cases, the SHIMM analysis
hooses the minimum allowed value for the 15 km turbulence
trength, producing the cluster of outlying points shown in red in
ig. 12 (c). We believe that this most likely results from the increased
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(a) (b)

(d)(c)

Figure 11. Turbulence profile results for SHIMM field tests. Each panel shows (top) the correlation of the scintillation and scintillation index over the night, 
(middle) the three-layer SHIMM profile, and (bottom) the Stereo-SCIDAR profile binned to match the SHIMM binning. 
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ensitivity of the technique to the effects of shot noise and, in
articular, the readout noise of the detector when the scintillation 
s v ery weak. F or e xample, higher readout noise results in some
nderestimation of Corr and hence the strength of the 15 km layer
n the model fit. We expect that this issue will be greatly reduced
or more recent camera models, in particular new CMOS cameras 
apable of delivering high frame rates with very low readout noise. 
his error in the estimation of the high layer in weak scintillation
as minimal impact on the correction of r 0 for scintillation effects.
t is more significant for the estimation of θ0 , resulting in an
 v erestimation of its value, as indicated in Fig. 13 . 
Fig. 13 compares the estimated θ0 from the low-resolution profile 

f the SHIMM to that estimated from the high-resolution profile 
f Stereo-SCIDAR. Fig. 13 additionally shows instances where 
he SHIMM underestimates θ0 , due to the o v erestimation of the
urbulence strength at the high-altitude layer. This slight bias may be
MNRAS 520, 5475–5486 (2023) 
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(a) (b)

(c) (d)

Figure 12. On-sky comparison results, between the Stereo-SCIDAR 

mounted on the INT and the SHIMM, for the turbulence strength at 0 km 

(a), 5 km (b), and 15 km (c) when airmass corrected, and the total integrated 
seeing after scintillation correction (d). The green and red points highlight 
the outliers for the 5 and 15 km, respectively. 

Figure 13. Comparison of the isoplanatic angle measured by Stereo- 
SCIDAR mounted on the INT and the SHIMM located on the roof of the 
INT. The SHIMM estimate is derived from the three-layer profiles (shown in 
Fig. 12 ), whereas the Stereo-SCIDAR estimate is derived from its full high- 
resolution profile. The red points refer to periods when the highest altitude 
turbulence was very weak. 
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Figure 14. Comparison of contemporaneous measurements of the seeing 
angle from two identical SHIMM instruments operating side by side and 
observing the same target star, o v er sev eral nights in June and October 2015. 
Taken from Perera et al. ( 2016 ). 

Figure 15. Measured seeing (left) and noise (right) comparisons between 
the two SHIMM instruments, where SHIMM1 observed targets of V = 0.03 
or brighter and SHIMM2 observed a range of target magnitudes. 
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ue to the response of the model used, as shown in Fig. 6 . Stereo-
CIDAR is a much higher resolution instrument and therefore will
etermine the strength of individual turbulent layers. The SHIMM,
o we ver, will split the placement of the turbulence of the layers
etween the mid and high altitudes. 
NRAS 520, 5475–5486 (2023) 
.2 Instrument repeatability and limiting magnitude 

bservations were made simultaneously with two identical prototype
HIMM instruments (SHIMM1 and SHIMM2) located side by side
n the roof of the INT building, between 2015 June 25–30 and
015 September 30–October 5. The results are shown in Fig. 14 ,
ndicating very good agreement between the two SHIMMs when
he y observ e the same target. Some scatter in the values is expected
ue to statistical noise, since they observe along slightly different
ines of sight to the target star. In particular, the effects of any local
urbulence would be slightly different for the two instruments and
ould be slow to converge in the measurements. However, there is
o significant bias in the measurements o v er a large range of seeing
onditions, indicating very good repeatability in the construction and
alibrations of the instrument. 

The arrangement of two identical SHIMMs operating simultane-
usly also permitted direct testing of the limiting target magnitude
f the instrument. SHIMM1 observed a bright reference star Vega ( V
 0.03), whereas SHIMM2 observed fainter stars at similar zenith

ngles and positions as the bright reference star. Fig. 15 shows the
esults of the seeing and the noise estimated by the two SHIMM
nstruments when observing targets of different brightness. It can be
een that there is a good correlation between the measurements for
arget magnitudes V < 3. The o v erall noise for SHIMM2 div erges
ignificantly from that of SHIMM1 for targets fainter than V = 2.65.
his indicates that the noise for fainter targets is dominated by shot
oise, rather than statistical noise. Hence, we conclude that for this
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Figure 16. Example power spectra of the defocus term of on-sky data taken 
with the C11-SHIMM at the INT site, La Palma. The blue line depicts the 
raw power spectra data, and the red line displays the interpolated fit used to 
calculate v eff . The estimated v eff is 4.7 ± 0.2 and 17.0 ± 0.5 m s −1 . 

Figure 17. Histogram of v eff (left) and τ 0 (right) measured by the Stereo- 
SCIDAR in June and October 2015 o v er ∼2500 data points (blue) and 
SHIMM in July and September 2016 o v er ∼500 data points (pink) taken 
from two different observing sites mounted on the INT and roof of the WHT 

at La Palma, respectively. 
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HIMM configuration, although third-magnitude target stars can be 
mployed, the preference is to use second-magnitude stars or brighter 
henever possible. 

.3 Coherence time ( τ 0 ) measurements 

bservations were made in July and September 2016 on the roof of
he William Herschel Telescope (WHT) building in La Palma, with 
he upgraded SHIMM. For these dates, there were no concurrent 
tereo-SCIDAR observations; therefore, the statistics between the 

wo instruments are compared instead. 
Fig. 16 shows example power spectra of the defocus Zernike 

erm measured with the updated SHIMM. Fig. 17 illustrates the 
ormalized frequencies of v eff and τ 0 estimated by the SHIMM on 
a Palma in 2016, as well as those for the Stereo-SCIDAR over all

ts observations during July and October 2015. The median values 
f v eff for the SHIMM and Stereo-SCIDAR are 10.21 ± 0.16 and 
0.44 ± 0.07 m s −1 , respectively, with standard error. This shows
ood agreement in the statistical distribution of v eff , indicating that 
he method described in Section 4.4 can be used to estimate this
arameter accurately. The median value of τ 0 for the SHIMM and 
tereo-SCIDAR is 3.88 ± 0.09 and 5.62 ± 0.08 ms, respectively, 

ndicating that SHIMM underestimates the coherence time. Since 
 eff is in good agreement, according to equation ( 5 ), this arises
ecause the SHIMM underestimates the value of r 0 relative to Stereo- 
CIDAR. This is likely a result of local ground-level seeing effects
t the site of the SHIMM. 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

e have presented the concept, design, and preliminary field test 
esults for the SHIMM – a versatile, low-cost, portable seeing 
onitor. The instrument was built from off-the-shelf components, 
aking it easy to duplicate and therefore ideal for investigating 

ifferences in the seeing around large observing sites. The im- 
ro v ements pro vided by the SHIMM o v er the traditional DIMM
eeing monitor were presented, including (i) estimation of the seeing 
ngle independent of noise bias, (ii) seeing estimates corrected 
or bias by scintillation effects, (iii) a three-layer OTP, and (iv)
stimation of atmospheric coherence time. The methodology and 
esults from numerical simulation were presented for each of these 
eatures. 

Results from field tests, obtained at Roque de los Muchachos 
bserv atory, La Palma, sho wed a generally good correlation with

ontemporaneous Stereo-SCIDAR measurements of the optical tur- 
ulence strength at low, intermediate, and high altitudes, showing 
imilar trends throughout the observed nights. Although the SHIMM 

enerally o v erestimated the o v erall v alue of the seeing angle relati ve
o Stereo-SCIDAR, this resulted largely from excess ground-level 
urbulence local to the SHIMM. 

Some limitations of the SHIMM method for the estimation of 
he turbulence profile were evidenced. In conditions of strong 
cintillation, the distinction of turbulence strength between low 

nd intermediate altitudes is poorly constrained; ho we ver, this has
inimal impact on the estimation of r 0 and θ0 . High-altitude turbu-

ence strength was underestimated during conditions of very weak 
cintillation, leading to o v erestimation of θ0 . This likely resulted
rom increased sensitivity to the effects of detector noise in these
onditions; therefore, the application of ne w lo w-noise detectors 
ill be desirable for future implementations of the SHIMM. At 

imes, the high-altitude layer o v erestimates the turbulence com- 
ared to Stereo-SCIDAR resulting in underestimating θ0 . This 
s likely due to the differences in the responses of the instru-

ents, and the fact that Stereo-SCIDAR produces a high-resolution 
rofile. 
The robustness and magnitude limitation were tested by using two 

dentical SHIMMs. The results showed a good correlation between 
he two instruments, indicating that the SHIMM is a reliable and easy-
o-duplicate instrument. It was determined that, although targets of 

agnitude V < 2 are preferable due to the reduced noise, targets as
aint as V = 3 could still reco v er the same estimate for the seeing
ngle, resulting in full sky coverage. To reduce statistical noise, data
ets can be averaged over 1–5 min. Averaging over longer periods
ill not produce accurate results since the atmospheric turbulence 
rofile is likely to evolve significantly over this period. 
An upgraded version of the SHIMM was later implemented to 

ermit the estimation of τ 0 . Concurrent measurements of τ 0 from 

he SHIMM and another profiling instrument were not possible. 
o we ver, the statistical distribution of v eff measured by the SHIMM
as consistent with that for the Stereo-SCIDAR measured o v er
if ferent nights. Dif ferences in the distributions of τ 0 v alues for the
HIMM and Stereo-SCIDAR are suspected to have resulted largely 
rom the excess ground-level turbulence strength at the SHIMM site. 
his indicates that the SHIMM can estimate v eff and τ 0 accurately 

rom the power spectrum of the defocus term measured by the
HWFS. 
MNRAS 520, 5475–5486 (2023) 
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More concurrent data from the SHIMM and Stereo-SCIDAR are 
required to determine whether there is a limitation in measuring tur- 
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ulence profiles accurately under a range of atmospheric conditions.
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