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Abstract
In this demo, we introduce a web-based mis-
information detection system PANACEA on
COVID-19 related claims, which has two mod-
ules, fact-checking and rumour detection. Our
fact-checking module, which is supported by
novel natural language inference methods with
a self-attention network, outperforms state-of-
the-art approaches. It is also able to give auto-
mated veracity assessment and ranked support-
ing evidence with the stance towards the claim
to be checked. In addition, PANACEA adapts
the bi-directional graph convolutional networks
model, which is able to detect rumours based
on comment networks of related tweets, instead
of relying on the knowledge base. This rumour
detection module assists by warning the users
in the early stages when a knowledge base may
not be available.

1 Introduction

The dangers of misinformation have become even
more apparent to the general public during the
COVID-19 pandemic. Following false treatment
information has led to a high number of deaths
and hospitalisations (Islam et al., 2020). Manual
verification can not scale to the amount of misin-
formation being spread, therefore there is a need to
develop automated tools to assist in this process.
In this work, we focus on automating misinfor-

mation detection using information from credible
sources as well as social media. We produce a web-
based tool that can be used by the general public
to inspect relevant information about the claims
that they want to check, see supporting or refuting
evidence, and social media propagation patterns.
For false information, the commonly used and

relatively reliable method for automated veracity
assessment is to check the claim against a verified
knowledge base, which we call fact-checking. Pre-
vious works such as EVIDENCEMINER (Wang
et al., 2020b), PubMed1 and COVID-19 fact-

1https://www.ncbi.nlm.nih.gov/pmc/

checking sites recommended by the NHS2 are all
designed to retrieve related documents/sentences
from a reliable knowledge base. However, this ap-
proach leaves users to summarise a large amount
of potentially conflicting evidence themselves.
PANACEA, which is supported by novel natural
language inference methods (Arana-Catania et al.,
2022), is instead able to provide automated veracity
assessment and supporting evidence for the input
claim. In addition, previous works retrieve results
using entities in the input claim, and thus often
include results related to a keyword in the input
claim instead of the whole query, while PANACEA
considers the whole query for better result. The
supporting pieces of evidence are also ranked by
their relevance score and classified according to
their stance towards the input claim.
In addition to false information, truthful infor-

mation can also be misused to harm competitors or
gain attention on social media (Pennycook et al.,
2020; Tsfati et al., 2020). However, the latter is
harder to be found by checking reliable knowledge
bases as those are focused on false information.
Regarding this issue, previous work has analysed
the spread of misinformation using features such
as stance (Zhu et al., 2021), sentiment, topics, ge-
ographical spread, the reliability of external links
included in the tweet (Sharma et al., 2020), origin
and propagation networks (Finn et al., 2014). How-
ever, it is still hard for users to identify rumours
by directly looking at those features. Previous re-
search shows that the propagation pattern is dif-
ferent between fake and real news, which would
offer additional features for early detection of mis-
information on social media (Zhao et al., 2020).
PANACEA extends this by using tweets’ propaga-
tion patterns to identify rumours. Rumour detection
is not as reliable as fact-checking, but it generalises
the system to various situations that fact-checking

2https://library.hee.nhs.uk/covid-19/
coronavirus-%28covid-19%29-misinformation
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cannot cover: First, true or unverified information
with intent to harm; Second, scenarios where no
verified knowledge database is available. Rumour
detection cannot prove the truth of a claim but may
alert the user about claims with a high risk of being
misinformation.

Previous work have either retrieved tweets from
a short fixed time period (Sharma et al., 2020) or
search recent tweets (Finn et al., 2014), which is
limited by Twitter to only the last 7 days. We
instead maintain an updated database which is con-
stituted of an annotated tweets dataset with popular
claims and an unlabelled streaming of COVID-19
related tweets that are crawled and selected peri-
odically to update the dataset. Besides building
on the various analytic functionalities used in pre-
vious work, PANACEA improves the architecture
of these elements and adds extra features to the
updated dataset for more efficient results.
A screencast video introducing the system3, il-

lustrating its use in the checking of a COVID-19
claim, and the demo4 are also available online. The
system can be easily adapted to other claim topics.

PANACEA covers various types of misinforma-
tion detection related to COVID-19 with the fol-
lowing contributions:

• We built a new web-based system, PANACEA,
which is able to perform both fact-checking
and rumour detection with natural language
claims submitted by users. The system in-
cludes visualisations of various statistical anal-
yses of the results for a better user understand-
ing.

• PANACEA performs automated veracity as-
sessment and provides supporting evidence
that can be ranked by various criteria, sup-
ported by novel natural language inference
methods. The system is able to manage mul-
tiple user requests with low latency thanks to
our development of a queuing system.

• PANACEA is able to perform automated ru-
mour detection by exploiting state-of-the-art
research on propagation patterns. The sys-
tem uses an annotated dataset and streams of
COVID-19 tweets are collected to maintain
an updated database.

3https://www.youtube.com/watch?v=D1PN8_9oYso
4https://panacea2020.github.io/

2 Datasets

The following datasets are used in the project:

Knowledge Database This is used for fact-
checking, and includes COVID-19 related docu-
ments from selected reliable sources 5. The docu-
ments were cleaned and split into 300 token para-
graphs to construct a reliable knowledge database,
whose supporting documents are retrieved and vi-
sualised in our system.

PANACEA Dataset (Arana-Catania et al., 2022),
constructed from COVID-19 related data sources6

and using BM25 and MonoT5 (Nogueira et al.,
2020) to remove duplicate claims. This dataset
includes 5,143 labelled claims (1,810 False and
3,333 True), and their respective text, source and
claim sub-type.

COVID-RV dataset In order to fine-tune our
model, we constructed a new COVID-19 related
propagation tree dataset for rumour detection. Sim-
ilar previous datasets are Twitter15 and Twitter16
(Ma et al., 2018), which are widespread tweets’
propagation trees with rumour labels, however, they
are not COVID-19 related. Our dataset has been
constructed by extending COVID-RV (Kochkina
et al., 2023), including the number of retweets, user
id, post time, text, location and tweet reply ids as
metadata for each tweet. Each tree is annotated
with a related claim chosen from our claim dataset
and a stance label (chosen from Support or Re-
fute) towards its related claim. Such a stance la-
bel for each tree is purely based on the content
of the source tweet. In COVID-RV the conversa-
tions are annotated as either True or False based
on the veracity of the claim and the stance of the
source tweet towards it. Tweets supporting a false
claim or challenging a true claim are annotated as
False, tweets supporting true claims or challenging
a false claim are annotated as True. Twitter15 and
Twitter16 datasets also contain Unverified conver-
sations, which are discussing claim that are neither
confirmed or denied.

COVID Twitter Propagation Tree (Live) Be-
sides the last dataset constructed for fine-tuning,

5Centers for Disease Control and Prevention (CDC), Eu-
ropean Centre for Disease Prevention and Control (ECDC),
WebMD and World Health Organisation (WHO)

6Corona VirusFacts Database, CoAID dataset (Cui and
Lee, 2020), MM-COVID (Li et al., 2020), CovidLies (Hossain
et al., 2020), TREC Health Misinformation track and TREC
COVID challenge (Voorhees et al., 2021)
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PANACEA also runs a crawler to collect a stream
of COVID-19 tweets that are used to maintain an
updated database. This live dataset is not anno-
tated, instead, it is labelled by the pre-trained ru-
mour detection model. As the Twitter’s search API
does not allow retrieval of tweets beyond a week
window, we retrieve COVID-19 related historical
tweets based on the widely used dataset of COVID-
19-TweetIDs (Chen et al., 2020), which contains
more than 1 billion tweet IDs. Considering the
size of the dataset, and for the storage and retrieval
efficiency, we filtered out the less popular tweets
with limited impact. To date, more than 12k prop-
agation trees have been collected, starting from
January 2020. For each tweet, its pseudo rumour
label is generated by the trained model.

3 Architecture of PANACEA

Figure 1 shows an overview of PANACEA, includ-
ing two functions: fact-checking and rumour de-
tection for COVID-19. For fact-checking, there
are three modules: (1) resource allocation system;
(2) veracity assessment; and (3) supporting evi-
dence retrieval. PANACEA also supports a unique
function, rumour detection by propagation patterns,
which has the following modules: (1) tweet re-
trieval; (2) rumour detection; and (3) tweet meta-
information analysis.

User
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Rumour Detection
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Figure 1: Architecture of PANACEA

3.1 Fact-Checking
Resource Allocation System Users can input
natural language claims into our system, and
PANACEA provides autocompleted input guesses
based on the current input and the claims dataset.
Claim autocompletion can help users to input the
claim faster and the results included within the
claims dataset can be pre-computed for faster re-
trieval. However, if the user cannot find what they
would like to check through the claims dataset, the
new claim would be passed to our model for real-
time evaluation. Veracity assessment and evidence

retrieval are based on our natural language infer-
ence model NLI-SAN (Arana-Catania et al., 2022),
which needs GPU resources to run. Therefore we
built a queuing system that manages the resources
and queues the claims while the GPUs are being
used. The results are sent to the user. To avoid
duplicate searches, a temporary copy of this result
is saved in our database based on the user’s IP ad-
dress until the user searches for a new claim or the
saved period expires.

Veracity Assessment PANACEA is supported
by NLI-SAN (Arana-Catania et al., 2022), which
incorporates natural language inference results of
claim-evidence pairs into a self-attention network.
The input claim c is paired with each retrieved
relevant evidence ei to form claim-evidence pairs,
where the relevant evidences are the retrieved sen-
tences as described in the following paragraph.
Each claim-evidence pair (c, ei) is fed into both
a RoBERTa-large7 model to get a representation Si

and into a RoBERTa-large-MNLI7 model to get a
probability triplet Ii of stance (contradiction, neu-
trality, or entailment) between the pair. Next, Si

is mapped to a Key K and a Value V , while Ii
is mapped onto a Query Q. (Q,K, V )i forms the
input of the self-attention layer and the outputs Oi

for all the claim-evidence pairs are concatenated
together. The output is then passed to a MLP layer
to get the veracity assessment result (True or False)
as shown in Figure 2.

Supporting Evidence Retrieval This module in-
cludes three parts: document retrieval, sentence
retrieval and corresponding meta-data generation.
Multi-stage retrieval is applied, retrieving first the
top 100 relevant documents with BM25, that then
are re-ranked by MonoT5 (Nogueira et al., 2020)
and the top 10 documents are selected. For each
of those documents, the top 3 sentences are se-
lected. Both documents and sentences are ranked
by their relevance score, which is the cosine sim-
ilarity between the documents/sentences and the
input claim embeddings. Each of those texts are
represented through embeddings obtained using
Sentence-Transformers with the pre-trained model
MiniLM-L12-v2 (Wang et al., 2020a). The corre-
sponding metadata of the supporting documents,
including type, source, relevance score, and stance
towards the claim are also shown, together with
the ranked documents/sentences. Users can also

7 https://huggingface.co/
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Figure 2: Fact checking result with input claim: coronavirus is genetically engineered.

Figure 3: The detail page of user selected supporting document

filter or re-rank the result using the metadata. An
example of documents retrieved is shown in Fig-
ure 2 and the corresponding detailed information
visualisation is shown in Figure 3. On the details
page, the whole document text is shown with the
top 3 relevant sentences highlighted by their stance
towards the input claim. The stance distribution,
described in the veracity assessment module is also
visualised.

3.2 Rumour Detection

Another approach to detecting rumours that has
been found to be effective (Ma et al., 2018; Tian
et al., 2022) is modelling user comments and prop-
agation networks. Next we describe the relevant
rumour detection modules of our system.

Claim-related tweets retrieval Similar to the
fact-checking module, this module includes an au-
tocomplete function for the user’s natural language
input claim that guesses the input from our claims
dataset. The results for existing claims are also
pre-computed to retrieve tweets faster. For a claim
that is not in our claim dataset, we use BM25 to
retrieve the related propagation trees from the large
Twitter propagation tree database maintained by
the active Twitter crawler.

Rumour Assessment and Data Analysis
PANACEA adapts a bi-directional graph convolu-
tional networks model (BiGCN) (Bian et al., 2020)
to perform rumour detection, which is trained
on Twitter16 and fine-tuned on our annotated
propagation trees. The reason we chose BiGCN
is that it behaves relatively better compared with
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Figure 4: Rumour detection result with input claim: vitamin c cures coronavirus.

other models in cross-dataset evaluation (Kochkina
et al., 2023). For an input claim, the system
gives the rumour detection result generated by the
weighted average of propagation trees’ rumour
assessment label,

∑
i∈T niri∑
j∈T nj

, where T is the set
of retrieved propagation trees. We generate the
sentiment labels of each tweet by VADER8 and
stance of tweet towards the input claims by natural
language inference (Nie et al., 2020).

8https://www.nltk.org/api/nltk.sentiment.
vader.html

Twitter propagation visualisation As shown in
Figure 4, PANACEA has six modules, which use
the metadata we crawled from the tweet and gener-
ated from data analysis to visualise the propagation
pattern:

1. Tweet Count, showing the total number of
tweets related to the input claim against the
posting date, and aiming to reflect the total
influence and scale of discussion of the claim.

2. Word Cloud, showing the top 30 words in
tweets refuting the input claim and the top
30 words in tweets supporting the input claim.
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Stopwords, punctuation, and numbers are re-
moved to reduce non-informative words.

3. Discussion Topics, building on Latent Dirich-
let Allocation (LDA), where each topic is en-
coded by COVID-Twitter-BERT 9 and the rep-
resentative tweet is selected by its embedding
similarity with respect to the topic. Princi-
pal component analysis (PCA) is applied to
visualise each topic. Top 10 words and cor-
responding weights of the chosen topic are
shown in a bar chart.

4. Tweet Spread, showing the influence of each
original tweet in the scatter plot, where the
radius denotes the number of tweets that are
direct comments or retweets from the original
tweet. The y-axis “Total Spread” also includes
the number of indirect comments/retweets of
the original tweet, such as the retweets of
retweets, etc.

5. Propagation Graph, showing the propagation
graph between the source tweet and its com-
ments, showing the information spread path.
5 other claims are randomly chosen from pop-
ular claims for users to compare propagation
patterns. This module aims to visualise prop-
agation graphs in a straightforward way and
help users see the difference between trees of
different types.

6. Tweet Map. Related tweets to the input claim
are plotted on the world map and coloured
by their stances, where red/yellow/blue repre-
sents refute/neutral/support. The difference
in stance and popularity towards the input
claim in the different regions can be easily
seen, which shows the local context and geo-
location bias.

4 Evaluation Results

Fact-Checking We investigate the performance
of our system in document retrieval and veracity
assessment in (Arana-Catania et al., 2022). Table 1
shows that combining BM25 and MonoT5 is the
most effective approach for document retrieval of
the selected techniques. In addition, Figure 5 shows
that NLI-SAN achieves similar performance with
KGAT (Liu et al., 2020), while having a simpler
architecture for the application, and outperforms
GEAR (Zhou et al., 2019).

9https://huggingface.co/
digitalepidemiologylab/covid-twitter-bert-v2

AP@5 AP@10 AP@20 AP@100

BM25 0.54 0.56 0.58 0.62
BM25+MonoBERT 0.52 0.55 0.58 0.62
BM25+MonoBERT 0.55 0.58 0.60 0.62

BM25+RM3+MonoT5 0.51 0.53 0.55 0.57

Table 1: Document retrieval on the PANACEA dataset.

Figure 5: Veracity classification on the PANACEA
dataset.

Rumour Detection As shown in Figure 6, our
comparison (Kochkina et al., 2023) among various
models, including branchLSTM (Kochkina and Li-
akata, 2020), TD-RvNN (Ma et al., 2018), BiGCN
(Bian et al., 2020), SAVED (Dougrez-Lewis et al.,
2021) and BERT (Devlin et al., 2019) for rumour
detection evaluated on Twitter15, Twitter16 and
PHEME (Kochkina et al., 2018), reveals there is
no model that always performs the best. Although
state-of-the-art models can achieve high accuracy
on their training datasets, such performance drops
quickly while evaluating on a different dataset
(Kochkina et al., 2023). Due to the limitation of
existing models in generalisation, users should in-
terpret this result with caution as the system cannot
guarantee output correctness.

Figure 6: Cross-dataset evaluation of models train and
test on different datasets, such as training on PHEME,
testing on Twitter15/Twitter16 and vice versa.
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5 Conclusion

This paper introduces a web-based system on fact-
checking and rumour detection based on novel nat-
ural language processing models for COVID-19
misinformation detection. Going forward, we will
keep updating the data and explore other methods
for misinformation identification to improve the
current system and introduce more functions to the
system as part of our continuing efforts to support
the general public to identify misinformation.
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