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Abstract 

 

The objective of this article is to apply a comparative analysis of machine learning techniques to predict 

project sales prices for a consulting company in the South of Brazil. The company is involved in various 

fields such as strategy, production, quality, and innovation. Due to this diverse range of projects, the 

company managers face challenges in accurately determining the sales value of new projects, as they 

deal with different types of predictor variables such as consultant type, project type, and number of 

hours. Hence, there is a need to utilize a method that can predict sales values through multivariate 

analysis and yield results close to the company's expectations. To achieve this goal, the article conducted 

a literature review on two research topics: Production Planning and Control (PPC) and machine learning 

techniques. Subsequently, the current sales prospecting process of the company was mapped out. Data 

were collected, analyzed, and prepared, followed by testing and selection of the best model. Finally, the 

proposed improvement was discussed with the organization. The results revealed that the application of 

Gradient Boosting Machine (GBM) technique achieved the lowest error rate among the tested machine 

learning techniques. The error rate was approximately 22%, which is deemed acceptable within the 

analyzed segment. Consequently, this study successfully met stakeholders' expectations by 

demonstrating the potential of utilizing computational algorithms for demand forecasting and project 

pricing. 

 

Keyword: Machine Learning; Gradient Boosting Machine; Computational Intelligence. 

 

1. Introduction. 

 

In the current global economic landscape, numerous companies in the service industry face 

challenges in determining the appropriate pricing for their offerings. Pricing services is complex as it 

involves assessing the value perceived by customers rather than focusing solely on costs, as seen in 

manufacturing companies. The perceived value is influenced by customer beliefs about the worth of the 

service and the pricing strategies employed by competitors (THOMAS, 1978). 

In Brazil, the service sector played a significant role, contributing 73.4% to the country's GDP 

in 2020. This highlights the importance of enhancing the pricing and presentation of services to 

customers, considering their substantial economic impact (CNC, 2020). 

In addition to delivering high-quality services to generate customer value, companies must also 

address internal demands by efficiently allocating and organizing activities and employees. Production 

Planning and Control (PPC) plays a crucial role in balancing the interests of demand and supply within 

an organization. PPC aligns the activities of commercial and production departments to optimize 

company performance (BUETTGEN, 2012). 

Forecasting, an essential aspect of PPC, involves utilizing statistical, mathematical, or 

econometric models to project future data. Accurate forecasting enables companies to better prepare for 

future demand and facilitate more precise and agile pricing strategies (MARTINS et al., 2005). 

Machine learning techniques are employed to make predictions based on these statistical 

models. Machine learning refers to a collection of methods that identify patterns in data and use them 

to predict future outcomes, assisting decision-making in uncertain scenarios (MURPHY, 2012). 

Although machine learning is increasingly utilized across various domains and functions, its 

adoption in Brazil is still limited due to a lack of awareness among companies about its benefits or a 

lack of maturity in implementing it. Effective utilization of machine learning requires a robust data 

control and management system, which is often absent in many companies. Conversely, when 

companies generate a significant amount of data simultaneously, challenges arise in selecting 

appropriate models and the computational capacity of available hardware (LEE; SHIN, 2020). 

Machine learning can be applied to address problems of varying complexity, including pricing 

challenges. In the case of pricing, a major hurdle lies in the multitude of predictors that directly impact 

project pricing, necessitating the use of diverse machine learning techniques (XU, et al., 2022). 

Managers often encounter difficulties when calculating the sales value of new projects due to 

the numerous variables and possibilities involved. Consequently, there is a need for a method that can 

forecast different scenarios and yield sales values within the expected range. By considering predictor 



 

 

variables such as consultant type, project type, and hours required, it becomes possible to determine 

project prices across various scenarios (CHOI, et al., 2022). 

This study aims to address the following guiding question: "Can machine learning-based 

demand forecasting methods provide valuable insights for decision-making in pricing consulting 

projects?" It seeks to apply a comparative analysis of machine learning techniques to predict project 

sales prices, specifically within a consulting company located in Curitiba. The company operates across 

multiple areas, including strategy, production, quality, and innovation, and serves a portfolio of both 

multinational corporations and medium and small-sized companies throughout Brazil. 

 

2. Methodology. 

 

For the literature review, the research utilized Scopus and Science Direct databases to search 

for scientific papers on Production Planning and Control (PPC) and machine learning techniques. 

Python language codes were employed for data analysis, incorporating prediction algorithms such as K-

Nearest Neighbor, Random Forest, Support Vector Machines, Gradient Boosting Machine, and Linear 

Regression. These codes were initially pre-modeled and subsequently modified to address the specific 

problem of this study. The selection of machine learning techniques was based on their prominence in 

the literature, and a literature review was conducted over the past five years, utilizing the descriptors K-

Nearest Neighbor, Random Forest, Support Vector Machines, Gradient Boosting Machine, and Linear 

Regression. This search yielded 48 scientific articles, with the most frequently employed methods being 

those presented in the research. The application areas varied, with medicine accounting for 49% of the 

sample, biotechnology for 7%, computer science for 8%, and the remaining 36% representing different 

fields. Specific articles were referenced as examples for each sector. Notably, no articles were found 

that addressed pricing in the domain of project consulting, making this research innovative. Annex A of 

this study contains the sample of 48 articles, considering the applied methods, contributions, and 

limitations. 

To select the best model, various error-based metrics were employed, including Mean Absolute 

Error (MAE), Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), and Root Mean 

Squared Error (RMSE). These metrics enable the evaluation of each model's performance and the 

determination of whether they are being appropriately applied, generating satisfactory results that align 

with reality. These metrics were selected based on their prevalence in the literature for regression cases, 

as indicated by a systematic review of the 48-article sample. Noteworthy studies applying these metrics 

were referenced, as mentioned in the preceding paragraph. Finally, the obtained results were presented 

to the company's managers to assess their alignment with actual pricing practices for different project 

types and clients. 

 

3. Theoretical foundation. 

 

The theoretical foundation of this scientific paper encompasses three main themes: Production 

Planning and Control, Prediction Methods via Machine Learning, and Decision Metrics. Firstly, 

Production Planning and Control will be explored, focusing on its role in balancing the demands and 

supply within an organization, and its significance in optimizing activities and resource allocation. 

Secondly, the paper will delve into various prediction methods facilitated by Machine Learning, 

including Gradient Boosting Machine, Support Vector Machine, Random Forest, K-Nearest Neighbor, 

and linear regression. These methods are widely used for forecasting purposes and will be discussed in 

terms of their applicability and effectiveness in predicting project sales prices. Lastly, the paper will 

present and analyze different decision metrics such as Mean Absolute Error, Mean Absolute Percentage 

Error, Mean Squared Error, and Root Mean Squared Error. These metrics serve as evaluation criteria 

for assessing the accuracy and performance of the prediction models. By examining these themes within 

the theoretical framework, this paper aims to provide a comprehensive understanding of the subject 

matter and contribute to the advancement of decision-making processes in the pricing of consulting 

projects.  



 

 

3.1. Sales and Operations Planning (S&OP) and Production Planning and Control (PPC). 

 

Sales and Operations Planning (S&OP) is a crucial component of the Production Planning and 

Control (PPC) framework, enabling organizations to align their sales and production activities for 

optimal results. S&OP integrates sales planning with production planning, bringing together cross-

functional teams to collaboratively develop a unified plan that balances demand and supply. 

In the S&OP process, organizations review sales forecasts, customer demand, and production 

capabilities to create a comprehensive plan that meets customer requirements while effectively utilizing 

available resources. By involving key stakeholders from sales, operations, finance, and other relevant 

departments, S&OP facilitates communication, collaboration, and decision-making across the 

organization. 

Through S&OP, organizations can effectively manage demand fluctuations, identify potential 

capacity constraints, and mitigate risks associated with supply chain disruptions. The process involves 

regular meetings and discussions to assess market trends, customer feedback, and operational 

constraints, allowing organizations to make informed decisions regarding production volumes, 

inventory levels, and resource allocation (TUBINO, 2007). 

The ultimate goal of S&OP is to achieve a well-balanced plan that optimizes customer service, 

minimizes costs, and maximizes profitability. By aligning sales and production plans, organizations can 

improve forecast accuracy, reduce lead times, and enhance customer satisfaction. S&OP serves as a 

dynamic framework that enables organizations to proactively respond to changes in market demand and 

business conditions, ensuring long-term success and competitiveness (CHINOSI; TROMBETTA, 

2012). 

 

3.2. Machine Learning Techniques. 

 

In this section, we will delve into five prominent machine learning techniques that are widely 

used in various domains, including sales planning and forecasting. These techniques are Gradient 

Boosting Machine, Support Vector Machine, Random Forest, K-Nearest Neighbor, and linear 

regression. 

Gradient Boosting Machine (GBM) is an ensemble learning method that combines multiple 

weak prediction models, typically decision trees, to create a strong predictive model. GBM iteratively 

builds models by focusing on the errors made by the previous models, effectively improving prediction 

accuracy (NATEKIN; KNOLL, 2013). Some recent articles in the literature can be highlighted using 

the GBM technique, for example: in the natural disaster sector for landslide disaster prevention and 

mitigation, in Civil Construction for mapping the use of landslides (Zhang et al., 2022), in clay (Zhao 

et al., 2022) and in the electricity sector to prevent energy consumption in residential buildings (Olu-

ajayi et al., 2022). 

Support Vector Machine (SVM) is a powerful algorithm used for both classification and 

regression tasks. It works by finding the optimal hyperplane that separates data points into different 

classes while maximizing the margin between them. SVM is particularly effective in handling high-

dimensional data and can also handle non-linear relationships through the use of kernel functions 

(LORENA et al., 2007). Some recent articles in the literature can be highlighted using the SVM 

technique, for example: in the Civil Construction sector to predict the compressive strength of concrete 

(Shariati, et al., 2022) and heath care to prevent cases of diabetes (Kaur; Kumari, 2022). 

Random Forest is another ensemble learning technique that constructs a multitude of decision 

trees and outputs predictions based on the majority vote or average prediction of the individual trees. 

By combining multiple trees, Random Forest improves prediction accuracy and reduces the risk of 

overfitting (James et al., 2013; Hastie et al., 2016). Some recent articles in the literature can be 

highlighted using the Random Forest technique, for example: in the marketing sector to identify fake 

reviews (Alsubari et al., 2022) and in the Information Technology sector to detect abnormal traffic 

(Salman et al., 2022).  

K-Nearest Neighbor (KNN) is a simple yet effective algorithm for both classification and 

regression. It works by identifying the K nearest neighbors to a given data point and making predictions 



 

 

based on their majority class or average value. KNN is flexible, as it can handle numerical and 

categorical data, and is particularly useful when there are clear patterns or clusters in the data (HALL et 

al., 2008). Some recent articles in the literature can be highlighted using the KNN technique, for 

example: in the health care sector for the prevention of diabetes cases (Kaur; Kumari, 2022) and for the 

prediction of coronary artery diseases (Ayon et al., 2022) and in Product Development Process (Qiu et 

al., 2022). 

Linear regression is a widely used statistical technique that models the relationship between a 

dependent variable and one or more independent variables. It assumes a linear relationship between the 

variables and estimates the coefficients that best fit the data. Linear regression is interpretable and 

provides insights into the direction and magnitude of the relationships between variables (NATEKIN; 

KNOLL, 2013). 

By exploring these machine learning techniques in the context of sales planning and forecasting, 

we aim to understand their strengths, limitations, and suitability for different scenarios. Each technique 

has its own unique characteristics and choosing the most appropriate one depends on the specific 

requirements of the sales forecasting problem at hand. 

 

3.3. Evaluation criteria for assessing the accuracy. 

 

The evaluation of predictive models is crucial in sales planning and forecasting to ensure 

accurate and reliable predictions. To assess the performance and effectiveness of these models, various 

decision metrics are commonly employed. In this section, we will delve into the discussion of key 

decision metrics, namely Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean 

Squared Error (MSE), and Root Mean Squared Error (RMSE). These metrics provide quantitative 

measures to evaluate the accuracy and precision of predictive models and play a pivotal role in guiding 

decision-making processes in sales planning and forecasting. 

In the realm of sales planning and forecasting, it is essential to evaluate the performance and 

accuracy of predictive models. To assess the quality of these models, several decision metrics are 

commonly used, including Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), 

Mean Squared Error (MSE), and Root Mean Squared Error (RMSE). 

Mean Absolute Error (MAE) is a straightforward metric that calculates the average absolute 

difference between predicted and actual values. It provides a measure of the average magnitude of errors, 

regardless of their direction. MAE is useful for understanding the overall error magnitude but does not 

consider the relative impact of errors (SWAMIDASS, 2000). 

Mean Absolute Percentage Error (MAPE) is a percentage-based metric that calculates the 

average absolute percentage difference between predicted and actual values. It offers insights into the 

relative error magnitude and is particularly valuable when dealing with datasets with varying scales. 

However, MAPE can be sensitive to extreme values and can result in undefined or infinite values when 

actual values are zero (SWAMIDASS, 2000). 

Mean Squared Error (MSE) is a widely used metric that measures the average squared difference 

between predicted and actual values. It penalizes larger errors more than MAE, making it more sensitive 

to outliers. MSE is suitable for models that prioritize accuracy and want to account for the variability of 

erros (CHRISTIE; NEILL, 2022). 

Root Mean Squared Error (RMSE) is the square root of MSE, which provides an interpretable 

measure of the average magnitude of errors. By taking the square root, RMSE brings the metric back to 

the original unit of measurement, making it easier to understand and compare across different models. 

RMSE is widely used in sales planning and forecasting, as it combines the benefits of MSE while 

maintaining interpretability (CHRISTIE; NEILL, 2022). 

These decision metrics serve as valuable tools to evaluate and compare the performance of 

predictive models. The choice of metric depends on the specific objectives and requirements of the sales 

forecasting task. Whether the focus is on the magnitude of errors, relative error percentages, or a balance 

between accuracy and interpretability, these metrics provide quantitative measures to assess the 

effectiveness of the models and guide decision-making processes in sales planning and forecasting. 

 



 

 

4. Results. 

 

In this section, we will delve into the crucial aspects of data collection, data analysis, and the 

application of machine learning techniques. Collecting and analyzing data is fundamental in 

understanding patterns, trends, and relationships within a given domain. By harnessing the power of 

machine learning, we can extract meaningful insights and make accurate predictions, thereby enhancing 

decision-making processes. 

 

4.1. Collecting and analyzing data. 

 

The collected dataset comprises sales prices of various project types spanning from 2012 to 

2022. To protect the confidentiality of customer information, a numerical coding system ranging from 

1 to 531 was assigned to the contracting companies. Additionally, to ensure the privacy of project sales 

price data, all values were multiplied by a factor of X% across the dataset. 

The descriptive statistics of the dataset are presented in the table below: 

 

Table 1 – Base descriptive statistics. 

 Company Consultant 

Type A 

Consultant 

Type B 

... Consultant 

Type F 

Value/hour Class 

Count 531 531 531 ... 531 531 531 

Mean 266 3.05 41.14 ... 23.07 199.65 5.81 

Standard 

Deviation 

153.43 28.64 63.72 ... 100.95 80.62 3.50 

Min 1 0 0 ... 0 64.84 1 

25% 133.5 0 0 ... 0 158.12 4 

50% 266 0 12 ... 0 188.12 10 

75% 398.5 0 60 ... 0 234.93 10 

Max 531 450 402 ... 904 1326 11 

 

Note that the response variable, which pertains to the project price, consists of a total of 531 

data points. The average price is R$ 199.65, with a standard deviation of R$ 80.62. The minimum and 

maximum prices are R$ 64.84 and R$ 1,326.00, respectively. The analysis of the predictive variables is 

summarized in the table, although it can also be further examined. The data in the table are not 

normalized to facilitate comprehension of the descriptive statistics of the sample. 

Regarding the model variables, the response variable is the project price, classified as 

continuous values. The predictive variables for the project include three main factors. Firstly, the 

"Consultant type" variable, represented by columns A to F, signifies the number of hours contributed 

by each consultant type involved in the project. These categories were specifically created for this study 

to anonymize the actual hour categories utilized by XYZ. Secondly, the "Value/hour" variable represents 

the charge amount for the combined internal hours and face-to-face hours of a project. The internal hours 

encompass activities such as material preparation, planning, and internal meetings, while face-to-face 

hours refer to the client-visible hours when training, consulting, lectures, or other services are directly 

provided to the client. Lastly, the "Class" variable indicates the applied project type. The acronym's first 

letter denotes the service type, including "Consulting," "Training," and "Lecture." The second letter 

denotes the type of intelligence, such as "Quality," "Productivity," "Innovation," or "Strategy." For 



 

 

instance, the acronym "CS" represents Strategy Consulting. To facilitate the application in the machine 

learning model, these different project classes were assigned numerical values ranging from 1 to 11. 

Subsequently, a one-variable analysis was conducted utilizing box plots to identify outliers and 

gain insights into the distribution of the data. Box plots provide a visual representation of the data's 

central tendency, dispersion, and skewness. They consist of a box that represents the interquartile range 

(IQR), with a line indicating the median. The whiskers extend to the minimum and maximum values 

within a certain range. Outliers, if present, are depicted as individual points outside the whiskers. 

This analysis allowed us to assess the presence of any extreme values or data points that deviate 

significantly from the majority. By examining the box plots, we could identify potential outliers that 

might have a significant impact on the results and warrant further investigation. Additionally, the box 

plots provided valuable insights into the overall distribution of the data, such as skewness, symmetry, 

and the presence of any data clusters or gaps. 

 

 
Figure2 – Box-plot analysis. 

 

During the data analysis, we identified an outlier in the dataset, with a project value exceeding 

R$ 1200. This value stood out significantly when compared to the average project value of R$ 199.65, 

as shown in Table 1. Given the extreme nature of this outlier, we made the decision to replace it with 

the average value. 

By replacing the outlier with the average, we aimed to mitigate the potential impact of this 

extreme value on the overall analysis. This approach helps to maintain a more representative and 

balanced dataset, reducing the potential distortion caused by outliers. This adjustment allows for a more 

accurate understanding of the central tendency and overall patterns within the data. 

After that, we conducted a histogram analysis, which is a valuable tool in data analysis. 

 



 

 

 

Figure 2 – Histogram analysis. 

As we observe, there exists a positive asymmetry, which signifies that the distribution or pattern 

under examination demonstrates an unequal extent or intensity in its positive aspects compared to its 

negative aspects. This asymmetry highlights a tendency towards greater positive outcomes or attributes, 

reflecting a skewed or imbalanced distribution in favor of favorable outcomes. 

 

4.2. Application of Machine Learning techniques. 

 

In this step, the mentioned forecast methods, namely KNN (K-Nearest Neighbors), RF (Random 

Forest), SVM (Support Vector Machine), GBM (Gradient Boosting Machine) and Linear Regression 

(LR) were employed. To evaluate the performance of these models, a test base consisting of 30% of the 

data was utilized as a parameter. This implies that 70% of the data was used for training the models, 

while the remaining 30% was reserved for testing the models' ability to generate expected solutions. 

Through a systematic review of this study, the training-testing split of 70% and 30% respectively can 

be observed as the prevailing pattern.  

The specific parameters employed in each model were as follows: For KNN, we used 

"n_neighbors=20, weights='uniform', algorithm='auto', leaf_size=30, p=2, metric='minkowski', 

metric_params=None, n_jobs=None". For RF, the parameters included "criterion='squared_error', 

splitter='best', max_depth=None, min_samples_split=2, min_samples_leaf=1, 

min_weight_fraction_leaf=0.0, max_features=None, random_state=1, max_leaf_nodes=None, 

min_impurity_decrease=0.0, ccp_alpha=0.0". SVR utilized "kernel='rbf', degree=3, gamma='scale', 

coef0=0.0, tol=0.001, C=1.0, epsilon=0.1, shrinking=True, cache_size=200, verbose=False, max_iter=-

1", and GBR had "loss='squared_error', learning_rate=0.1, n_estimators=100, subsample=1.0, 

criterion='friedman_mse', min_samples_split=2, min_samples_leaf=1, min_weight_fraction_leaf=0.0, 

max_depth=3, min_impurity_decrease=0.0, init=None, random_state=None, max_features=None, 

alpha=0.9, verbose=0, max_leaf_nodes=None, warm_start=False, validation_fraction=0.1, 

n_iter_no_change=None, tol=0.0001, ccp_alpha=0.0". Lastly, for LR (Linear Regression), the 

parameters used were "it_intercept=bool, copy_X=bool, n_jobs=int, bool positivo=none". These 

parameter configurations were applied to their respective models during the analysis. 

For the applied techniques, hyperparameter tuning was employed to select the optimal 

parameters. Through various methodologies such as grid search, random search, or Bayesian 

optimization, the parameters of each model were systematically explored to identify the configurations 

that maximize the model's performance. This iterative process allowed us to fine-tune the 

hyperparameters and find the most suitable settings for KNN, RF, SVM, GBM, and LR. By leveraging 

hyperparameter tuning techniques, we aimed to enhance the predictive capabilities and overall 

effectiveness of these models in generating accurate and reliable results. 

Each machine learning technique was applied to the dataset, and the analysis of errors was 

conducted to evaluate their performance (table 2). The metrics analysis allowed us to assess the accuracy 

and reliability of the predictions generated by KNN, RF, SVM, GBM, and LR. By quantifying the errors 



 

 

using appropriate evaluation measures such as mean squared error (MSE), root mean squared error 

(RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). We were able to 

gauge the effectiveness of each technique in capturing and minimizing prediction discrepancies. This 

approach provided valuable insights into the strengths and weaknesses of the different models, enabling 

us to make informed decisions and select the most suitable machine learning technique for the given 

task. 

 

Table 2 – Analysis of errors.  

Metric KNN RF SVM GBM LR 

MAE 44.28 57.02 50.11 43.11 48.15 

MAPE 0.23 0.29 0.25 0.22 0.25 

MSE 3737.26 6517.48 4732.19 3387.86 4250.52 

RMSE 61.13 80.20 68.79 58.21 65.20 

 

In order to make predictions, the machine learning techniques employed in this study included 

KNN, RF, SVM, GBM and LR. Table 01 reveals that each technique utilized certain predictor variables 

(X), namely Consultant type, Value/hour, and Class, while the response variable (Y) represented the 

expected price of the project. With a total of 531 input data points, the forecasting techniques were 

applied, and the resulting errors were evaluated using metrics such as MAE, MAPE, MSE, and RMSE, 

as shown in table 1. Among the techniques, GBM demonstrated the lowest error across all metrics, 

indicating its superior performance. To mitigate the risk of overfitting and ensure the generalizability of 

the results, a cross-validation method was applied to the GBM model. Notably, when assessing the error 

using MAPE, the GBM technique exhibited an approximate error of 22% when applied to the test set. 

This demonstrates the significance of cross-validation in assessing and comparing the performance of 

different models, highlighting GBM as the most accurate and reliable technique in this particular 

scenario. 

The comparative chart provided below depicts the results generated by the GBM model in 

comparison to the 30% base test set, consisting of 159 data points out of the total 531. It showcases the 

goodness of fit of the GBM model by visually illustrating the alignment between the predicted values 

and the actual values observed in the test set.  

 

 
Figure 3 – Results generated by the GBM model. 



 

 

 

This chart serves as a valuable tool to evaluate the accuracy and reliability of the GBM model, 

offering insights into its ability to effectively capture the underlying patterns and trends in the data. 

 

5. Concluding remarks. 

 

This article contributes to the existing literature by presenting an innovative dataset that has not 

been previously utilized by recent studies. It represents an opportunity to explore price prediction in 

consulting services using machine learning methods. The objective of this work was to conduct a 

comparative analysis of machine learning techniques for predicting the sale prices of projects undertaken 

by a consulting company operating in strategic, productive, quality, and innovation domains. 

To achieve this objective, the study followed several steps. A comprehensive literature review 

was conducted to gather insights from existing articles and books on price prediction and machine 

learning techniques, establishing the conceptual framework for the employed tools. Subsequently, data 

collection and analysis were carried out, followed by tests and the selection of the best-performing 

model. Finally, the obtained results were presented to the company's managers to verify their alignment 

with the actual prices practiced for different project types and clients. 

Among the applied machine learning techniques, the GBM method demonstrated the lowest 

error, as mentioned earlier. With an error rate of 22%, this outcome can be considered acceptable for an 

initial forecasting model, given the substantial amount of input data used. Therefore, this work meets 

the expectations of stakeholders by presenting the potential for pricing projects using computational 

algorithms for demand forecasting. This opens up possibilities for further exploration of alternative 

forecasting techniques from the literature, as well as experimentation with different parameters in the 

already utilized techniques. These efforts aim to increase the reliability and decrease the forecast error, 

ultimately establishing machine learning as a standard approach for project pricing within the company. 

At present, the company relies on its own demand forecasting method, which does not 

incorporate machine learning capabilities. The current process requires involvement from different 

sectors within the company to obtain pricing results close to reality. Although the time spent on this 

existing process was not measured in this study, it is evident that the adoption of machine learning 

methods offers an agile and intelligent alternative for the organization. By leveraging scarce resources 

and leveraging available data, the company can achieve more accurate forecasts in a more efficient 

manner, thus improving pricing outcomes in the future. 
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